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Abstract

**Context.** Software testing is the process of finding faults in software while executing it. The results of the testing are used to find and correct faults. Software defect prediction estimates where faults are likely to occur in source code. The results from the defect prediction can be used to optimize testing and ultimately improve software quality. Machine learning, that concerns computer programs learning from data, is used to build prediction models which then can be used to classify data.

**Objectives.** In this study we, in collaboration with Ericsson, investigated whether software metrics from source code files combined with metrics from their respective tests predicts faults with better prediction performance compared to using only metrics from the source code files.

**Methods.** A literature review was conducted to identify inputs for an experiment. The experiment was applied on one repository from Ericsson to identify the best performing set of metrics.

**Results.** The prediction performance results of three metric sets are presented and compared with each other. Wilcoxon’s signed rank tests are performed on four different performance measures for each metric set and each machine learning algorithm to demonstrate significant differences of the results.

**Conclusions.** We conclude that metrics from tests can be used to predict faults. However, the combination of source code metrics and test metrics do not outperform using only source code metrics. Moreover, we conclude that models built with metrics from the test metric set with minimal information of the source code can in fact predict faults in the source code.

**Keywords:** Software defect prediction, Software testing, Machine learning
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Chapter 1

Introduction

In collaboration with Ericsson, we have investigated whether Software Defect Prediction (SDP) using test and source code metrics can identify hot-spots, i.e. files in the source code where defects often occurs. Ericsson has provided realistic industry-grade data which made our research and development possible and the results applicable to Ericsson. A discussion of the background follows as well as the formulation of the problem statement.

1.1 Motivation

The Ericsson M-commerce division maintains a platform for mobile commerce, written in the object-oriented programming language Java. Due to the domain, money transfers, the requirements for creating qualitative and secure products are highly important. Since the number of defects in products can be an indicator of software quality, Ericsson M-commerce have strict requirements regarding defects in their products.

Before a product can be shipped, it needs to be very well tested. The problem, however, is that it is not feasible to test every path in a program. As an example, Myers et al. [33, p. 10] constructed a toy program with 11 decision points and 15 branches. To perform exhaustive path testing on that simple program, it would require tests for $10^{14}$ paths. The number of paths in a realistic program render complete testing impractical due to the exponential growth of paths. Test management at Ericsson is therefore interested in how they can focus their testing on parts that are likely to be defective. They have problems identifying the source code files that are likely to fail during testing, though. If the testers were provided with information about files which might fail, the testing process could be focused on those files.

The lack of knowledge on what to focus the testing on can also lead to faults slipping through to later stages of the development which raises the cost associated with fixing them [4, 50]. Duka and Hribar note that the cost of rework due to faults can be lowered by 30-50% by finding faults earlier [16].

This area of study is important because of the cost saving potential it poses to Ericsson. If fault prone files are detected and testing is focused on the set of fault prone files, the testers can save time by not focusing the testing effort on files that are unlikely to contain faults and instead use that time to thoroughly test the fault prone files. By
identifying files likely to fail and focusing unit testing improvements to these areas, the testing process can be made more effective. The external quality\(^1\) of the product is also raised when defects are found and corrected before the product is shipped.

An implementation of a tool that provides testers with information on which files that are more likely to fail can lead to some negative effects as well. Developers and testers may rely too much on the tool and actual faulty files that are not caught by the tool are not considered. This false sense of security can lead to faults slipping to later stages of the development and, as described before, introduce additional cost when correcting these faults.

Several studies that investigate defect prone modules in the source code have been conducted, even within the domain of telecommunication [1, 2, 25, 54]. This master thesis differs in its approach, compared to previous studies. The novel approach we propose is to use metrics from test(s), that are testing the source code file, in a combined metric set. To the authors’ knowledge, this approach have not been previously studied.

### 1.2 Scope and limitations

This master thesis concerns the investigation and development of a tool for predicting faulty files which includes the following:

- A tool for extracting metrics from a Source Code Management system (SCM)
- A preprocessing tool for structuring the metrics into a desired format.
- An analysis, together with explanations, of produced results.
- A conclusion of why the results came out as they did.

The thesis do not, however, include;

- The development of a tool for data analysis, as this is done with the existing Weka environment [56].
- The measurement and evaluation of the prediction performance of the tool in a production environment.
- The production of a front-end tool for graphical representation of the results.
- The observation of the effect the tool has on real users, e.g. whether the tool leads to a sense of false security by its user, or, on the contrary, to mistrust in the tool.

\(^1\)The term “Quality” is used in the sense defined by McConnell [29, p. 463]
1.3 Research questions

Following is the list of research questions this master thesis attempts to answer.

**RQ1 - What Machine Learning algorithms have been used for SDP?**

Identifying which *Machine Learning (ML)* algorithms that have been used in previous studies of SDP is highly important for this master thesis to make sure that it contributes to the research community. The purpose of this master thesis is to investigate if the prediction performance of metric sets are increased if test metrics are included in the set. By using algorithms used in other studies, the effects of incorporating test metrics can be directly studied. The prediction performance of the produced tool can also be made state of the art as lessons from other studies regarding prediction performance can be incorporated.

**RQ2 - What types of metrics have been used in prior SDP studies?**

It is of major importance to recognize what kind of source code metrics that previously have been studied. This makes sure that the results of the study can be compared to those of other studies, and in turn making sure that the thesis contributes to the research community.

**RQ3 - Are there any existing test metrics or test metric suites?**

The answer of this question determines if there are any test metrics available which can be incorporated into the tool, or if all test based metrics need to be created for this master thesis. By using existing metrics, the results of the study can be compared to those of other studies and the contribution of this master thesis to the scientific community is thus strengthened.

**RQ4 - Which ML algorithm(s) provide the best SDP performance?**

As this master thesis investigates a novel metric family, test and source code metrics combined, there are no prior studies identifying suitable algorithms. The answer to this question will therefore contribute to the research area.

**RQ5 - To what extent do test metrics impact the performance of SDP?**

The novelty proposed by this master thesis is to use test metrics together with source code metrics. Therefore it is of importance to demonstrate to which extent the test metrics really contribute to the SDP performance.
1.4 Thesis outline

This master thesis is structured as follows. Chapter 1 introduces the thesis and its motivation. Chapter 2 discusses the thesis background, related work and how our work fit in and contributes to the computer science community. Chapter 3 discusses the scientific methods chosen for this master thesis. Chapter 4 discusses the experiment implementation, our approach and development methods. Chapter 5 presents the results while Chapter 6 discusses the results and answers the stated research questions. Chapter 7 chapter summarizes the thesis, presents conclusions and the final analysis as well as future work.
Almost all computer software contain flaws that were introduced during code construction. Over time, some of these defects are discovered, e.g. by quality assurance testing. The later in the development process the defects are discovered and corrected, the more cost is associated with fixing them [4, 50]. It is therefore of major importance to find the flaws as early as possible.

One way of finding flaws or defects is to perform testing. Myers et al. defines software testing as "the process of executing a program with the intent of finding errors" [33]. Testing is done at many levels including unit testing, function testing, system testing, regression testing and integration testing. The first level of testing is the unit test level, where the functionality of a specified section of code is tested. As stated earlier, it is important to find the defects as early as possible to reduce costs. By focusing unit tests on the parts that are most fault prone, defects can be found earlier, and thereby reducing costs.

The process of predicting parts that are fault prone in software is called SDP. The idea behind SDP is to use measurements extracted from e.g. the source code and the development process, among others, to find out if these measurements can provide information about defects. Studies have shown that testing related activities consume between 50% to 80% of the total development time [12]. As this is a substantial part of the development process, it is important to focus the testing on the parts where defects are likely to occur due to its cost saving potential. SDP has been studied since the 1970’s where simple equations, with measurements from source code as variables, was used as prediction techniques [17]. Since then, the focus for prediction techniques has shifted towards statistical analysis, expert estimations and ML [8]. Of these techniques, ML has proven to be the most successful approach [8, 22].

2.1 ML

ML is a branch of artificial intelligence concerning computer programs learning from data. ML aims at imitating the human learning process with computers, and is basically about observing a phenomenon and generalizing from the observations [24]. ML can be broadly divided into two categories: supervised and unsupervised learning. Supervised learning concerns learning from examples with known outcome for each of
the training samples [56, p. 40], while unsupervised learning tries to learn from data without known outcome. Supervised learning is sometimes called classification, as it classifies instances into two or more classes. It is classification that this master thesis focuses on since information about which files that have already been found faulty, exists in a Trouble Report (TR) database.

There has been a large variety of ML algorithms (also known as classifiers) for supervised learning from a variety of algorithm families presented in previous SDP studies. These families includes decision trees, classification rules, neural networks and probabilistic classifiers.

Catal et al. [9] concluded that Naïve Bayes, a probabilistic classifier, performs well on small ¹ data sets. Naïve Bayes assumes that the attributes are independent from each other. This is rarely the case, but by using feature selection in SDP this assumption does not affect the results [53]. Feature selection is described in section 2.2.6

Numerous studies [26, 31, 32, 46, 58] have been using J48, which is a Java implementation of the C4.5 decision tree algorithm [43]. These studies shows that the algorithm does not produce any significantly better or worse results compared to other algorithms in the studies, except in [58] where J48 performs among the best algorithms, according to accuracy, precision, recall and f-measure, on publicly available data sets. Arisholm et al. [1] claims that the C4.5 algorithm performs “very well overall”, and suggests that more complex algorithms are not required.

Random Forest, which classifies by constructing a randomized decision tree in each iteration of a bagging (bootstrap aggregating) algorithm [56, p. 356], has proven to give high accuracy when working with large ² data sets [9]. Bagging is an ensemble learning algorithm that uses other classifiers to construct decision models [5]. Random Forest can be seen as a special case of bagging, that uses only decision trees to build prediction models [26].

Several studies have tested the ability of neural networks for discriminating between faulty and nonfaulty modules in source code [1, 27, 58]. The results from these studies have shown that neural networks perform comparable to other prediction techniques. Menzies et al. [31], however, proposed using neural networks for future work, as they thought neural networks were too slow to include in their study.

Another previously used method is JRip, an implementation of RIPPER which is a classification rule learner [3, 48]. Classification rule learners greatest advantage is that they are, in comparison, easier for humans to interpret than corresponding decision trees.

Menzies et al. [31] maked use of OneR, a classification rule algorithm, to test thresholds of single attributes. They conclude that OneR is outperformed by the J48 decision tree most of the times. Shafi et al. [48] used, in addition to OneR, another classification rule algorithm called ZeroR and was outperformed by OneR. ZeroR predicts the value of the majority class [56, p. 459]. Arisholm et al. has in two different stud-

¹In their case around 20 000 lines of code [9]
²In their case up to 460 000 lines of code [9]
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ies [1, 2] used the meta-learners Decorate and AdaBoost, together with J48 decision tree. They claim that Decorate outperforms AdaBoost on small data sets and performs comparably well on large data sets. They do not however disclose their definition of “small” and “large” data sets.

2.2 Software metrics

Software metrics can be described as a quantitative measurement that assigns numbers or symbols to attributes of the measured entity [18]. An attribute is a feature or property of an entity, e.g. length, age and cost. An entity can be the source code of an application or a software development process activity. There are several different families of software metrics. Those that are discussed in this master thesis are presented below.

2.2.1 Static code metrics

Static code metrics are metrics that can be directly extracted from the source code, such as Lines of code (LOC) and cyclomatic complexity. Source Lines Of Code (SLOC) are a family of metrics centred around the count of lines in source files. The SLOC family contains, among others: Physical LOC (SLOC-P), the total line count, Blank LOC (BLOC), empty lines, Comment LOC (CLOC), lines with comments, Logical LOC (SLOC-L) and lines with executing statements [41].

The Cyclomatic Complexity Number (CCN), also known as McCabe metric, is a measure of the complexity of a module’s decision structure, introduced by Thomas McCabe [28]. CCN is equal to the number of linearly independent paths and is calculated as follows: starting from zero, the CCN is incremented by one whenever the control flow of a method splits, i.e. when if, for, while, case, catch, &&, || or ? is encountered in the source code.

Other static code metrics include compiler instruction counts and data declaration counts.

Object-oriented metrics

A subcategory of static code metrics are object-oriented metrics, since they are also metrics derived from the source code itself. The Chidamber-Kemerer (CK) Object-Oriented (OO) Metric Suite [10] used in this master thesis consists of eight different metrics: six from the original CK metric set and two additional metrics, which follows below.

Weighted Methods per Class (WMC) counts the number of methods in a class.

Depth of Inheritance Tree (DIT) counts length of the maximum path from class to root class.
Number of Children (NOC) counts the number of subclasses for one class.

Coupling Between Objects (CBO) counts the number of other classes to which the class is coupled, i.e. the usage of methods declared in other classes.

Response For Class (RFC) is the number of methods in the class, added to the number of remote methods called by methods of the class.

Lack of Cohesion in Methods (LCOM) counts the number of methods in a class that does not share usage of some member variables.

The additional OO metrics that are used in the thesis are:

Afferent couplings (Ca) counts how many other classes that use the class (cf. CBO).

Number of Public Methods (NPM) counts how many methods in the class that is declared as "public".

Menzies et al. [31] used static code metrics such as SLOC and CCN for defect prediction. They observed that the prediction performance was not affected by the choice of static code metrics. What does matter is how the chosen metrics are used. Therefore, the choice of learning algorithm is more important than the metrics used for learning. They measure performance with Probability of Detection (PD) and Probability of False alarms (PF). Using Naïve Bayes with feature selection, they gained a PD of 71% while keeping the PF at 25%. Zhang et al. [59] commented on them using PD/PF performance measures and proposed the use of prediction and recall instead.

Zhang [58] investigated if there exist a relationship between LOC and defects on publicly available datasets. He argued that LOC, together with ordinary classification techniques (ML algorithms), could be a useful indicator of software quality and that the results are interesting since LOC is one of the simplest and cheapest software metric to collect.

Nagappan et al. [37] concludes that McCabe’s CCN can be used together with other complexity metrics for defect prediction. They note, however, that no single set of metrics is applicable for all of their projects.

2.2.2 Dependency metrics

The division of the workload of different components\(^3\) may be decided in the design phase of software development. This division of tasks can impact the quality of the software. Dependency mapping between source code files could therefore be a possible predictor of fault prone components. Schröter et al. [47] proposed a novel approach to detect fault prone source files and packages. They simply collected, for each source code file or package, the import statements and compared these imports to failures in

---

\(^3\)Defined in IEEE Standard Glossary [23]
components. In this master thesis we denote this procedure of collecting imports as dependency mapping.

Schröter et al. [47] concluded that the sets of components used in another component, determines the likelihood of defects. They speculate that this is due to that some “domains are harder to get right than others”. Their results point out that collecting imports on package level yields a better prediction performance than on file level. Still the results on file level perform better than random guesses.

2.2.3 Process metrics

Process metrics are metrics that are based on historic changes on source code over time. These metrics can be extracted from the SCM and include, for example, the number of additions and deletions from the the code, the number of distinct committers and the number of modified lines.

Moser et al. [32] compared the efficiency of using change (process) metrics to static code metrics for defect prediction. Their conclusion was that process data contains more discriminatory information about defect distribution than the source code itself, i.e source code metrics. Their explanation to this is that source code metrics are concerned with the human understanding of the code, e.g. many lines of code or complexity are not necessarily good indicators of software defects.

Nagappan et al. [34] used metrics concerning code churn, a measure of changes in source code over a specified period of time. They conclude that the use of relative code churn metrics predict the defect per source file better than other metrics and that code churn can be used to discriminate between faulty and nonfaulty files.

Ostrand et al. [42] used some process metrics explaining if a file was new and if it was changed or not. The authors used these metrics in conjunction with other metrics families and found that 20% of the files, identified by the prediction model as most fault prone, contained on average 83% of the faults.

2.2.4 Test metrics

Test code metrics can be made up of the same set of metrics that has been previously described, but for the source code of the tests. In addition to this, Nagappan [36] introduced a test metric suite called *Software Testing and Reliability Early Warning metric suite (STREW)* for finding software defects. STREW is constituted by nine metrics, in three different families:

**Test quantification metrics**

<table>
<thead>
<tr>
<th>SM1</th>
<th>Number of assertions in test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Source LOC</td>
</tr>
<tr>
<td>SM2</td>
<td>Number of test cases</td>
</tr>
<tr>
<td></td>
<td>Source LOC</td>
</tr>
</tbody>
</table>
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Number of assertions in test

\[ \text{Number of test cases} \]

\[ \text{Test LOC / Source LOC} \]

\[ \text{Number of test cases / Number of source classes} \]

Complexity and OO metrics

\[ \sum_{\text{Cyclomatic complexity in test}} \]

\[ \sum_{\text{Cyclomatic complexity of source}} \]

\[ \sum_{\text{CBO of test}} \]

\[ \sum_{\text{CBO of source}} \]

\[ \sum_{\text{DIT of test}} \]

\[ \sum_{\text{DIT of source}} \]

\[ \sum_{\text{WMC of test}} \]

\[ \sum_{\text{WMC of source}} \]

Size adjustment metric

\[ \text{Source LOC} \]

\[ \text{Minimum source LOC} \]

Nagappan et al. conclude that STREW provides an estimate of the software’s quality in an early stage of the development as well as identifying fault prone modules [35]. Further studies conducted by Nagappan et al. [39] indicates that STREW for Java (STREW-J) metric suite can effectively predict software quality.

2.2.5 Combining metrics

Previous studies [6, 32], have combined metrics from several metric families in an attempt to achieve better prediction performance. Caglayan et al. [6] constructed three different sets of metrics. The first set was static code metrics and the second was repository metrics. The third was the two first two combined. The results from this study showed that while they did not get better prediction accuracy, they did get a decrease in the false positive rate when using the combined set.

Moser et al. [32] constructed a static code set, a process metric set and a combined static and process set. They concluded that the combined set performed equally well as the process set, indicating that it is not worth collecting static code metrics.

2.2.6 Feature selection

Feature (or attribute) selection, is a method for handling large metric sets, to identify which metrics contribute to the SDP performance. By using feature selection, redundant, and hence non-independent, attributes are removed from the data set [56, p. 93].

\[ \text{Assertions are code that is used during development that allows a program to check itself during runtime} \] [29, p. 189]
There are two approaches to feature selection: wrappers and filters. Wrappers use the ML algorithm itself to select attributes to evaluate the usefulness of different features. Filters use heuristics based on the characteristics of the data to evaluate the features [20]. The positive effects of using filters over wrappers is that they operate faster [21], and are hence more appropriate for the selection in large feature sets. Another positive effect of using filters is that they can be used together with any ML algorithm. However, in most cases they require the classification problem to be discrete, whereas wrappers can be put into use with any classification problem. As wrappers uses the same algorithm for feature selection and classification, the feature selection process must be done for every algorithm used for prediction.

A filter based feature selection approach called Correlation based Feature Selection (CFS), presented by Hall [20], has been used in several studies [1, 2, 9]. Unlike other filter based feature selection algorithms that evaluate individual features, CFS evaluates subsets of features by taking both the merit of individual features and their intercorrelations into account [21]. The merit of a feature subset is calculated using Pearson’s correlation, by dividing how predictive a feature group is with the redundancy between the features in the subset. If a feature is highly correlated with one or more of the other features in the feature set, that feature will not be considered to be included in the reduced feature set. Hall claims that the algorithm is simple, fast to execute and, albeit a filter algorithm, can be extended to support continuous class problems [21].

Shivaji et al. [49] proposes a feature selection technique for predicting bugs in source code. They show that a small part of the whole feature set led to better classification results than if using the whole set. After the feature selection process, they gain a prediction accuracy of up to 96% on a publicly available dataset. They do however, train the classifier on the feature selected set, which can imply that the model is overfitted. Smialowski et al. [51], states that special consideration is required when using supervised feature selection. They state that one has to make sure that the data used to test a prediction model is not used in the feature selection process. If all data is used for feature selection, the predictive performance of the prediction model will be overestimated. Arisholm et al. [1, 2] have a negative effect in prediction performance when using the reduced data set from feature selection, which can imply that the prediction model in [49] is overfitted.
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Method

As this master thesis covers a new family of metrics in SDP, namely test metrics, having a broad set of algorithms from multiple categories were deemed important as the prediction performance of test metrics was unknown. To be able to compare the results to state of the art research and to gain fair results for the test metrics compared to the source code only metrics, a broad set of metrics of metrics which have performed well in prior studies where therefore deemed necessary. With this in mind, a literature review was conducted to gain further knowledge of these areas. The results from the literature review was then used in an experiment. The relationship between these two methods is visualized in Fig. 3.1. This figure also shows how the answers to research questions regarding the literature review acted as input to the experiment.

![Figure 3.1: The relation between methods and research questions](image)

This chapter is divided into two separate parts to mirror the way this master thesis project was conducted. The first part describes the traditional literature review, which was done to gain the required background about software defect prediction, ML, source code metrics and test metrics. The second part documents the experiment that tested the hypothesis: “Source code metrics together with test metrics provide better prediction performance than SDP using only source code metrics”.

3.1 Literature review

To answer the research questions 1 – 3, a literature review was conducted. This was done to ensure a thorough understanding of the area of software defect prediction, i.e. which ML algorithms and which set of metrics that have previously been studied. Another reason for doing a literature review was to determine whether the gap in the
research, that was identified during the planning stage, really exists. This analysis also provided insight into the state of the art research of the area, where the knowledge of domain experts’ contributed to the reliability of this master thesis.

3.1.1 Study selection

The material for the literature analysis was collected using a bibliographic search engine that sources data from article databases, journals and conference proceedings. A search strategy as well as a “Literature Review Protocol” (LRP) was developed to distinguish, for the thesis, relevant material.

In the domain of software defect prediction, several systematic literature reviews have been conducted. The method used in this master thesis was to examine the articles mentioned from five “Systematic Literature Reviews” (SLR) from 1999 to 2013 [17, 8, 7, 22, 44]. These articles were then examined closer in order to determine if they matched the description outlined in the thesis LRP.

In the LRP it was stipulated that the study selection criteria is based on title and author. For the title, only SDP articles, conference proceedings etc. with some sort of ML were selected for further examination, excluding studies using statistical analysis that were not in the scope of this master thesis. The author or authors of the paper were also examined. If the author had released two or more papers in the domain, and the paper was referenced by other papers, the paper was considered as a candidate for further examination in the literature review.

The other domain related to this master thesis is test metrics. In order to collect articles about test metrics, multiple search strings with multiple spelling possibilities were created iteratively. The selection of these articles followed the approach described above.

3.1.2 Study quality assessment

In order to assess the articles, several culling steps were conducted. Firstly, the abstract of each article was closely examined. If the abstract was related to this master thesis according to the LRP, the article was rated as approved. If not, the article was discarded. The same procedure was repeated for the conclusion. If the articles passed the scrutinization of both abstract and conclusion they underwent a detailed study of the contents. The overall quality of the article was thereafter rated based on: relevance to this master thesis, the type of publication and presented prediction performance.

The average score of the allotted rates was then calculated and the articles were categorized into one out of four categories based on an averaged score. During the score calculation phase, important passages in the articles were highlighted and tagged to point out why the passage was important.
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3.1.3 Synthesis of extracted data

In order to be able to synthesize the work, a collaboration tool was used. The tool attach a note section to each article which was used to note a summary of the article, what rating the article got and why it was important for this master thesis. The tool also has the possibility to tag articles, to highlight sections of text and place comments where needed. Based on the averaged score in the study quality assessment phase, the article was categorized. The tags attached to the articles was used to point out where in the master thesis the article should be mentioned. The comments and highlights were used as a basis for the discussions in the thesis.

3.1.4 Threats to validity

The threats to validity in the literature review are mainly concerned with the selection of studies. The selected studies can have both publication biases and agenda driven bias. To mitigate the threat of the articles being publication biased, articles from several SLR’s were chosen. Additionally, several different search strings for finding articles concerning the other topic was created iteratively as outlined by Zhang et al. [57]. By conducting the literature review in this way, chances are better that more aspects of the field of study are covered. The threat of agenda driven bias, i.e. that the authors of an article only produces text that suites their purposes, is also mitigated by following the before mentioned procedure.

Another identified threat is that only studies with positive results are published. It could happen that studies with similar settings with negative results have been performed, but their findings might not get published, or, if published, might not get noticed by the research community. This threat is difficult to mitigate, but efforts included using many SLR’s to broaden the article selection and by using a LRP to minimize the impact of biased mindsets.

3.1.5 Answers to research questions 1 – 3

The results from the literature review was mainly used as input to the ML algorithm selection and metric family selection.

RQ1 - What ML algorithms have been used for SDP?

The main ML algorithms used in prior studies are Bagging, Boosting, Decorate, C4.5, Naive Bayes, Neural networks, Random Forest and RIPPER. These were chosen to be used in the experiment as they have been used in multiple prior studies, are of different categories and have shown results indicating that they can be used successfully in SDP. ZeroR and OneR were selected to be used as baseline to test other algorithms’ prediction performance. These algorithms are discussed in Section 2.1. The implementations of these algorithms used in the experiment are presented in Section 4.3.1.
RQ2 - What types of metrics have been used in prior SDP studies?

The main metric families used in prior studies are static code metrics, process metrics, dependency metrics, complexity metrics and object-oriented metrics. These families were selected to be used in the experiment as they have been used in multiple prior studies and have shown results indicating that they can be used successfully in SDP. Object oriented metrics were especially selected as the analysis was done on an object oriented language and as the STREW-J metrics set depended on the CK metric set. The metric families are discussed in Section 2.2.

RQ3 - Are there any existing test metrics or test metric suites?

There have been articles published regarding metrics for unit tests and test in general. These articles are a series of articles written by Nachiappan Nagappan on a set of metrics called STREW. Applied to Java, these metrics are called STREW-J. These are also discussed in Section 2.2.4. These were included in the experiment.

3.2 Experiment

To test the hypothesis “Source code metrics together with test metrics provide better prediction performance than SDP using only source code metrics”, a factorial experiment (using feature selection) was conducted. The two factors in the experiment were the ML algorithms and the metric sets.

<table>
<thead>
<tr>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Source code metrics</th>
<th>Test metrics</th>
<th>Source code and test metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML algorithm 1</td>
<td>T_S1</td>
<td>T_U1</td>
<td>T_C1</td>
<td></td>
</tr>
<tr>
<td>ML algorithm 2</td>
<td>T_S2</td>
<td>T_U2</td>
<td>T_C2</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>ML algorithm n</td>
<td>T_Sn</td>
<td>T_Un</td>
<td>T_Cn</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Visualization of the experiment design. T denotes “Treatment”.

The metric sets comprise metrics from static code analysis, change/process analysis and test metrics among others. These are explained in Section 2.2, while all included metrics families are listed in Section 4.1. The different metric sets are defined as follows. The Source code metric set (Srcs) contains only metrics related to the source code itself and their files. The Test source code metric set (Tsts) contains metrics related to the test source code, the respective files and metrics only available to tests, e.g. STREW-J metrics. The Combined metric set (Cmbs) is the combination of both of these sets, i.e. the union of them, Cmbs = Srcs \cup Tsts. These three sets only contain source code metrics from source files that have tests testing them as the datasets would
otherwise differ. Comparisons between the data sets and their results would not be possible if the data sets would differ.

When constructing the Cmbs and Tsts sets, there is a possibility of contamination of the data. The risk is that if a source file has been reported as faulty, i.e. a TR has been issued, a unit test to test the defected file has been created. Thereby, the mere presence of an unit test can be a clue that a source file is faulty. This problem was mitigated by dividing the collected data set into two separate parts based on a pivot point, a point in time (see Fig. 3.2). Only data older than the pivot point and TRs newer than the pivot point were considered. By doing the separation in this way, the unit tests created to test a faulty file was not considered in the prediction, and only unit tests created before a fault had been reported was included in the metric set.

![Figure 3.2: Separation of TRs and metric extraction](image)

The prediction model process and evaluation was done three times with a different set of metrics for each of the $n$ ML algorithms, for a total of $n \times 3$ treatments. In the first iteration, only source code metrics were used. In the second iteration, only test metrics were used and in the third iteration, both source code metrics and test metrics were used. The results from these treatments were then compared to test the hypothesis and to answer research questions RQ4 and RQ5.

### 3.2.1 Threats to validity

The threats to the validity are mainly the reproducibility and generalizability of the experiment since the source data is confidential and only comes from one repository of one product. This is not only a negative aspect as the data is from a real industry product and not a "toy" project. The results should therefore be applicable to similar projects with similar settings. To mitigate the problem with the lack of reproducibility and generalizability of the experiment, relevant information about the product is disclosed. The same experiment can therefore be conducted on similar projects and the results can be compared.
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3.2.2 Experiment outline

The experiment design consisted of several independent variables and a single dependent variable. The independent variables were the ML algorithms and the metrics, identified in the literature review. The treatments were the combinations of these. The dependent variable was the occurrence of corrections to the file. The experiment, its variables, objects and hypotheses are further described below.

Dependent variable

The dependent variable was the occurrence of corrections to a tested file due to TRs. The source code file was asserted as faulty if there had been a correction in that particular file. If no correction had been done to a specific file, it was considered as fault free and hence not faulty. This approach will however result in that a file that has had a fault in its lifetime, is always considered as faulty. The mitigation to this was to introduce a time window and a point in time, a pivot point. The file was only considered faulty if the TR was newer than the pivot point. Metrics from the file were extracted from before the time of the pivot point. Furthermore, only files changed in the specified time window were used.

Independent variables

The independent variables were the different ML algorithms: AdaBoost (Boosting), Bagging, Decorate, J48 (C4.5), JRip, Multilayer Perceptron\(^1\), Naïve Bayes, OneRule, Random Forest and ZeroR. In addition to the ML algorithms, the different metric sets, Srcs, Tsts and Cmbs, were also independent variables.

Treatments

One treatment was the combination of the levels of the two independent variables. In this case the metric set and the ML algorithm. Each treatment in the experiment, in Table 3.1 denoted as "T", produces a separate result. In total, we considered 30 treatments in the experiment.

Objects

The objects in the experiment was the files that the metrics was extracted from. From the model built by the treatments, a file was classified as either faulty or not faulty.

Hypothesis

The hypothesis tested in this experiment was: “Source code metrics together with test metrics provide better prediction performance than SDP using only source code met-

\(^{1}\)A neural network implementation
rics”. The corresponding null hypothesis used in the experiment is stated as: “Source
code metrics together with test metrics provide equal prediction performance as SDP
using only source code metrics”.
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Experiment implementation

As described in the method section, an experiment was performed to test the discriminatory power of different metric sets with different ML algorithms. In order to collect these metrics, a tool for scraping them, together with a tool for building and evaluating the prediction models was developed. This chapter describes these tools.

Before collecting metrics and faults, a repository on which to conduct the experiment must be selected. The main factors when selecting a repository for this experiment was the size in terms of number of files and test coverage\(^1\). Larger size was preferred over smaller in order to make the results more accurate and generalizable. The repository had to have a high test coverage since the central theme in the hypothesis was the inclusion of test metrics. Choosing a repository with high test coverage assures that many files are tested and hence minimizes test bias. The selected repository had about 200 KLOC spread over about 2000 files and a test coverage of around 70%.

4.1 Data collection

To be able to collect file level metrics from the SCM Git\(^2\), several Groovy\(^3\) scripts were developed. These tools were then included in a Gradle\(^4\) script as tasks, that allows the scripts to be run sequentially in an automatic manner. The data collection process is outlined in Fig. 4.1. When possible, external tools used in other studies were used when extracting metrics as that would give fair results and make the results comparable to other studies. Where there where no tools available or where the available tools were not applicable due to technical restraints, the metric extraction tools were developed for the experiment.

\(^{1}\)The source code’s degree of testing by tests  
\(^{2}\)http://git-scm.com/  
\(^{3}\)http://groovy.codehaus.org/  
\(^{4}\)http://www.gradle.org/
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4.1 Identify faulty files

In order to train a learner, the source code files need to be classified as either defective or non-defective. For this analysis, all commits to the SCM were investigated. If a TR identification number is included in the commit, it is an indication that a fault has been corrected and hence, the file that is affected by the commit has been corrected. That file is thereafter classified as defective, while files that are not affected by any TRs are classified as non-defective.

4.1.2 Collection of process metrics

The extraction of different process metrics starts with the analysis of all commits to the repository. Each commit contains information about the files that are affected by that particular commit. Process metrics are generally easy to extract from the SCM, as the SCM contains information about which developer changed what file, when the file was changed and how it was changed during a specified amount of time. This specified amount of time could be the time between two commits that affected the file. The metrics that were extracted from this information included authors and line changes, e.g. added/inserted lines and lines that have been deleted. The author metrics are generated by extracting all authors from a given repository. Each author is added as a separate metric to all files with the value of 0. Each file is then analyzed and the metrics corresponding to the authors that have contributed to a file are set to 1. The line change metrics, additions, deletions and churn, are calculated by collecting all commits related to the given file. Information regarding each line change metric are then extracted from the commits. Statistical measures are then extracted from the gathered information for each line change metric. These measures are minimum value, maximum value, mean, median, standard deviation and sum. These are then added to each file as metrics. A complete listing of extracted metrics is found in Table 4.1 under the header “Process” and “Author”.

Figure 4.1: Visualization of the extraction process
4.1.3 Collection of static code metrics

There are several tools freely available for collecting static code metrics, but they each has a rather limited field of application. Therefore, in order to collect several static code metrics, several different tools have been used. To collect LOC and other related metrics, *Unified Code Count (UCC)*\(^5\) was used. UCC collect metrics such as SLOC-P, BLOC, CLOC and SLOC-L along with compiler instruction counts and data declaration counts. UCC and its features are documented by Nguyen et al. in [41]. The CCN was extracted using a tool that was developed for this master thesis project.

The CK OO metric suite was calculated using an existing tool called *ckjm*\(^6\) [52]. The metrics that are calculated by ckjm constitutes of eight different metrics, six from the original CK metric set and two additional metrics, which are listed in section 2.2.1.

4.1.4 Collection of test and dependency metrics

The dependency metrics discussed in Section 2.2.2 were collected through a dependency mapping script created for this master thesis.

In this script, all files are opened and all import statements gathered. These import statements are then analyzed to see whether the imported files are a part of the repository. If that is the case, they are tested to find out whether they are test related or source code dependencies. Each file in the repository is then scanned to see whether they include a certain dependency. If they do, the dependency is added as a metric with a value of 1. If they do not, the dependency is added as a metric with a value of 0. I.e. each file that has been imported by another file is added as a metric to the file importing it. All of the dependency metrics were collected for both source code and test source code. In the case of this study with a repository of 200K source LOC, the amount of dependency metrics was around 20 000, in other words the number of unique import statements.

The eight first metrics from STREW-J listed in subsection 2.2.4 were applied to the Tsts and Cmbs only as these are test specific metrics. They were collected by synthesizing results from the existing metrics from which they are created. The collection and synthesis of the other test related metrics are elaborated in Section 4.2.

4.2 Metric sets

The extraction of metrics described above results in a single file containing all extracted metrics per file. Another script is then responsible for the creation of three distinct metric sets, Srs, Tsts and Cmbs, as described in Section 3.2. This script is also responsible for calculating the test specific metrics described earlier. All informa-
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Table 4.1: A listing of all the metrics used to build the metric sets

<table>
<thead>
<tr>
<th>Author</th>
<th>Process Dependency</th>
<th>ckjm (OO)</th>
<th>Static code Analysis</th>
<th>Universal Code Counter (UCC)</th>
<th>STREW-J</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author 1</td>
<td>Additions (add)</td>
<td>CA</td>
<td>BLOC</td>
<td>BLOC</td>
<td>SM1</td>
</tr>
<tr>
<td>Author ...</td>
<td>Deletions (del)</td>
<td>CBO</td>
<td>BLOC-LOC ratio</td>
<td>Compiler directives</td>
<td>SM2</td>
</tr>
<tr>
<td>Author n</td>
<td>Commit date</td>
<td>DHT</td>
<td>CCN</td>
<td>Data declarations</td>
<td>SM3</td>
</tr>
<tr>
<td>Code churn</td>
<td>External dep n</td>
<td>LCOM</td>
<td>CCN-LOC ratio</td>
<td>Embedded comments</td>
<td>SM4</td>
</tr>
<tr>
<td>(add-del)</td>
<td>Internal dep 1</td>
<td>NOC</td>
<td>CLOC</td>
<td>Executable statements</td>
<td>SM5</td>
</tr>
<tr>
<td>For each of the above:</td>
<td>Internal dep n</td>
<td>RPM</td>
<td>CLOC-LOC ratio</td>
<td>SLOC-L</td>
<td>SM6</td>
</tr>
<tr>
<td>Min</td>
<td>Internal dep n</td>
<td>RFC</td>
<td>CLOC-LOC ratio</td>
<td>SLOC-P</td>
<td>SM7</td>
</tr>
<tr>
<td>Mean</td>
<td>Test dep 1</td>
<td>WMC</td>
<td>LOC</td>
<td>LOC</td>
<td>SM8</td>
</tr>
<tr>
<td>Median</td>
<td>Test dep ...</td>
<td></td>
<td></td>
<td>Nr of asserts</td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>Test dep ...</td>
<td></td>
<td></td>
<td>Nr of class definitions</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>Test dep n</td>
<td></td>
<td></td>
<td>Nr of interface definitions</td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td>Nr of test definitions</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.2: Visualization of the mapping and combining process

The mapping between test source code and source code described in Section 3.2 is done at this stage. This is done by analyzing the dependency metrics of each file to map test source code files to source code files. Source code files with no corresponding test source files are culled so that all three metric sets contain the same files. This is done so that results from the different sets can be compared as they consist of the same files, albeit with different metrics. The mapping is then used when synthesizing test metrics. All metrics for the mapped tests are gathered per source file and statistical measures are then calculated from the gathered test file metrics. These measures are: minimum value, maximum value, mean, median, standard deviation and sum. These measures are then added as metrics to the Cmbs and Tsts. For the Cmbs, the metrics from the source file are also added. The last step is calculating STREW-J for the Cmbs and Tsts. The dependent metrics from which STREW-J are calculated are fetched and the calculated STREW-J metrics are added to the sets. As the study only concerns the identification of faulty source code files, data of faulty test source code files are removed from the sets. A listing of all the metrics used to build the metric sets is presented in Table 4.1.
4.3 Model building

To build the prediction models, file level data from one big repository consisting of 200 000 LOC Java source code were used. There exist a large number of smaller repositories that could have been included in this master thesis project. However, it has been suggested that, because of that different processes largely depends on the operating environment, generalizing results between systems and environments might not be viable [2, 38].

4.3.1 ML algorithms

As the experiment was conducted to test the discriminatory power of different metric sets, the ML algorithms included were used with their standard settings in the WEKA environment [56]. The algorithms used to build the prediction models in this master thesis are listed in below:

Naïve Bayes - a simple probabilistic classifier.

J48 - an implementation of the C4.5 decision tree algorithm.

Decorate J48 - Decorate is a meta-learner that builds a diverse ensemble of classifiers using other learning algorithms [30]. In this case, J48 is used.

Random Forest - that classifies by constructing a randomized decision tree in each iteration of a bagging (bootstrap aggregating) algorithm [56, p. 356].

OneR - an implementation of 1-rule (1R), which is a simple classification rule algorithm.

JRip - an implementation of RIPPER, a classification rule generating algorithm that optimizes the rule set. [11].

ZeroR - is a very simple method for generating rules. It simply predicts on the majority class of the test data [56, p. 459].

Multilayer perceptron - a neural network that learns through backpropagation to set the appropriate weights of the connections [56, p. 235].

AdaBoost - AdaBoost is a meta-learner that, in theory, combines tweaked "weak" learners into a single "strong" learner. In this case, Wekas’ standard setting DecisionStump, is used.

Bagging - Bagging is also, like Decorate, an ensemble learning algorithm. In this case, Wekas’ standard setting REPTree, is used.
4.3.2 Feature selection

The computational complexity of some of the previously mentioned ML algorithms makes the model building infeasible to use if all of the features in the dataset is used. As an example, Menzies et al. [31] ruled out neural networks as "they can be very slow". Therefore, to be able to compare all of the ML algorithms, as the datasets used in this master thesis project rise up to approximately 20 000 different metrics, feature selection is used to reduce the dataset before building models. As a wrapper uses the ML algorithm itself when creating the subset, a new feature selected subset would have to be created for each classifier. Some of the ML algorithms chosen would also have to be removed, e.g Multilayer Perceptron, as their execution time would make them inappropriate for a production setting. This problem became apparent during the development of the experiment. When choosing a feature selection approach, filtering was therefore chosen. The tool for feature selection in this master thesis uses CFS, presented by Hall [20]. As the search method for finding the metric subset to evaluate with CFS, best first search was chosen. This choice was made because of the claim in [20] that it gave slightly better results over other search methods for CFS. The feature selection process was done on the training set in all of the runs of the evaluation process described in Section 4.3.3.

4.3.3 Model evaluation

To evaluate the prediction models produced, 10 times 10-fold cross validation was performed. By using 10-fold cross validation, the dataset is separated into 10 somewhat equally large parts. Nine parts out of 10 are used as training data and the feature selection process while the 10th part is used for testing exclusively. This process is repeated 10 times so that every instance of the data set is used as testing set one time.

In order to guarantee that the distribution of the samples into training and test set was representative of the distribution of the whole set, stratification was also used in the evaluation process. Stratification means that each fold in the cross validation process gets approximately the same amount of faulty files. If this is not done, a classifier within a fold can perhaps be built with no faulty files occurrences, and therefore skew the result of the whole 10-fold cross validation prediction.

Cross validation can be used in cases where the amount of data is limited, but there are other advantages compared to other evaluation methods, e.g. the holdout method. When using the holdout method, one part of the data set is used for training and the other for testing, typically two thirds for training and the remaining third for testing. This could mean that the samples in the training data is not representative for the whole data set. One way of mitigating this bias is to use cross validation where all the instances have been used exactly one time for testing. Witten et al. [56, p.153] states that a single 10-fold cross validation might not produce a reliable error estimate. They state that the standard way of overcoming this problem is to repeat the 10-fold cross validation 10 times and average the results. This means that, instead of conducting 10
folds, a total of 100 folds is generated and the error estimate is therefore more reliable.

When using feature selection, it is important to remember to take this into account when performing cross validation. For the prediction not to be skewed, each fold of the cross validation must include a feature selection step, in order to keep test data from being present in the training data and hence in the feature selection process. As the feature selection is conducted in every fold of the 10 times 10-fold cross validation, the process is done 100 times. As both the feature selection process and the learning process are computationally intensive, the whole evaluation process consumes a lot of time. In the case of this study, the complete process took about 4 days to complete a data set with about 20000 features and 1000 instances using a mid-range 2013 laptop with 8GB RAM and a 1.8Ghz Intel i5 processor.

All results from every fold and every round are recorded in a result file for further analysis. Hall et al. [22] describes in their systematic literature review different appropriate performance measures. The result file produced by the evaluation process therefore contains these measures, i.e. average precision, average recall and average f-measure. In addition to these performance measures, the average accuracy, the percentage of the correctly classified instances, of the prediction model is also included.

Precision measures the proportion of the identified files, classified as faulty, that actually are faulty. This is a measure of how good the prediction models are at identifying actual faulty files. Recall measures the proportion of faulty files which are correctly identified as faulty. Recall is a measure of how many faulty files that the prediction model is predicted to find. The calculation of accuracy (equation 4.1), precision (equation 4.2) and recall (equation 4.3) makes use of the confusion matrix (fig 4.3) and is done by;

\[
\text{Accuracy} = \frac{\text{true positives} + \text{true negatives}}{\text{true positives} + \text{true negatives} + \text{false positives} + \text{false negatives}}
\]

\[(4.1)\]

\[
\text{Precision} = \frac{\text{true positives}}{\text{false positives} + \text{true positives}}
\]

\[(4.2)\]

\[
\text{Recall} = \frac{\text{true positives}}{\text{false negatives} + \text{true positives}}
\]

\[(4.3)\]

F-measure (equation 4.4) is a measure that combines both recall and precision and is calculated as

\[
F - \text{measure} = 2 * \frac{\text{precision} * \text{recall}}{\text{precision} + \text{recall}}
\]

\[(4.4)\]

By collecting these performance measurements, future predictions on unseen files can be estimated. The whole model building and evaluation process is further described in the pseudo code in Fig. 4.4.
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![Confusion matrix](image)

**Figure 4.3: Confusion matrix**

```ruby
classifierType = {
  Naive bayes, 
  Random Forest, 
  J48, 
  ...
}
10.times {
  randomize instance order
  prepare stratified 10-fold cross validation
  fold.each{
    get training set
    get testing set
    create feature selection set from training set
    record selected features
    classifierType.each{
      build classifier
      test classifier against testing set
      record results
    }
  }
}
```

**Figure 4.4: Pseudo code describing the building and evaluation of the models**

For each of the performance measurements, a matched pair Wilcoxon’s signed rank test was conducted. This was done to demonstrate difference between the ML algorithms and the metric sets for each of the performance measurements. As the underlying data can not be guaranteed to meet the parametric assumptions required by a t-test, i.e. it is not guaranteed to be normally distributed, Wilcoxon signed-rank test was used [24]. Wilcoxon’s signed rank test has been recommended for studies comparing different algorithms [15]. Due to the large amount of tests being performed, the significance level, $\alpha$ is set to 0.001 This is in line with other studies in the area as well [1, 2].

If there is a statistical significant difference between one algorithm compared to another one, using the same metric set, the "better" one wins. The algorithm that has the most wins for each metric set is considered the best algorithm for that metric set. When the best learning algorithm for each metric set has been determined, the performance of the different metric sets can be assessed.
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Results

This section reports the results from the experiment described in Chapter 3. Runtime performance-wise the collection and preprocessing of the metrics were rather quick. It took about 2 hours and about 8 hours respectively. The model building and evaluation however took about 4 days using a mid-range 2013 laptop with 8GB RAM and a 1.8GHz Intel i5 processor.

The prediction performance is presented with the four different measures described in Section 4.3.3. First, the accuracy of the different prediction models on different feature selected metric sets is presented and evaluated. Thereafter, the results of f-measure, precision and recall is presented in respective order. This is done to determine the best performing ML algorithm to be used for determining the prediction performance of the different metric sets, that is presented after the ML algorithm evaluations. Tables and graphs of the performance of prediction models are presented and form the basis of the discussions in the subsections. In the tables and figures, the sets are abbreviated as “src”, “tst” and “cmb” which corresponds to the Srcs, Tsts and Cmbns respectively. The original full set of metrics for all source files (abbreviated as “srcRaw”) is also included in the graphs which hints of the repository’s prediction performance when using ordinary metrics. As the underlying dataset differs from the others, i.e. it is based on a full set of files and not only those that are tested (described in Section 3.2), the results of that set can not be directly compared to the other results. It is included in the graphs as a visual cue of the repository’s performance. These sets are explained in detail in Section 3.2.

The tables presented, Tables 5.6 to 5.9, present the outcome from Wilcoxon’s signed rank tests [55]. Each combination of ML algorithm and metric set is tested against all other combinations resulting in 900 Wilcoxon’s signed rank tests. SrcRaw is not included in these tables as srcRaw uses a different dataset and can not be compared to the other metric sets in this manner. A green cell indicates that the test reveals that the combination of ML algorithm and metric set perform significantly better than the combination tested against. A red cell indicates that the combination performs significantly worse while a white cell indicates a draw. In addition to the coloured cells, the mean value of the performance measurement studied is presented on each row. The best ML algorithm for each of the metric sets is thus the one with the most green cells in the table. The most predictive metric set is likewise the one with the most green
cells in the same table. Total scores for each of the subsets are summarized in the
small subtable to the right of the main subtable in each table.

The graphs presented in the sections below, Figs. 5.1 to 5.4, gives visual indication
of how the different metric sets perform together with the different ML algorithms.
The graphs are box-and-whisker diagrams where the band in the box shows the me-
dian, the top and bottom of the box shows third and first quartiles, the whiskers shows
minimum and maximum values and circles denote outliers. The box height shows the
interquartile range. The results are grouped together with the other results using the
same algorithm on the X axis. The keys on the X axis labels the different groups with
the algorithm used in that group. The Y axis shows the prediction performance in the
given measure in form of percentage ()

Summaries with the best performing algorithms are also presented in Tables 5.1
to 5.4. Their mean values and standard deviations are also shown for each prediction
performance measure. With this table, the performance of the best performing ML
algorithms can quickly be concluded.

A comparison to other studies is also included in Section 5.5 where results from
other studies in the domain are compared to those of this study.

Lastly, in Figs. 5.5 to 5.7, the results of the feature selection process along with the
families of the selected features are presented, as these are the features of which the
models are built on.

5.1 Accuracy

Accuracy is, as described in Section 4.3.3, the percentage of the correctly classified
instances. Figure 5.1 shows the accuracy of the 10 different ML algorithms for the three
different metric sets defined in 3.2, i.e Srcs, Tsts and Cmbks. The last ML algorithm in
Fig. 5.1, ZeroR, is the baseline to test the accuracy of the other algorithms against as
described in Section 4.3.1. ZeroR only predicts according to the majority class, on all
instances. It reaches just short of 70% accuracy, which suggests that there are about
30% faulty files in the set. This is not at all surprising as the stratification process
aims for an evenly distributed dataset. All of the other ML algorithms reach a higher
accuracy on all of the provided metric sets. Most of the results are evenly distributed
with a few exceptions which indicate that the median is a good indicator of the accuracy
performance. There are a few outliers, especially for the Tsts, which indicates a wider
spread in the results for that metric set.

Table 5.6 shows which of the ML algorithms that outperform each other for the
different metric sets, in terms of accuracy as well as the mean accuracy (described in
percentage) of the modeling techniques for the different metric sets. In Table 5.6, one
can see that the models typically predict, except for ZeroR, 76% to 82% correct. The
best ML algorithm for the different metric sets, based on accuracy, is determined by
performing a Wilcoxon’s signed rank test as described in Section 4.3.3. As well as
which ML algorithm that performs the best, the metric set that yields the best accuracy
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For the accuracy, Random Forest with the Srcs wins and Random Forest with Cmbs come second with one more tie. There is no statistical significant difference between Random Forest for Srcs and Random Forest Cmbs. Overall, the Tsts performs quite badly compared to both the Srcs and Cmbs metric sets. It is not however Random Forest that perform best for the Tsts but Bagging which also performs quite well for the other sets as well. In summary, the Srcs generally scores better than both the Tsts and the Cmbs sets. When comparing the best performing algorithms for each set, shown in Table 5.1, the difference is minimal.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cmbs</th>
<th>Srcs</th>
<th>Tsts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean accuracy</td>
<td>81.7%</td>
<td>81.8%</td>
<td>78.9%</td>
</tr>
<tr>
<td>Std. dev. (σ)</td>
<td>3.5%</td>
<td>3.8%</td>
<td>3.7%</td>
</tr>
</tbody>
</table>

Table 5.1: The best algorithms per set rated by accuracy
Chapter 5. Results

5.2 Precision

Another performance evaluation measure, as described in Section 4.3.3 is precision. Precision is the measure of how well the prediction model classifies faulty files that actually are faulty. A table containing the mean values of the ML algorithms over the different metric sets together with a figure of how the algorithms perform against each other for different metric sets in terms of precision, are presented in Table 5.7 and Fig. 5.2. In Fig. 5.2 ZeroR stays at 0% precision as it predict all instances as not faulty and hence does not find any faulty files. As in accuracy, the Srcs performs best generally with the Cmbs coming in second and the Tsts last. For two algorithms, Bagging and JRip, the Tsts is the best performing metric set. The results are for the most part not skewed but the spread however is quite large spanning from around 40% to 90% and 50% to 100% in some cases. This can also be seen in Table 5.2 where the standard deviation is high for all of the three best performing algorithms.

Table 5.7 shows the individual scores for the combination of metric sets and ML algorithms. In the case of precision, Bagging performs best in the Cmbs and the Tsts. In the Srcs, both Multilayer Perceptron and NaiveBayes scores better, however. Bagging together with the Tsts outperforms the other algorithms for the Tsts by margin, though. In summary, the Srcs scores significantly better than both the Tsts and the Cmbs in general. When looking at Table 5.2 the difference between the best performing algorithms for the different sets is not that big, though. Surprisingly, the best algorithm for Tsts performs better than the best algorithm for Cmbs.

Figure 5.2: Precision for all metric sets and algorithms used in the experiment
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cmbs</th>
<th>Sucs</th>
<th>Tsts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean precision</td>
<td>73.1%</td>
<td>74.7%</td>
<td>74.1%</td>
</tr>
<tr>
<td>Std. dev. (σ)</td>
<td>8.5%</td>
<td>9.4%</td>
<td>10.1%</td>
</tr>
</tbody>
</table>

Table 5.2: The best algorithms per set rated by precision

5.3 Recall

A third performance evaluation measure, as described in Section 4.3.3 is recall. Recall measures how many of the faulty files the prediction model finds. Of the same reason presented in Section 5.2 ZeroR stays at 0% recall. Figure 5.3 shows the precision of the ML algorithms over the different metric sets. Table 5.8 contains the mean values of the ML algorithms over the different metric sets together with a figure of how the algorithms perform against each other for different metric sets in terms of recall.

In Fig. 5.3 one can clearly see that the spread is even larger than it is for the precision, over 70% for Naive Bayes using the Tsts, and that the amount of outliers is large as well. The spread is however lower for the Cmbs in most cases when compared to the other sets. As in the other prediction performance measures, the results are not especially skewed. One distinctive feature is that the median is generally higher or about the same for the Cmbs when compared to the Sucs.
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The high recall for the Cmbs can also be observed in Table 5.8 where the Cmbs has a higher number of wins and lower number of loses when compared to the Srcs, although with a small margin. In 5.3 one can see that Random Forest with the Srcs set still has the highest recall though with 72.09% with a quite big gap to the other metric sets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cmbs</th>
<th>Srcs</th>
<th>Tsts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean recall</td>
<td>70.7%</td>
<td>72.1%</td>
<td>64.6%</td>
</tr>
<tr>
<td>Std. dev. (σ)</td>
<td>8.1%</td>
<td>8.5%</td>
<td>8.5%</td>
</tr>
</tbody>
</table>

Table 5.3: The best algorithms per set rated by recall

5.4 F-measure

The fourth and last performance evaluation measure, as described in Section 4.3.3, is f-measure. F-measure is a combination of both precision and recall. Of the same reason as presented in previous sections, ZeroR stays at 0% f-measure.

Figure 5.4 shows the f-measure of the ML algorithms over the different metric sets. Table 5.9 contains the mean values of the ML algorithms for the different metric sets.
together with a figure of how the algorithms perform against each other for different metric sets in terms of f-measure.

Figure 5.4 shows that the Cmbs and Srcs results generally have medians very close to each other. This can also be seen in 5.9 were the Srcs and Tsts results often results in a tie rather than a win or loss. For some algorithms, the Srcs outperform the Cmbs, though, which can be seen in Table 5.9 where the Srcs has more wins and fewer losses compared to the Cmbs.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cmbs</th>
<th>Srcs</th>
<th>Tsts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean f-measure</td>
<td>70.9%</td>
<td>71.5%</td>
<td>65.2%</td>
</tr>
<tr>
<td>Std. dev. (σ)</td>
<td>6.3%</td>
<td>6.3%</td>
<td>7.1%</td>
</tr>
</tbody>
</table>

Table 5.4: The best algorithms per set rated by f-measure

5.5 Comparison to other studies

To ease the comparison to other studies, the mean results for all sets and all performance measures are compiled in Table 5.5. These values are the ones used in the comparison in this section.

As accuracy is dependent on the balance of the underlying dataset it is hard to compare the accuracy results of this study with others. This measure is therefore not widely discussed in other studies but is a comprehensible measure and is therefore presented in this study.

Hall et al. has in their systematic literature review gathered results from 208 fault prediction studies [22]. Among those, 48 studies deal with fault prediction on the file level. These studies are compared with precision, recall and f-measure. As this study is conducted using the same performance measures as Hall et al. and as they summarize many studies, the results of this study are compared to the ones compiled by Hall et al.

When the precision is compared to other studies, Srcs and Cmbs performs in general above the median, while the Tsts performs slightly below the median. For recall,
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the Cmbs and Srcs performs above the median while the Tsts on the other hand performs below the median. The results for the f-measure are in general slightly better than for other studies where the Cmbs and Srcs performs well above the median and the Tsts performs around the median.

Overall, the algorithms in our study performs around or above the average when compared to other studies [22]. The exceptions being Naïve Bayes with a low recall around lower quartile and Random Forest which performs as the best studies regarding f-measure.

When comparing the study to other studies in the systematic literature review by Hall et al. [22], the results are generally good. When comparing the results to those of studies using combinations of metric families, only the ones including source code text perform better.

Arisholm et al. has performed studies with a telecom company with propitiatory [1, 2]. They also investigated a Java system, used and compared different metric families, different ML algorithms and used feature selection which makes a comparison between the results interesting. As noted earlier, Arisholm et al. has an accuracy of over 93% in their best case which is way above the results of this study [2]. The mean result of this study is around 70% for the Cmbs compared to 10.4% for the best metric set for Arisholm et al [2]. The difference is not as large for the recall where this study has an average of 64% for recall for Cmbs compared to 62% at best for Arisholm et al. [2].

Another study using feature selection was conducted by Shivaji et al. [49] where they studied a series of open source projects. Their results are consistently better than the ones of this study; they have an accuracy of 91%, precision of 96%, recall of 67% and f-measure of 79%.

5.6 Feature selection results

The feature selection process, described in Section 4.3.2, selected a subset of metrics for the three different metric sets, Srcs, Tsts and Cmbs. The feature selection process selected between 25 and 35 features each run. As the feature selection process was done in each fold of the evaluation process, different subsets were picked for different folds. The proportion of the selected metric families is shown in Figs. 5.5 to 5.7.

In general, the subsets created by feature selection largely consist of dependency metrics. Author metrics was not selected at all. There are however differences regarding the other metric families among the metric sets. OO metrics are the second largest part of the Srcs, but the smallest of the Tsts, where STREW-J took its place. The Cmbs
is in general a reflection of the results of the Srcs and Tsts, were the results from the Srcs take precedence, with the exception of dependencies from tests, which are the second largest part.
Table 5.6: Table showing results from Wilcoxon’s signed rank test on accuracy for ML algorithms and metric sets
### Table 5.7: Table showing results from Wilcoxon’s signed rank test on precision for ML algorithms and metric sets

<table>
<thead>
<tr>
<th>Set</th>
<th>cmb</th>
<th>src</th>
<th>tst</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost</td>
<td>68.1%</td>
<td>68.5%</td>
<td>62.8%</td>
</tr>
<tr>
<td>Bagging</td>
<td>73.1%</td>
<td>73.3%</td>
<td>74.1%</td>
</tr>
<tr>
<td>Decorate</td>
<td>72.5%</td>
<td>72.4%</td>
<td>68.8%</td>
</tr>
<tr>
<td>J48</td>
<td>68.1%</td>
<td>69.4%</td>
<td>64.9%</td>
</tr>
<tr>
<td>JRIP</td>
<td>68.8%</td>
<td>71.2%</td>
<td>64.9%</td>
</tr>
<tr>
<td>MLPerceptron</td>
<td>69.8%</td>
<td>74.7%</td>
<td>62.5%</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>68.8%</td>
<td>74.5%</td>
<td>55.2%</td>
</tr>
<tr>
<td>OneRule</td>
<td>66.1%</td>
<td>67.0%</td>
<td>69.3%</td>
</tr>
<tr>
<td>RandomForest</td>
<td>71.8%</td>
<td>71.7%</td>
<td>66.6%</td>
</tr>
<tr>
<td>ZeroR</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Set</th>
<th>Losses</th>
<th>Wins</th>
</tr>
</thead>
<tbody>
<tr>
<td>cmbH</td>
<td>74</td>
<td>81</td>
</tr>
<tr>
<td>src</td>
<td>42</td>
<td>119</td>
</tr>
<tr>
<td>tst</td>
<td>124</td>
<td>40</td>
</tr>
<tr>
<td>Set</td>
<td>AdaBoost</td>
<td>Bagging</td>
</tr>
<tr>
<td>-----</td>
<td>----------</td>
<td>---------</td>
</tr>
<tr>
<td>cmb</td>
<td>56.0%</td>
<td>63.9%</td>
</tr>
<tr>
<td>src</td>
<td>56.1%</td>
<td>64.6%</td>
</tr>
<tr>
<td>tst</td>
<td>52.4%</td>
<td>52.9%</td>
</tr>
</tbody>
</table>

Table 5.8: Table showing results from Wilcoxon’s signed rank test on recall for ML algorithms and metric sets
Table 5.9: Table showing results from Wilcoxon’s signed rank test on f-measure for ML algorithms and metric sets

<table>
<thead>
<tr>
<th>Set</th>
<th>AdaBoost</th>
<th>Bagging</th>
<th>Decorate</th>
<th>JRIP</th>
<th>J48</th>
<th>MLPerceptron</th>
<th>NaiveBayes</th>
<th>OneRule</th>
<th>RandomForest</th>
<th>ZeroR</th>
</tr>
</thead>
<tbody>
<tr>
<td>cmb</td>
<td>60%</td>
<td>67.8%</td>
<td>69.3%</td>
<td></td>
<td>66.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>src</td>
<td>56%</td>
<td>68.2%</td>
<td>69.0%</td>
<td></td>
<td>64.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tst</td>
<td>56%</td>
<td>61.2%</td>
<td>61.1%</td>
<td></td>
<td>55.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Analysis and discussion

When looking at all algorithms the general result is that Srcs performs best. In some instances, e.g. for recall, Cmbs performs better. At the individual results level, when looking at results from the metric sets and algorithms, the general result is that Random Forest works best throughout all metric sets. However, different metric sets and algorithms may work better in some circumstances. These results are discussed in more detail in the following sections.

6.1 Metric sets results

Generally, the Srcs perform best throughout the performance measures. The only measure where Srcs is not best is in recall where Cmbs in most cases is as good as Scrs and for a few ML algorithms a little better than Srcs. As the recall denotes how good the metric set together with the algorithm is at capturing faulty files, the lower precision for the Cmbs may not come as a surprise. As it is capturing more faulty files, a natural consequence may be that it also catches more unfaulty files and therefore has a lower precision. This is seen in the f-measure, the combination of recall and precision, where the Cmbs and Srcs perform very close to each other as the results from the precision and recall is cancelling each other out. When looking at the f-measure, one can see that the Cmbs has a lower spread, though. The Tsts fares worse overall in all measures compared to Srcs and Cmbs, but not by a very large margin. In general, one may conclude that when choosing between the Cmbs and the Srcs, the preferred prediction performance measure must be taken into account. If recall is of high importance, the Cmbs is the metric set of choice. If precision or accuracy is most important, the Srcs is the metric set to choose.

The difference in prediction performance between Cmbs and Srcs could be due to the feature selection process. Using a feature selected subset, can in some cases result in lower prediction performance [45].

SrcRaw is the metric set that would have been used in case the tests were not included in the experiment and is therefore included as a reference. It generally performs worse compared to the other sets and all of the performance measures are lower than the Srcs, Tsts and Cmbs scores. One interesting aspect of the results is that the Tsts performs better than srcRaw. This clearly shows that models built with metrics from
the tests, that does not have any information about the source file whatsoever, still predicts better than model built with metrics from the source code itself. However, this only holds true for tested source code file for the Tsts and all source code files for the srcRaw set. It must also be noted that if the same underlying dataset is used, source metrics still predicts better. This could be an indicator that tested code is easier to predict. This would explain the big difference between the Srcs and srcRaw which both share the same metric sets but use different data sets.

6.2 ML algorithm results

The best performing algorithm overall is Random Forest which is clearly seen in the top three algorithms tables in 5. Generally, the best performing metric set for the algorithms is the Srcs. There are however some cases where the best set is the Tsts for certain algorithms, e.g. Bagging and JRip in precision. One of the benefits of JRip is the ease of which rules can be extracted and interpreted from a model built with it. The JRip result is therefore especially interesting for Ericsson, as they are interested in models that they can understand and interpret easily.

The Tsts set does not have as clear results as the other metric sets. Bagging comes up as one of the best algorithms for the Tsts multiple times but has especially bad recall. In turn, the precision is high, however. This is also true for the Multilayer Perceptron algorithm for the Srcs for which recall is low and precision is high. In the end Random Forest is still the winner which the f-measure shows for both of Srsc and Tsts.

6.3 Comparison to other studies

The comparison in Section 5.5 showed that the results of this study are comparable to those of other studies. It also showed that the Tsts set is comparable with slightly lower results when compared to other studies. When looking at feature selection studies it is hard to position this study as results differ largely between them. This study does however perform well when compared to Arisholm et al. which also uses a proprietary dataset. Arisholm et al. e.g. had a highly unbalanced data set with only 0.5-2% faulty files indicating a balance of 98%-2% which could explain their low results in other measures than accuracy [2, 22].

6.4 Hypothesis testing results

To test the null hypothesis “Source code metrics together with test metrics provide equal prediction performance as SDP using only source code metrics”, a chi-squared ($\chi^2$) test was conducted. The wins, draws and losses for Srcs and Cmbs against each other, for each of the performance measures, were calculated and used as input to the $\chi^2$ test. The significance level was set to $\alpha = 0.05$, indicating a 95% confidence
interval. For accuracy, recall and f-measure, the null hypothesis could not be rejected, while for precision the null hypothesis could in fact be rejected, indicating that there is in fact a difference in prediction performance. By performing a manual inspection of the wins, draw and losses for prediction, it is clear that the Srcs outperforms Cmbs. This means that the hypothesis “Source code metrics together with test metrics provide better prediction performance than SDP using only source code metrics”, stated in Section 3.2.2, does not hold.

6.5 Answers to research questions 2 and 3

The research questions associated with the literature study were answered in the method chapter, Section 3.1.5, and they are therefore not discussed further in this section. The two last questions, however, were answered through the experiment and are discussed below.

RQ2 - Which ML algorithm(s) provide the best SDP performance?

As seen in the discussion above, Random Forest generally gives the best predictive performance for all the metric sets, with a few exceptions. Notably precision for all metric sets, and accuracy for Bagging in conjunction with the Tsts. As there is no overall winner, one has to choose a combination of metric set and algorithm that suit the needs. In general, one may conclude that Random Forest is suitable in most cases.

6.6 Answers to research questions 4 and 5

The research questions associated with the literature study were answered in the method chapter, Section 3.1.5, and they are therefore not discussed further in this section. The two last questions, however, were answered through the experiment and are discussed below.

RQ4 – Which ML algorithm(s) provide the best SDP performance?

As seen in the discussion above, Random Forest generally gives the best predictive performance for all the metric sets, with a few exceptions. Notably precision for all metric sets, and accuracy for Bagging in conjunction with the Tsts. As there is no overall winner, one has to choose a combination of metric set and algorithm that suit the needs. In general, one may conclude that Random Forest is suitable in most cases.

RQ5 – To what extent do test metrics impact the performance of SDP?

For most algorithms, recall is as high, or slightly higher for the Cmbs when compared to the Srcs metric set. Regarding the other performance measures, the Cmbs achieve
slightly worse results compared to the Srcs. This results in an f-measure with a comparable median value for the Cmbs when compared to the Srcs, but with a lower variance. One could therefore expect results closer to median value for future predictions. When looking only at Tsts, the performance is generally worse than for the other sets, with a few exceptions. In conclusion, test metrics does not affect the SDP performance much but can give results closer to the estimated results due to its lower variance.

6.7 What the results means to Ericsson

From Ericsson’s perspective, the result of JRip in combination with Cmbs shows the most promising results as, in addition to fault predictions, rules can be extracted which can be used throughout the software development process.

The results produced by the tool developed through the experiment implementation can be used in a numerous ways. First off, early estimation of what files that are more fault prone can be predicted with good prediction performance. As described in Chapter 1, finding faults in late stages of the development, or even in the released product is expensive. The results can therefore be used to find faults before they are reported through a TR by doing a code review on files predicted as faulty. If a fault is discovered through code review of files predicted as faulty, the cost of correcting the faults is reduced. Furthermore, the time used to debug a fault reported through a TR to a certain file is eliminated if a fault is discovered through code inspection.

When using a rule based learner, the results from the tool can be used in refactoring\(^1\). The inspected file’s metrics can be analyzed against the rules to see why the file is predicted as faulty. This information can then be used to refactor the file, e.g. split the file into smaller, cohesive units if the rule states that files with high complexity and lack of cohesion are predicted as faulty.

Rules regarding dependencies can also be used in the refactoring process. If a rule states that a dependency causes files to be faulty, this might indicate that the dependency’s external interface needs refactoring. Another consideration may be to refactor files using a dependency and remove the dependency where possible. This would limit the number of files using the dependency and its external interface.

The testing might also be improved as the testing effort can focus on files which have been predicted as faulty. Extracted rules predicting on dependencies may also be used where tests of files using the dependency, even if not predicted faulty, can be improved.

Another avenue is software development process improvements. Changes in e.g. team size or configuration management\(^2\) can be evaluated in an early stage by analyzing changes in the predicted amount of faulty files. Again, analyzing changes in the

---

\(^1\)“A change made to the internal structure of the software to make it easier to understand and cheaper to modify without changing its observable behavior” [19, p. 53]

\(^2\)“The practice of identifying project artifacts and handling changes systematically so that a system can maintain its integrity over time” [29, p. 664]
resulting rules when using a rule based learner might also give hints of how changes in the development process affect the source code and its tests. The tool is not limited to predicting faults but can also be used to predict on any metric. The characteristics of files with high complexity may, for example, be further examined when using complexity as the dependent variable instead of fault history.

The results of the defect prediction might also be used to prioritize tests and decide which tests to run when all tests cannot be run due to execution time constraints. In this case, the tests to the files predicted as faulty, can be prioritized so that they are run. Resulting rules containing dependencies from rule based learners may also be used. Tests of files having dependencies that often causes other files to fail, can be prioritized even if that file is not predicted as faulty.

When using a classifier where metrics from a built model can be extracted, integrity issues can emerge. Author metrics may be extracted and e.g. used for ill-intentioned purposes. If the model is publicized, dependency metrics may be used to gain information about the repository’s structure. Due to this, the tool supports turning off certain metric families.

When applying the tool in a production setting the model does not have to be rebuilt 100 times (10 folds, 10 times) as in the case of this study. The 4 days stated in Chapter 5 is therefore not a measure of the performance of such a tool in a production environment, rather 1 hour as only a single model needs to be built. Furthermore, a too, such as this only has to be rerun to rebuild the model after a substantial change in the codebase, e.g. once every release. The runtime of the tool is therefore not a problem in a production setting.

### 6.8 Lessons learned

The memory model first used in the experiment implementation was memory consuming. The usage of hash maps to record metrics, albeit both simple and flexible, turned out to use 10 times more memory than necessary. They were however simplifying implementation to a large extent as metrics could be easily be added during runtime. Metrics could therefore be created on the fly based on the repository data. This feature was used extensively with the dependency and author metrics. The memory usage became a problem when the dependency and author metrics were used on repositories larger than 20 000 LOC though where the number of metrics were for some repositories as large as 7 000. In these cases, the memory consumption exceeded 8GB which was the amount of installed RAM of the computers used for the experiment. This was due to the number of dependency and author metrics being based on the amount of authors and dependencies within the repository.

The hash maps were replaced with a backend using SoA³ hosting several frontends implementing Java’s Map interface. The transition from a hash map based memory lay-

³Structure of Arrays. see [13, p.4-21]
out to a SoA one was therefore smooth as the Java HashMap could simply be swapped to our own implementation. The lesson one may draw from this is that the memory layout is of importance when using metrics generated per repository as it can grow large quite fast and being able to accommodate for this is important.

The first time results were produced by the experiment, they were extremely good, with an accuracy, precision and recall of above 95% for several ML algorithms and the Cmbs. This result were not in line with other studies and the experiment design were therefore reviewed to make sure that the results were fair. This result turned out to be too good to be true since the feature selection was conducted in a way that made the feature selection process using information from the test set when reducing features. This skewed the results. This problem have been present in former studies using feature selection [45, 51]. This problem was mitigated by performing feature selection on the training set only as proposed by Smialowski et al. [51].

After discussing the problem with an engineer it was revealed that some developers constructs tests after a TR has been reported to stop similar faults in the future. The mere presence of a test could therefore imply that the file has had faults in the past. This problem was mitigated by applying a pivot point as described in Section 3.2. The lesson learned by this is to be critical towards the experiment design if results are not in line with state of the art research. There may also be processes among the developers which are not official policy that may bias the results. It is therefore of importance to talk to developers and engineers so that the results of the experiment are not affected by processes such as the one mentioned above.
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Conclusion and Future Work

7.1 Conclusion

The goal of the thesis was to investigate whether a test, coupled to a source code file, contained enough information to enhance the SDP performance if metrics from both the source file and test file are combined. To investigate this a literature review followed by an experiment was conducted. The literature review helped us identify of what kind of metrics and ML algorithms to use in the experiment, while the experiment ultimately helped us test the hypotheses.

The results of this study show that the use of Cmbs instead of Srcs does not provide better prediction performance. In fact, in the case of precision, Srcs performs significantly better compared to Cmbs. However, the Cmbs produces less fluctuating results in most cases, indicating that the mean value of the evaluated prediction models are closer to the real result, i.e. the prediction on unseen files, when using the Cmbs. This is visualized in the box-whisker plots in Chapter 5, where the Cmbs boxes (indicating 50% of the results) are smaller in most cases, than the corresponding boxes for the Srcs.

In general, the results of our study are comparable, and in some cases better, compared to other similar SDP studies.

For Ericsson, this means that faults can be predicted on the file level with good prediction performance. Perhaps the most promising result is that of the combination of Cmbs and JRip, which makes the prediction model easy to interpret. Rules extracted from the model can then e.g. be used for identification of areas in need of refactoring. Conclusions drawn from these rules can also be used for e.g. process improvements.

If all of the source code files were used in the metric extraction, as they would have been if test metrics was not included in the prediction, the Srcs models would perform considerably worse. This is obvious when looking at the srcRaw dataset in the figures in Chapter 5. This shows that files with tested code, in this repository, are more likely to be predicted correctly.

One of the most interesting results is the fact that the Tsts predicts so well having minimal information about the source code file. This clearly demonstrates that test and source code are tightly linked which was one of the main reasons that we thought that combining test and source code metrics was a viable approach.
One must however remark that the results of this study come from a single repository and they can therefore not be claimed to be true for all source code. One can however argue that they likely are true for similar repositories.

7.2 Future work

As this master thesis is about determining the performance of the metric sets, only the default settings in the Weka environment were evaluated. As a future work, it would be interesting to investigate how the prediction performance of different ML algorithms could shift the results if the settings were tweaked. Hall et al. concluded that studies with good prediction performance often have optimized their ML algorithm settings [22]. It would be especially interesting to tweak the meta-learners used in this master thesis, i.e. AdaBoost, Bagging and Decorate, and use different modeling techniques together with them as they are dependent on other ML algorithms to make predictions.

Fault Slip Through (FST), introduced by Damm et al. [14], is a measure of the costs associated with not finding faults in the right testing phase. FST is about “to find the right faults in the right phase” [16] of the development process. This is interesting because not all faults can be or, perhaps should not be found with unit tests, but rather with e.g. integration testing, function tests or system tests. FST could be integrated into the prediction models, where only the faults in files that could have been found with unit tests, i.e. errors in the source code, are the files that are considered as faulty. It would also be interesting to investigate how a FST measure, telling the model when it is most cost-effective to find the fault, could affect the predictions. There are however obstacles regarding the integration of FST. For example, it has to be determined in a structured way, exactly in which phase each fault should have been found which can prove to be a difficult task as the bug reporting process has to be expanded. The tester or developer filing the bug report also has to guess where the bug should have been detected which also introduces the human factor.

One way of continuing the work of this master thesis is to include additional tests other than unit test, e.g. system tests and functional tests. The concept of FST could then also be utilized even further.

The term Change Bursts, described by Nagappan et al. [40] as code modules that are frequently altered. By detecting these modules, they gained a precision and recall of 91% and 92%, respectively. Integration of this metric can therefore be recommended as an addition to this master thesis. By using change bursts metric, the predictive power of the models in this study could possibly be improved.

The results from this study could be validated by repeating the study for more repositories from several other departments, conducting the same experiment on them and then comparing the results to those of this study. By doing this, the results presented in this master thesis can be compared to results from repositories in related domains. The results from this comparison can then be used to state whether the re-
sults from this study holds true for other repositories and thereby also if the results hold true in general.

Another way to build on this work would be to conduct a case study to observe the impact that the tool suite has in real settings in production. The real cost saving potential that the suite can pose to Ericsson could then be evaluated. The impact and cost savings of this tool could e.g. be measured with FST.

The tool suite could also benefit from being tested against metrics from publicly available data corpus, such as the Eclipse and NASA datasets. This would possibly be the only fair way to evaluate the prediction performance of the tool against other studies results since the results are highly dependent on the underlying data, and that it is a delicate problem to generalize between two different projects.
## List of abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLOC</td>
<td>Blank LOC</td>
</tr>
<tr>
<td>CA</td>
<td>Afferent couplings</td>
</tr>
<tr>
<td>CBO</td>
<td>Coupling Between Objects</td>
</tr>
<tr>
<td>CCN</td>
<td>Cyclomatic Complexity Number</td>
</tr>
<tr>
<td>CFS</td>
<td>Correlation based Feature Selection</td>
</tr>
<tr>
<td>CK</td>
<td>Chidamber-Kemerer</td>
</tr>
<tr>
<td>CLOC</td>
<td>Comment LOC</td>
</tr>
<tr>
<td>Cmbs</td>
<td>Combined metric set</td>
</tr>
<tr>
<td>DIT</td>
<td>Depth of Inheterence Tree</td>
</tr>
<tr>
<td>FST</td>
<td>Fault Slip Through</td>
</tr>
<tr>
<td>LCOM</td>
<td>Lack of Cohesion in Methods</td>
</tr>
<tr>
<td>LOC</td>
<td>Lines Of Code</td>
</tr>
<tr>
<td>LRP</td>
<td>Literature Review Protocol</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>NOC</td>
<td>Number Of Children</td>
</tr>
<tr>
<td>NPM</td>
<td>Number of Public Methods</td>
</tr>
<tr>
<td>OO</td>
<td>Object-Oriented</td>
</tr>
<tr>
<td>PD</td>
<td>Probability of Detection</td>
</tr>
<tr>
<td>PF</td>
<td>Probability of False alarms</td>
</tr>
<tr>
<td>RFC</td>
<td>Response For Class</td>
</tr>
<tr>
<td>SCM</td>
<td>Source Code Management system</td>
</tr>
<tr>
<td>SDP</td>
<td>Software Defect Prediction</td>
</tr>
<tr>
<td>SLOC</td>
<td>Source LOC</td>
</tr>
<tr>
<td>SLOC-L</td>
<td>Logical SLOC</td>
</tr>
<tr>
<td>SLOC-P</td>
<td>Physical SLOC</td>
</tr>
<tr>
<td>SLR</td>
<td>Systematic Literature Review</td>
</tr>
<tr>
<td>STREW</td>
<td>Software Testing and Reliability Early Warning</td>
</tr>
<tr>
<td>STREW-J</td>
<td>STREW for Java</td>
</tr>
<tr>
<td>Srcs</td>
<td>Source code metric set</td>
</tr>
<tr>
<td>TR</td>
<td>Trouble Report</td>
</tr>
<tr>
<td>Tsts</td>
<td>Test source code metric set</td>
</tr>
<tr>
<td>UCC</td>
<td>Unified Code Count</td>
</tr>
<tr>
<td>WMC</td>
<td>Weighted Methods per Class</td>
</tr>
<tr>
<td>srcRaw</td>
<td>The original full set of metrics for all source files</td>
</tr>
</tbody>
</table>
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