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A changing climate can severely perturb regional hydrology and thereby affect human societies and life in general. To assess and simulate such potential hydrological climate change impacts, hydrological models require reliable meteorological variables for current and future climate conditions. Global climate models (GCMs) provide such information, but their spatial scale is too coarse for regional impact studies. Thus, GCM output needs to be downscaled to a finer scale either through statistical downscaling or through dynamic regional climate models (RCMs). However, even downscaled meteorological variables are often considerably biased and therefore not directly suitable for hydrological impact modeling. This doctoral thesis discusses biases and other challenges related to incorporating climate model output into hydrological studies and evaluates possible strategies to address them. An analysis of possible sources of uncertainty stressed the need for full ensembles approaches, which should become standard practice to obtain robust and meaningful hydrological projections under changing climate conditions. Furthermore, it was shown that substantial biases in current RCM simulations exist and that correcting them is an essential prerequisite for any subsequent impact simulation. Bias correction algorithms considerably improved RCM output and subsequent streamflow simulations under current conditions. In addition, differential split-sample testing was highlighted as a powerful tool for evaluating the transferability of bias correction algorithms to changed conditions. Finally, meaningful projections of future streamflow regimes could be realized by combining a full ensemble approach with bias correction of RCM output: Current flow regimes in Sweden with a snowmelt-driven spring flood in April will likely change to rather damped flow regimes that are dominated by large winter streamflows.
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I saw the alchemy of perspective reduce my world, and all my other life, to grains in a cup. I learned to watch, to put my trust in other hands than mine. And I learned to wander.

I learned what every dreaming child needs to know - that no horizon is so far that you cannot get above it or beyond it.

These I learned at once.
But most things came harder.

---
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<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>greenhouse gas emission scenario A2</td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>analog method</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>greenhouse gas emission scenario B2</td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>bias correction</td>
<td></td>
</tr>
<tr>
<td>CDF</td>
<td>cumulative distribution function</td>
<td></td>
</tr>
<tr>
<td>$c_{ET}$</td>
<td>correction factor for evapotranspiration</td>
<td></td>
</tr>
<tr>
<td>CORDEX</td>
<td>coordinated regional climate downscaling experiment</td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>circulation pattern</td>
<td></td>
</tr>
<tr>
<td>CV</td>
<td>coefficient of variation</td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>dynamical downscaling</td>
<td></td>
</tr>
<tr>
<td>DSST</td>
<td>differential split-sample test</td>
<td></td>
</tr>
<tr>
<td>ECHAM4</td>
<td>GCM developed at the Max Planck Institute for Meteorology, Hamburg, Germany</td>
<td></td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
<td></td>
</tr>
<tr>
<td>ENSEMBLES</td>
<td>ensemble based predictions of climate changes and their impacts</td>
<td></td>
</tr>
<tr>
<td>$E_{pet,M}$</td>
<td>long-term mean potential evaporation</td>
<td></td>
</tr>
<tr>
<td>$E_{pet}(t)$</td>
<td>daily potential evaporation</td>
<td></td>
</tr>
<tr>
<td>ERA40</td>
<td>second extended re-analysis project at ECMWF</td>
<td></td>
</tr>
<tr>
<td>E-RCM</td>
<td>ensemble-based RCM approach</td>
<td></td>
</tr>
<tr>
<td>GCM</td>
<td>global climate model</td>
<td></td>
</tr>
<tr>
<td>GHG</td>
<td>greenhouse gas</td>
<td></td>
</tr>
<tr>
<td>GPH</td>
<td>geopotential height</td>
<td></td>
</tr>
<tr>
<td>HadAM3P</td>
<td>GCM developed at the Met Office Hadley Centre for Climate Change, Exeter, UK</td>
<td></td>
</tr>
<tr>
<td>HBV</td>
<td>‘Hydrologiska Byråns Vattenbalansavdelning’ hydrological model</td>
<td></td>
</tr>
<tr>
<td>$i_{wet}$</td>
<td>intensity of wet days (i.e., average precipitation for days with precipitation)</td>
<td></td>
</tr>
<tr>
<td>LAM</td>
<td>limited-area model</td>
<td></td>
</tr>
<tr>
<td>LOCI</td>
<td>local intensity scaling</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>mean</td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>mean absolute error</td>
<td></td>
</tr>
<tr>
<td>MOFRBC</td>
<td>multi-objective fuzzy-rule-based classification</td>
<td></td>
</tr>
<tr>
<td>MSLP</td>
<td>mean sea-level pressure</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>precipitation</td>
<td></td>
</tr>
<tr>
<td>$P_{5\text{max}}$</td>
<td>maximum 5-day precipitation</td>
<td></td>
</tr>
<tr>
<td>PRUNDECE</td>
<td>prediction of regional scenarios and uncertainties for defining European climate change risks and effects</td>
<td></td>
</tr>
<tr>
<td>$Pr_{wet}$</td>
<td>probability of wet days</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>streamflow</td>
<td></td>
</tr>
<tr>
<td>RCM</td>
<td>regional climate model</td>
<td></td>
</tr>
<tr>
<td>$R_{\text{NS}}$</td>
<td>Nash-Sutcliffe model efficiency</td>
<td></td>
</tr>
<tr>
<td>RH</td>
<td>relative humidity</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>standard deviation</td>
<td></td>
</tr>
<tr>
<td>SDSM</td>
<td>statistical downscaling model</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>statistical downscaling</td>
<td></td>
</tr>
<tr>
<td>SH</td>
<td>specific humidity</td>
<td></td>
</tr>
<tr>
<td>S-RCM</td>
<td>single-RCM approach</td>
<td></td>
</tr>
<tr>
<td>SST</td>
<td>split-sample test</td>
<td></td>
</tr>
<tr>
<td>STARDEX</td>
<td>statistical and regional dynamical downscaling of extremes for European regions</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
<td></td>
</tr>
<tr>
<td>T(t)</td>
<td>daily temperature</td>
<td></td>
</tr>
<tr>
<td>$T_{M}$</td>
<td>long-term mean temperature</td>
<td></td>
</tr>
<tr>
<td>U, V</td>
<td>wind field</td>
<td></td>
</tr>
<tr>
<td>$X_{10}$</td>
<td>10th percentile</td>
<td></td>
</tr>
<tr>
<td>$X_{90}$</td>
<td>90th percentile</td>
<td></td>
</tr>
<tr>
<td>SMHI</td>
<td>Swedish meteorological and hydrological institute</td>
<td></td>
</tr>
</tbody>
</table>
# 1 Introduction

## 1.1 Climate Change and Hydrology

Water is an essential resource for all forms of life on our planet. Substantial effects of a changing climate are mediated through changes in the water cycle, because water resources are very sensitive to changing climate conditions. Thus, hydrological impacts of changing climate conditions are a potential threat to human societies as they often have serious consequences for agriculture, people living near water bodies, hydropower production and ecosystems. Therefore, it is necessary to provide information on potential future changes in the hydrological cycle to enable decision makers to develop possible mitigation and adaptation strategies.

Hydrological models are applied to simulate the impact of a changing climate on the water cycle as well as to project future hydrological regimes. To drive such a model, reliable information on climatological variables (e.g., temperature, precipitation or evapotranspiration) and on their distribution in space and time are required. This information can be provided by global climate models (GCMs) that are generally used to simulate complex climate processes at a rather coarse scale (Figure 1) with grid resolutions of currently 1.0-2.5° (~110-280 km). For regional climate change impact studies, the GCMs’ spatial scale (Figure 1, right) is insufficient, because it is lacking detailed regional information [IPCC, 2007]. Thus, downscaling procedures are required in order to derive high-resolution climate parameters for hydrological modeling.

## 1.2 Downscaling Climate Models from Global to Catchment Scale

Typical hydrological rainfall-runoff models require fine-scale climate parameters (e.g., temperature and precipitation) that can be obtained by downscaling GCM simulations either through (1) statistical or (2) dynamical downscaling procedures.

### 1.2.1 Statistical Downscaling

Statistical downscaling (SD) procedures build statistical relationships between large-scale climate information (predictors) and regional variables (predictands) [Hewitson and Crane, 1996; Wilby et al., 2004]. Today, a range of SD methods is available: Within STARDEX alone (a project focusing on Statistical and Regional dynamical Downscaling of Extremes for European regions [Goodess et al., 2005]), 22 different SD methods were identified and tested [Goodess, 2005; Maraun et al., 2010]. According to IPCC [2001] and Wilby et al. [2004], these SD methods can be classified into three categories: (1) weather classification, (2) regression models and (3) weather generators. A short description of these methods is provided in Table 1, for more information please refer to IPCC [2001] and Wilby et al. [1999, 2004] called attention to a set of key assumptions when applying SD. Thus, a suitable predictor relevant to the predictand should

- be reliably reproduced by a GCM
- be already available from GCM simulation archives
- strongly correlate with the predictand of interest
- have a stationary relationship with the predictand (time invariant), i.e., the relationship should remain constant over time and, therefore, also apply to periods different from the calibration period
- carry a climate-change signal

Accordingly, several potential predictor variables come into consideration, such as mean sea-level pressure (MSLP), geopotential height (GPH), wind field (U,V), specific/relative humidity (SH,RH) or temperature (T).

<table>
<thead>
<tr>
<th>Short Description</th>
<th>Transfer Functions</th>
<th>Weather Generators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synoptically defined weather types (atmospheric states) are linked to a set of local climate variables [Wilby et al., 2004].</td>
<td>A quantitative relationship is built between predictor and predictand [IPCC, 2001].</td>
<td>Random numbers of realistic looking sequences with key properties of observed local climate variables are simulated [Wilks and Wilby, 1999].</td>
</tr>
<tr>
<td>Analogue method</td>
<td>Linear regression</td>
<td>Markov chains</td>
</tr>
<tr>
<td>Hybrid approaches</td>
<td>Multiple regression</td>
<td>Stochastic models</td>
</tr>
<tr>
<td>Fuzzy classification</td>
<td>Canonical correlation analysis</td>
<td>Spell length methods</td>
</tr>
<tr>
<td>Self-organizing maps</td>
<td>Artificial neural networks</td>
<td>Storm arrival times</td>
</tr>
<tr>
<td>Monte Carlo methods</td>
<td></td>
<td>Mixture modeling</td>
</tr>
</tbody>
</table>

---

Table 1: Classification of SD methods with short descriptions and examples according to IPCC [2001] and Wilby et al. [2004]
The choice of predictors and SD methods to downscale precipitation time series has a major impact on subsequent modeling procedures and needs to be carefully assessed [Wilby et al., 2002; Teutschbein et al., 2011]. Wilby et al. [2002] described SD as computationally cheap and flexible, which makes it attractive for climate impact studies [Goodess et al., 2012]. It facilitates uncertainty analyses, but the reliability of projections depends strongly on the quality of calibration data, the choice of predictor and the selected SD scheme. The main caveat of SD is the assumption that the derived relationships are also valid in a future perturbed climate.

1.2.2 Dynamical Downscaling

Dynamical downscaling (DD) implies the application of regional climate models (RCMs) for limited regions (Figure 2) with boundary conditions based on GCM simulations. Thus, this method is also called ‘nested’ RCM approach, which was first applied in climate change studies in the late 1980s by Dickinson et al. [1989]. RCMs, also referred to as Limited-Area Models (LAMs), produce highly resolved spatial and temporal climate information [Mearns et al., 2003] (Figure 2, right) with grid resolutions of currently 0.22°-0.44° (~25-50 km) and a time step size of six hours. Coarse-grid GCM simulation output is used for initial and lateral boundary
conditions, which is called a ‘one-way nesting approach’ [Mearns et al., 2003]. Although the one-way mode (without feedback from RCM to GCM) is implemented in most RCM studies, two-way nesting with feedback from RCM simulations back to the GCM is a possible alternative [Lorenz and Jacob, 2005; Foley, 2010; Bowden et al., 2011; Chan et al., 2012].

DD is able to resolve atmospheric processes, guarantees consistency with the driving GCM and generates internally consistent output variables [Wilby et al., 2002]. The main drawbacks are the requirement of powerful computing capacities and the dependency on initial and boundary conditions. There is also still a lack of readily available climate scenario ensembles for most regions in the world, although the number of publically available ensemble archives from European projects on similar grid size is increasing, e.g., CORDEX [Evans, 2011], ENSEMBLES [Van der Linden and Mitchell, 2009] and PRUDENCE [Christensen et al., 2007].

Even though most RCM simulations also include certain hydrological components such as surface and subsurface runoff, these simulations do not often agree with streamflow observations (Figure 3) [Teutschbein and Seibert, 2010]. Thus, RCM-simulated hydrological variables might not be directly useful for hydrological impact studies at the catchment scale [Bergström et al., 2001; Graham et al., 2007a, 2007b]. Consequently, other RCM-simulated variables such as temperature and precipitation are most commonly used in an offline mode as input to hydrological models. However, even RCM simulations of temperature and precipitation are often considerably biased [Varis et al., 2004; Christensen et al., 2008; Teutschbein and Seibert, 2010] and should be handled with caution. Typical examples for such biases are the occurrence of too many wet days with low-intensity precipitation or the inaccurate estimation of extreme temperatures [Ines and Hansen, 2006]. Other even more problematic biases can include general under- and overestimation or incorrect simulations of seasonal precipitation pattern [Christensen et al., 2008; Terink et al., 2009; Teutschbein and Seibert, 2010]. The reasons for systematic biases include imperfect model conceptualization, discretization and spatial averaging within grid cells. This poses an obstacle for using RCM simulations as direct driving forces for hydrological impact studies. One possible approach to address this problem is the application of several RCMs [Giorgi, 2006; Déqué et al., 2007; Teutschbein and Seibert, 2010; Ebret et al., 2012] as this often leads to a wide spectrum of different simulation results, that are often referred to as ‘ensemble simulations’. Multi-model approaches (i.e., ensembles) have two advantages: (1) the spread
of individual ensemble members covers a more realistic range of uncertainty and (2) the ensemble median may fit observations better [Teutschbein and Seibert, 2010], which is especially true for temperature simulations (Figure 4, top). For precipitation simulations, however, even the ensemble median often deviates from observations and is not able to capture the variability in the observations (Figure 4, bottom). This demonstrates that the implementation of ensemble projections is not sufficient and that further measures, such as bias correction, are needed.

1.3 Bias Correction of Downscaled Climate Model Data

1.3.1 Background on Bias Correction

The term ‘bias correction’ describes the process of re-scaling climate model output to reduce the effects of systematic errors in the climate models [Teutschbein and Seibert, 2010]. Please note that ‘bias correction’ refers exclusively to post-processing RCM output in the context of this thesis and the attached papers.

The underlying idea of bias correction is the identification of possible biases between observed and simulated climate variables, which is the basis for correcting both control and scenario RCM runs with a transformation algorithm. In fact, most bias correction methods are by their nature a form of statistical downscaling which was originally designed to downscale GCM runs. Several bias correction approaches have been developed to downscale climate variables from climate models [Chen et al., 2011a, 2011b; Johnson and Sharma, 2011]. They can be classified according to their degree of complexity and include simple-to-apply methods such as scaling factors but also more sophisticated methods such as probability mapping. Although bias correction of RCM climate variables considerably improves hydrological simulations [Teutschbein and Seibert, 2012a], there is a major drawback: all bias correction methods follow the assumption of stationary model errors [Maraun, 2012; Teutschbein and Seibert, 2012b]. This implies that the correction algorithm and its parameterization for current climate conditions are assumed to also be valid under the conditions of a changed future climate.

1.3.2 Controversy about Bias Correction

Bias correction is a controversial subject that is caught in crossfire more and more often (e.g., Ebret et al. [2012]). Despite their advantageous ability to reduce biases in climate model output, the main concerns raised are that:

- physical causes of model biases are not taken into account and, thus, a proper physical foundation is missing [Teutschbein and Seibert, 2012a]
- spatiotemporal field consistency and relations between climate variables are modified [Ebret et al., 2012]
- conservation principles are not met [Ebret et al., 2012]
- feedback mechanisms are neglected [Ebret et al., 2012]
- the stationarity (time invariance) assumption is likely not met under changing climate conditions [Teutschbein and Seibert, 2012a]
- variability ranges might be reduced without physical justification [Ebret et al., 2012]
- the climate-change signal might be altered [Hagemann et al., 2011; Dosio et al., 2012]
- the choice of bias correction technique is an additional source of uncertainty [Chen et al., 2011b; Teutschbein et al., 2011; Teutschbein and Seibert, 2012a]
- the added value of bias correction is questionable in a complex modeling chain with other major sources of uncertainty [Muerth et al., 2012]
- impacts of bias corrections and related uncertainties are often not communicated to end-users [Ebret et al., 2012]

Therefore, bias correction methods are often criticized to diminish the advantages of climate models. As of the time of writing this thesis, however, no obvious method has been established to replace bias correction and solve all issues listed above. Potential suggestions include ensemble projections and improved climate models, e.g., enhanced process descriptions and increased spatial resolutions [Maraun et al., 2010; Teutschbein and Seibert, 2010, 2012a; Ebret et al., 2012].

1.4 Hydrological Modeling of Climate Change Impacts

Computer-based models to simulate hydrological regimes were relatively rare until the 1960’s. In the following years, however, the number of different conceptual, lumped and more physically-based distributed models that were developed and programmed on computers increased dramatically. Parallel to the development of computer technology, hydrological models improved continually. Nowadays, the application of complicated models at higher resolutions is possible in much shorter time than in the past. Aside from the technological development, hydrology as a scientific discipline has opened up throughout the years and has become more interdisciplinary. It is intrinsically tied to other scientific...
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areas such as climate change science. Today we know that changes in the climate, for instance caused by variations in the chemical composition of the atmosphere, have direct and indirect impacts on the hydrological cycle. Vice versa, modifications in the hydrological cycle can affect local [Lobell et al., 2009; Jarsjö et al., 2012] and global climate [Foley et al., 2003; Puma and Cook, 2010]. Despite the obvious connection, coupling hydrology and climate science together is a relatively young discipline. Due to an increasing awareness regarding climate change amongst the public and the research community, questions arose such as 'What will happen to our Earth’s water resources in the future?'. Thus, the demand for simulations of potential hydrological changes under future climate conditions has increased in recent years.

Researchers have studied climate change effects on runoff in general [Bergström et al., 2001], on flood frequencies [Cameron, 2006], on groundwater levels [Goderniaux et al., 2009], soil moisture [Mavromatis, 2012], water quality [Wilby et al., 2006] and evaporation [Kay and Davies, 2008]. However, most of the available hydrological studies focus either on climate change impacts at a relatively large spatial scale or on projections at a low temporal resolution (seasonal/annual changes etc.). In contrast, the number of studies on regional impacts or extreme events, such as flooding peaks and droughts, is limited.

The current lack of scientifically-approved standard procedures to post-process climate model outputs for subsequent (hydrological) impact analyses is a fundamental problem. Furthermore, the uncertainty in resulting hydrological simulations has yet not been fully evaluated also because limited computer power is partly impeding further investigations.

1.5 Uncertainties in the Modeling Chain

Probably the greatest challenge when using climate model simulations for hydrological studies is that they can produce a considerable variety of different projections. The reason is that each projection usually depends on the chosen GCM and its conceptualization, on initial and boundary conditions, on the assumed greenhouse gas (GHG) emission scenario as well as on the chosen downscaling method. Thus, the assessment of climate change impacts on regional hydrological regimes depends heavily on the forcing data generated by precedent climate simulations and is often associated with considerable uncertainty. But climate models are not the sole source of uncertainty in hydrological impact studies. The complete modeling chain for future hydrological projections includes the employment of three kinds of models: GCMs, downscaling models (SD or DD) and hydrological models (Figure 5). This implies that, in addition to largely unknown natural variability, uncertainties can be introduced due to the choice of (1) future GHG emission scenarios, (2) climate models and their parameterization, (3) downscaling/post-processing techniques and (4) hydrological models and their parameterization [Kay et al., 2009; Teutschbein et al., 2011]. Many of these uncertainties cannot easily be assessed by the impact modeler: Either because more detailed information for model validation and calibration does not exist or because computational constraints make a full exploration of these uncertainties infeasible. On top of the entire model uncertainty, observed data used for calibration and validation should also be considered error-prone [Beven, 2002]. Thus, in climate simulations and the subsequent modeling procedure, it is still a major challenge to quantify and reduce individual uncertainties as they are often propagated through the entire modeling chain and interfere with each other [Teutschbein and Seibert, 2010].

![Figure 5: Scheme of the climate variable transfer from global to catchment scale](image-url)
2 THESIS OBJECTIVES

Although both GCMs and RCMs have been frequently used in recent years to provide hydrologists with climate variables, linking climate model output to hydrological models is still a relatively new field of research. Coherent scientific standards have not yet been established and there is no ‘common practice’ in terms of how to best apply climate model simulations for impact studies. Furthermore, the quality of climate model output and potential post-processing methods is still a much debated subject amongst climate modelers. In particular the associated uncertainties continue to pose a challenge for impact analyses. Although researchers are now aware of uncertainties introduced in the modeling chain, it is still difficult to handle, decrease and interpret them in a proper way. Therefore, the focus of this thesis is on the assessment of climate change impacts on regional hydrology with special consideration of uncertainties and their propagation into hydrological simulations. The aim was to evaluate different modeling strategies, i.e., ways of transferring large-scale information from climate models to the catchment scale for hydrological climate change impact studies. This general aim served as guiding theme for the four publications included in this thesis that are shortly summarized hereafter.

2.1 Paper I


This paper investigates the influence of different SD approaches on streamflow simulations. Three SD methods were tested to downscale precipitation from two GCMs. The obtained higher-resolution precipitation was then used to simulate streamflow for current (1961-1990) and future (2071-2100) climate conditions with the hydrological model HBV.

2.2 Paper II


This article presents a literature review of potential modeling strategies for applying RCM output in hydrological impact studies. Based on a case study using control-run simulations of 14 different RCMs, the biases of and the variability between different RCMs are highlighted. The paper further gives a short overview of possible bias-correction methods and shows that inter-RCM variability also has substantial consequences for hydrological impact studies in addition to other sources of uncertainties in the modeling chain.

2.3 Paper III


This paper provides a summary of available bias correction methods and demonstrates how they can be used to correct deviations in an ensemble of 11 different RCM-simulated temperature and precipitation series. The post-processed climate data was compared to observed climate data. Furthermore, the combined influence of bias-corrected RCM-simulated temperature and precipitation on hydrological simulations was analyzed under current (1961–1990) and future (2021-2050) climate conditions.

2.4 Paper IV


The main concern of bias correction procedures is the underlying assumption that RCM biases are stationary and do not change over time. Accordingly, correction algorithms and parameters derived for current climate conditions are assumed to also apply to future climate conditions. As observations of future conditions are, by their nature, not available in present, it is impossible to verify this assumption. This study, however, demonstrates how differential split-sample testing can be used to evaluate the reliability of bias correction methods for systematically varying climate conditions.
3 Methods

3.1 Study Areas

Climate change impacts on regional hydrology were assessed for different climatic conditions and land-use types. Suitable catchments were required to be relatively small, predominantly unregulated and with a spatially rather uniform land-cover. Continuous temperature, precipitation and streamflow measurements needed to be available for the period 1961-1990. Papers II-IV are therefore based on five Swedish catchments with areas from 147 to 293 km$^2$ (Figure 6), which are further described below. Please note that Paper I is based on one catchment, the Vattholmaån river basin (catchment 3, described below).

3.1.1 Storbäcken/Ostträsket

The catchment of river Storbäcken is located farthest north of all sites (station Ostträsket #50127: N64.9°, E21.1°). The climate in this area is continental subarctic with an annual mean temperature of 2.1°C and a total precipitation of 617 mm per year. The catchment has an area of 150 km$^2$. It is dominated by forest (79%) with small portions of open land (9%) and lakes/wetlands (12%).

3.1.2 Tännån/Tännfors/Tänndalen

River Tännån is situated in a mountainous area in the western part of central Sweden (station Tänndalen #1223: N62.5°, E12.3°). The region has a continental climate with an annual mean temperature of 2.9°C and a total precipitation of 625 mm per year. The catchment has an area of 293 km$^2$. It is dominated by forest (86%) with small portions of open land (7%) and lakes/wetlands (7%).

Figure 6: Map showing locations and land-use types of the Swedish study areas. The grid indicates the spatially interpolated 4×4 km national grid of observed precipitation and temperature. Catchments: (1) Tännfors, (2) Storbäcken, (3) Vattholmaån, (4) Brusaån and (5) Rönne Å.
subarctic climate with a tendency towards polar tundra climate. The annual mean temperature is -0.5°C and total annual precipitation amounts to 775 mm. The catchment has a total area of 227 km$^2$ and is characterized by large parts of alpine tundra. The main types of land-use are open land (60%), forest (32%) and lakes/wetlands (8%).

3.1.3 Vattholmaån/Fyrisån

The catchment of Vattholmaån in southeastern Sweden (station Vattholma #50110: N60.0°, E17.7°) is a subcatchment of river Fyrisån with streamflow records available as from 1916. It is located in a warm summer continental climate zone with an average annual temperature of 5.2°C and a total annual precipitation of 633 mm. It is the largest catchment in this study with an area of 293 km$^2$, which consists of forest (81%), lakes/wetlands (10%), open land (7%) and residential areas (2%).

3.1.4 Brusaån/Brusafors

River Brusaån is located in southern Sweden (station Brusafors #1622: N57.6°, E15.6°) and has an area of 240 km$^2$. The climate in this region is warm summer continental tending towards maritime temperate. The annual mean temperature is 5.7°C with a total precipitation of 632 mm per year. The catchment includes a large fraction of forested areas (83%), some open land (12%), lakes/wetlands (3%) and residential areas (4%).

3.2 Design of the Modeling Chain

Based on the common downscaling scheme for transferring climate variables to the catchment scale (Figure 5), the main structure of the experimental design was essentially the same for all four papers. The basic links in the chain include the selection of (1) study sites, (2) time periods and GHG emission scenarios, (3) climate models, (4) post-processing methods for precipitation, (5) post-processing methods for temperature, and (6) hydrological model setup and parameterization. However, depending on the individual choices taken, the detailed setup of the modeling chain was different for each paper (Table 2).

<table>
<thead>
<tr>
<th>Study Site</th>
<th>Paper I</th>
<th>Paper II</th>
<th>Paper III</th>
<th>Paper IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vattholmaån</td>
<td>1 catchment (Vattholmaån) x 1</td>
<td>5 Swedish catchments x 5</td>
<td>5 Swedish catchments x 5</td>
<td>5 Swedish catchments x 5</td>
</tr>
<tr>
<td>Climate Models</td>
<td>2 GCMs x 2</td>
<td>14 ERA40-driven RCMs x 14</td>
<td>11 GCM-RCM combinations x 11</td>
<td>11 GCM-RCM combinations x 11</td>
</tr>
<tr>
<td>Post-Processing of Precipitation</td>
<td>3 SD methods (100 realizations each) x 300</td>
<td>uncorrected data x 1</td>
<td>uncorrected data x 6</td>
<td>uncorrected data x 6</td>
</tr>
<tr>
<td>Post-Processing of Temperature</td>
<td>uncorrected data x 2 bias correction methods x 3</td>
<td>1 bias correction method x 1</td>
<td>uncorrected data x 4 bias correction methods x 5</td>
<td>uncorrected data x 4 bias correction methods x 5</td>
</tr>
<tr>
<td>Hydrological Model</td>
<td>HBV (100 realizations) x 100</td>
<td>HBV (100 realizations) x 100</td>
<td>HBV (100 realizations) x 100</td>
<td>no hydrological simulations x 0</td>
</tr>
<tr>
<td>No. of Streamflow Simulations</td>
<td>540 000</td>
<td>7 000</td>
<td>330 000</td>
<td></td>
</tr>
</tbody>
</table>
3.3 Observed Climate Data
Measured daily precipitation, temperature and streamflow series for the control period 1961–1990 were provided by the Swedish Meteorological and Hydrological Institute (SMHI). Observed precipitation and temperature values were obtained from a spatially interpolated 4 x 4 km national grid [Johansson, 2002] (Figure 6) by averaging all grid cells containing parts of the catchment.

3.4 Simulated Climate Data and Post-Processing

3.4.1 Paper I: Statistical Downscaling
The focus of Paper I was on statistical downscaling of precipitation simulated by two GCMs (HadAM3p and ECHAM4) for a control period (1961-1990) and for both GHG emission scenarios A2 and B2 (2071–2100). In order to provide precipitation series, three SD approaches were tested: (1) an analog sorting method (AM) [Lorenz, 1969; Zorita and von Storch, 1999; Obled et al., 2002; Wetterhall et al., 2005], (2) a multi-objective fuzzy-rule-based classification (MOFRBC) [Bardossy and Plate, 1992; Bardossy et al., 1995, 2005; Yang et al., 2010] and (3) a statistical-downscaling model (SDSM) [Wilby et al., 2002].

The AM is conceptually one of the simplest statistical downscaling methods [Zorita and Von Storch, 1999]. The basic assumption is that similar circulation patterns (CPs) should result in similar regional effects [Obled et al., 2002]. Thus, the AM uses historical observations to search for an analog that best resembles the CP (predictors) simulated by the GCM. The corresponding regional observations (predictands) are then linked to the GCM simulations.

MOFRBC is a semi-objective (i.e., fuzzy) CP classification method which can be considered a combination of subjective and objective classification procedures [Özelkan et al., 1998]. Subjective (i.e., manual) classification methods are based on meteorological experience [Bardossy et al., 2005], whereas objective (i.e., automated) approaches rely on mathematical techniques such as hierarchical and correlation methods [Bardossy et al., 1995]. MOFRBC attempts to preserve the positive aspects and eliminate the limitations of both approaches [Bardossy et al., 2005]. MOFRBC is accomplished in two steps: Firstly, fuzzy logic is used to classify large-scale CPs. According to Stehlik and Bardossy [2002], the advantages of this classification method are objectiveness, automation and consideration of precipitation behavior in a certain region. Secondly, rainfall frequencies and thereafter rainfall amounts are modeled conditioned on the CPs [Bardossy et al., 2001; Wetterhall et al., 2009]. Earlier studies [Wetterhall et al., 2007, 2009] gave proof that MOFRBC can be implemented for Swedish catchments.

The SDSM is an ‘off-the-shelf’ software package that combines stochastic weather generators and regression-based methods [Wilby et al., 2002]: predictands (e.g., precipitation) are modeled linearly conditioned on CPs and atmospheric moisture variables, whereas the variance of downscaled precipitation is stochastically increased to better fit observations. The software runs under the Microsoft Windows operating system and automates all tasks necessary to statistically downscale climate variables: Wilby et al. [2002] summarized that it screens candidate predictor variables, calibrates the model, synthesizes current weather data, generates future climate scenarios and performs diagnostic testing as well as basic statistical analysis. The SDSM has been applied to a number of catchments in China [Wetterhall et al., 2006], Great Britain [Diaz-Nieto and Wilby, 2005; Priedhomme and Davies, 2009a, 2009b], the United States [Wilby et al., 1999, 2000; Hay et al., 2000] and Sweden [Wetterhall et al., 2007].

In Paper I, 100 stochastically simulated realizations of precipitation were produced for each SD method, with each realization having equal probability. This allowed the assessment of the SD-realization variability in the resulting runoff simulations.

Temperature data was simulated by the same two GCMs (HadAM3P and ECHAM4) for the same periods (1961-1990 and 2071-2100) and the same GHG emission scenarios (A2 and B2). Three different methods of post-processing this temperature data were compared: (1) applying temperature directly as modeled by the GCMs, (2) using the delta-change approach and (3) applying linear scaling (see more details in Table 3).

3.4.2 Paper II: Dynamical Downscaling
The main topic of Paper II was dynamical downscaling: recent applications of RCM output for hydrological impact studies were reviewed. In the presented case study for five Swedish catchments, 14 ERA40-driven RCM simulations of temperature and precipitation for the control period 1961-1990 were obtained from the ENSEMBLES EU project [Van der Linden and Mitchell, 2009] and used as input to the hydrological HBV model. The ERA40 data set is a re-analysis of meteorological observations [Uppala et al., 2005] and resulted from the second extended re-analysis project at the European Centre for Medium-Range Weather Forecasts (ECMWF). Thus,
all 14 RCMs were driven by the same global data and a direct RCM evaluation could be performed based on their ability to reproduce average and extreme values. Since the objective was to demonstrate the consequences of applying direct RCM output, no bias correction was applied. Initial tests, however, indicated substantial biases in the RCM temperature with profound effects on hydrological simulations. Therefore, a simple linear scaling of temperature was performed to eliminate this source of bias in the hydrological modeling and to allow an assessment of the RCM precipitation simulations.

3.4.3 Paper III: Bias Correction

This paper builds on the work published in Paper II and, thus, also deals with the application of RCM simulations. The aim of Paper III was to analyze how the combined uncertainties of different temperature- and precipitation-bias correction methods might influence subsequent seasonal streamflow and flood peak simulations.

Daily precipitation and temperature series for the periods 1961–1990 (control run) and 2021–2050 (scenario A1B) simulated by 11 RCMs driven by different GCMs (see Paper III) were obtained from the ENSEMBLES project [Van der Linden and Mitchell, 2009]. Due to their relatively small size, the areas of the study catchments were usually only covered by a single RCM grid cell. In Paper II it was found that values of one grid cell do not differ considerably from the average over nine grid cells (i.e., over one grid cell and its eight neighboring cells) for the locations of the five Swedish catchments which are also used in this study. Therefore, RCM precipitation and temperature values were taken from the grid cell with center coordinates closest to the center of the catchment. In comparison to raw RCM output data (i.e., no correction) the following bias correction methods to adjust RCM simulations were analyzed: (1) linear scaling, (2) local intensity scaling, (3) power transformation, (4) variance scaling, (5) distribution mapping and (6) the delta-change approach. It was also considered to apply a precipitation threshold, which is often used to adjust the wet-day frequencies of precipitation time series. However, since this method does not correct the mean it was not counted as an adequate ‘stand-alone’ bias correction method in our review. Nevertheless, a precipitation threshold was used in combination with other correction approaches to avoid too many drizzle-days as described in more detail in Paper III. All possible combinations of the above mentioned temperature and precipitation correction methods were tested. A short description of all bias correction approaches is given in Table 3. More detailed descriptions were provided in Paper III as well as by Gudmundsson et al. [2012], Johnson and Sharma [2011] and the original method publications listed in Table 3.

3.4.4 Paper IV: Bias Correction and Differential Split-Sample Testing

Paper IV continues the work published in Paper III with the purpose of testing different bias correction methods under varying climate conditions. The climate data used was the same ENSEMBLES data as in Paper III described above, but only for the period 1961-1990. Furthermore, the study was based on the same bias correction methods for precipitation and temperature as in Paper III. All of these bias correction methods rely on the questionable assumption of stationarity. This is, however, a major limitation which merely has to be made, because we are lacking appropriate methods to deal with changing climate conditions and possible changes in bias relationships. More importantly, it is virtually impossible to test whether the stationarity assumption is true or not. This, however, does not automatically imply that it is also impossible to provide any confidence that the correction algorithms applied to today’s climate are also valid for a future climate. In fact, there is a way to test how well bias correction methods can reproduce conditions different from those that they were calibrated to by using one of the operational testing methods presented by Klemes [1986]. The hierarchical scheme outlined by Klemes [1986] includes two approaches of interest for systematic testing of hydrological model transposability: split-sample testing (SST) for stationary conditions and differential split-sample testing (DSST) for non-stationary conditions. SST implies the splitting of an available data record into two (preferably equally sized) segments in order to use one as calibration and one as validation period. DSST on the other hand should, according to Klemes [1986], be used under changing conditions. The first step of this test includes the identification of two periods with the climate variable of interest having different values, for instance a warm versus a cold or a wet versus a dry period. The model is then calibrated on the period with one condition and validated on the period with the other condition, which allows analyzing the model’s ability to perform under shifting conditions. SST can be equivalent to DSST, if the two segments are by nature characterized by substantially different conditions [Klemes, 1986].

DSST was applied in this study to test the ability of different bias correction procedures to reliably work under changed climate conditions. Both SST and DSST have hardly been used to evaluate bias correction methods. For instance, Bennett et al. [2010] and Terink et al. [2010] evaluated bias correction.
methods using a SST with two different time periods for which observations were available. A major limitation of their approach is that the periods should be long enough to represent natural climate variability satisfactorily [Bennett et al., 2010]. Furthermore, unless the two periods are different in their conditions, bias correction methods cannot be adequately evaluated for use under changed conditions. This issue motivated us to rather use DSST that is better suited for evaluating the reliability of bias correction methods under changing climate conditions [Li et al., 2012; Seiller et al., 2012]. The available 30-year period 1961-1990 was split into two 15-year periods with different climate conditions, one representing current climate and the other one a hypothetical future climate. Since our available 30-year period was not long enough to show a considerable trend in precipitation or temperature data, we chose the two required segments as follows: Given that climate projections indicate an increase in future precipitation and temperature for northern Europe [IPCC, 2007], we compiled the two periods by sorting the years according to their amount of precipitation and temperature, respectively (Figure 7). For the precipitation-bias correction assessment, we included the 15 driest years in the first subset (‘calibration years’) and the 15 wettest years in the second subset (‘validation years’). For the temperature-bias correction evaluation, we used the 15 coldest years as ‘calibration years’ and the 15 warmest as ‘validation years’. This procedure was done to all 11 RCM-simulated times series and the observed times series. Thus, DSST allows the evaluation of bias correction methods under relatively challenging conditions (i.e., climate conditions considerably different from calibration) pushing them to their performance limits [Coron et al., 2012]. The assessments of precipitation and temperature were done independently from each other. Note that the years in the two periods were not consecutive and that the periods consisted of different years for the tests of precipitation and temperature-bias correction methods. All bias corrections were first calibrated based on the first subset of years and then evaluated for the second subset of years. In this way, the performance of the bias correction methods could be tested when applied to a period with different conditions than those during calibration.

Figure 7: Exemplary procedure of the differential split-sample test. First, the natural order of annual values (top) is sorted ascending (bottom). The lower-value years are then used for calibration, the higher-value years for validation. This test was done independently for precipitation and temperature.
### Table 3: Overview of methods used to correct RCM-simulated precipitation (P) and/or temperature (T) data. For more information on the methods see Paper III

<table>
<thead>
<tr>
<th>Variable</th>
<th>Short Description</th>
<th>Advantages (+)</th>
<th>Disadvantages (-)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw RCM Output Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P, T</td>
<td>- RCM-simulated time series are used directly without any bias correction</td>
<td>+ simplest way to use RCM data</td>
<td>- systematic model errors are ignored</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- can cause substantial errors in impact studies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precipitation Threshold</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>- an RCM-specific threshold is calibrated such that the number of RCM-simulated days exceeding this threshold matches the number of observed days with precipitation - rarely used as a ‘stand-alone’ method but often combined with other correction procedures</td>
<td>+ wet-day frequencies are corrected</td>
<td>- mean, standard deviation (variance) and wet-day intensities are not adjusted</td>
<td>[Schmidli et al., 2006]</td>
</tr>
<tr>
<td>Delta-Change Correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P, T</td>
<td>- RCM-simulated future change signals (anomalies) are superimposed upon observational time series - usually done with a multiplicative correction for precipitation and an additive correction for temperature</td>
<td>+ observations are used as a basis, which makes it a robust method</td>
<td>- standard deviation, wet-day frequencies and intensities are not corrected</td>
<td>[Gellens and Roudin, 1998]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ corrects the mean</td>
<td>- potential future changes in climate dynamics are not accounted for</td>
<td>[Graham et al., 2007a, 2007b]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ variability of corrected data is more consistent with original RCM data</td>
<td>- all events change by the same amount</td>
<td>[Johnson and Sharma, 2011]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- standard deviation, wet-day frequencies and intensities are not corrected</td>
<td></td>
<td>[Letttenmaier et al., 1999]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- all events are adjusted with the same correction factor</td>
<td></td>
<td>[Mpelasoka and Chiew, 2009]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Middelkoop et al., 2001]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Moore et al., 2008]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Shabalova et al., 2003]</td>
</tr>
<tr>
<td>Linear Scaling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P, T</td>
<td>- adjusts RCM time series with correction values based on the relationship between long-term monthly mean observed and RCM control run values - precipitation is typically corrected with a factor and temperature with an additive term</td>
<td>+ corrects the mean</td>
<td>- variability of corrected data is more consistent with original RCM data</td>
<td>[Lenderink et al., 2007]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ variability of corrected data is more consistent with original RCM data</td>
<td>- standard deviation, wet-day frequencies and intensities are not corrected</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- all events are adjusted with the same correction factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Intensity Scaling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>- combines a precipitation threshold with linear scaling (both described above)</td>
<td>+ corrects mean, wet-day frequencies and intensities</td>
<td>+/- variability of corrected data is more consistent with original RCM data</td>
<td>[Schmidli et al., 2006]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ variability of corrected data is more consistent with original RCM data</td>
<td>- standard deviation, wet-day frequencies and intensities are not corrected</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- all events are adjusted with the same correction factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power Transformation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>- is a non-linear correction in an exponential form (αP) that combines the correction of the coefficient of variation (CV) with linear scaling</td>
<td>+ corrects mean and standard deviation</td>
<td>+ events are adjusted non-linearly</td>
<td>[Leander and Buishand, 2007]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ variability of corrected data is more consistent with original RCM data</td>
<td></td>
<td>[Leander et al., 2008]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>± adjusts wet-day frequencies and intensities only to some extend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance Scaling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>- combines standard linear scaling with a scaling based on standard deviations</td>
<td>+ corrects mean and standard deviation</td>
<td>+/- variability of corrected data is more consistent with original RCM data</td>
<td>[Chen et al., 2011a]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ variability of corrected data is more consistent with original RCM data</td>
<td>- all events are adjusted with the same addends and correction factor</td>
<td></td>
</tr>
<tr>
<td>Distribution Mapping</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P, T</td>
<td>- matches the distribution functions of observations and RCM-simulated climate values - a precipitation threshold can be introduced to avoid substantial distortion of the distribution caused by too many drizzle days (i.e., very low but non-zero precipitation) - also known as 'quantile-quantile mapping', 'probability mapping', 'statistical downscaling' or 'histogram equalization'</td>
<td>+ corrects mean, standard deviation, wet-day frequencies and intensities</td>
<td>+ events are adjusted non-linearly</td>
<td>[Block et al., 2009]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ variability of corrected data is more consistent with original RCM data</td>
<td></td>
<td>[Boe et al., 2007]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Décépè et al., 2007]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Ines and Hansen, 2006]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Johnson and Sharma, 2011]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Piani et al., 2010]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Rojas et al., 2011]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Semikovs and Bethers, 2009]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[Sun et al., 2011]</td>
</tr>
</tbody>
</table>
3.5 Hydrological Model

The conceptual rainfall-runoff model HBV [Bergström, 1976] was used to simulate daily streamflow values in Papers I-III (please note that no hydrological simulations were conducted in Paper IV). It employs several different routines that have been implemented to simulate snow, soil moisture, evaporation, groundwater and channel routing, respectively. Further information about HBV can be found in papers on its model structure and parameter uncertainty [Bergström, 1976, 1992; Harlin and Kung, 1992; Lindström et al., 1997; Seibert, 1999]. The HBV model has been applied in various versions in the past. In this study the version HBV-light [Seibert, 2003] was used. HBV-light requires daily temperature, precipitation and potential evaporation values as driving variables. In order to analyze the full spectrum of responses in the modeling chain, several combinations of corrected and uncorrected driving variables were evaluated. Depending on the purpose of a simulation (see Papers I-III), daily temperature and precipitation series simulated by GCMs/RCMs were used either directly or after correction of possible biases (see description of climate data above). Daily potential evaporation $E_{pot}(t)$ (Equation 1) was estimated from long-term mean potential evaporation $E_{pot,M}$ in connection with the difference of daily and long-term mean temperature $(T(t)-T_M)$ scaled by a correction factor $c_{ET}$ [Lindström et al., 1997].

$$E_{pot}(t) = (1 + c_{ET} \cdot (T(t) - T_M)) \cdot E_{pot,M}$$

with $0 \leq E_{pot}(t) \leq 2 \cdot E_{pot,M}$

The HBV model was first calibrated to observed streamflow using observed temperature and precipitation series. To account for parameter uncertainty, the model was calibrated 100 times with a genetic algorithm which, due to its stochastic components, resulted in 100 different calibrated parameter sets [Seibert, 2000]. These parameter sets were then used to simulate streamflow using the uncorrected or post-processed GCM/RCM simulations as input.

The calibrated HBV model performed reasonably well for the control period 1961-1990 when driven with observed temperature and precipitation data. This was reflected by the successful reproduction of long-term seasonal streamflow dynamics (Figure 8, top) and flood frequency distributions (Figure 8, bottom). The mean monthly streamflow was slightly underestimated during the winter months, whereas simulations during spring and summer months were characterized by a slight positive bias. Considering flood peaks, HBV had a tendency to underestimate the most extreme values, especially during spring (Figure 8, bottom).

3.6 Analysis of Results

In Papers I and II, long-term seasonal patterns of precipitation, temperature and streamflow as well as frequency distributions of flood peaks were visually analyzed. Papers III and IV provide a more detailed statistical analysis: Monthly mean averages ($\mu$), 10th and 90th percentiles ($X_{10}$, $X_{90}$) as well as standard deviations ($\sigma$) of daily temperature and precipitation were computed to evaluate the bias correction methods. For precipitation, the coefficient of variation (CV), the probability of wet days (Pr$_{wet}$), the maximum 5-day precipitation ($P_{5max}$) and the average precipitation for days with precipitation (i.e., wet-day intensity, $i_{wet}$) were also included in the analysis. These characteristics of bias-corrected RCM-simulated variables were compared to those of the observations separately for each month of the year. Paper III only includes results for January and July as examples representing winter and summer conditions, respectively. Furthermore, the cumulative distribution functions (CDFs) of raw and bias-corrected RCM simulations were compared to the CDF of observed values over the entire control period by computing the mean absolute error (MAE). By definition, several of the bias correction methods must be expected to perform well according to some of these statistical criteria, because the performance was evaluated on the same data as used for calibration.
Detailed results of this doctoral study are presented in the four attached papers. A short summary is given hereafter.

4 Results

4.1 Paper I: Statistical Downscaling

This paper investigated the influence of three different statistical downscaling (SD) approaches on streamflow simulations for current and future climate conditions.

4.1.1 Current and Future Simulations of Precipitation

Precipitation over the control period 1961-1990 was fairly well simulated with all SD methods in the studied Vattholmaån catchment (Figure 9). However, some variations occurred depending on the applied GCM and SD method: AM was good at capturing the inter-month variability, whereas MOFRBC was characterized by a time lag in monthly precipitation. AM was not able to reproduce the precipitation maximum in July/August, but captured all other months relatively well. MOFRBC and SDSM, on the other hand, were able to capture the magnitude of the precipitation maximum in July/August well, but did not perform as well as AM for all other months. This issue can be seen for downscaled precipitation of both GCMs (Figure 9, left and right). In direct comparison, the ensemble median of 14 uncorrected ERA40-driven RCM simulations had a much smaller inter-month variability and failed to adequately reproduce the annual precipitation maximum.

The variable performances during the control period also re-emerged as strong variability in projected future precipitation for the period 2071-2100 (Figure 10, top). On average, precipitation was projected to decrease during late summer (July-September), whereas it will likely increase during all other seasons. But these projected changes were highly variable with different combinations of GHG emission scenarios, GCMs and SD methods. The most uncertain month was February with projected precipitation changes of -10.0% to +42.7%. SDSM generally projected a larger range of possible precipitation changes and, thus, was more sensitive to the GCM and scenario choices than AM and MOFRBC.

4.1.2 Projections of Future Streamflow

Simulations of future streamflow resulted in highly variable projections (Figure 10, bottom) that were caused by the choices made in the modeling chain. The choice of emission scenario had the least influence on streamflow simulations, followed by the choice of the GCM. One of the major sources of variability was the choice of SD method for precipitation. Already during the control period it became apparent that the ability of the hydrological model to reproduce observed streamflow was directly related to the skill of each SD method to reproduce observed precipitation. MOFRBC projected an increase of annual streamflow within the range of +2.2% to +11.6%, whereas AM and SDSM projected a decrease within the range of -0.1% to -11.7%.

The streamflow-change signal was projected to flatten out, with more streamflow in winter and less streamflow in spring/summer (Figure 10, bottom). During the colder...
months (i.e., November to March), streamflow was projected to increase considerably up to 90%, whereas most simulations pointed towards a streamflow reduction of -20% to -60% during the warmer months (i.e., April to October). Thus, the current flow regime, which is clearly dominated by a snowmelt-driven spring flood in April (Figure 8, top), will likely change to a rather dampened flow regime with a dominating large winter streamflow.

The complete study was also performed for another nearby catchment of similar size. The results were essentially the same without any major differences.

4.2 Paper II: Dynamical Downscaling

In this article, a literature review of potential modeling strategies for applying RCM output in hydrological impact studies was compiled. Additionally, biases of and the variability between different RCMs were highlighted along with their effects on hydrological streamflow simulations.

4.2.1 Recent Modeling Strategies

To evaluate climate change impacts on hydrology with help of dynamical downscaling (i.e., RCMs), different modeling strategies can be found in the literature, ranging from rather simple systems with only one RCM - so-called single-RCM investigations (S-RCM) - to more complex ensemble-based RCM studies (E-RCM). The S-RCM approach is often used for analyzing very large watersheds (e.g., Jha et al. [2004], Lee et al. [2004], Rayne et al. [2004], Wood et al. [2004], Kleinn et al. [2005] or Kilsby et al. [2007]) or for developing and testing purposes (e.g., Wood et al. [2004], Kay et al. [2006a, 2006b], Bell et al. [2007a, 2007b], Leander and Buishand [2007] or Belding et al. [2008]). Sometimes also limited computing power, especially in older studies, can be the reason for S-RCM investigations. However, to avoid biased modeling results and to account for inter-model variability, an E-RCM approach is usually more suitable as it relies on more than one RCM and often also on a range of GHG emission scenarios, GCMs and/or hydrological models (e.g., Horton et al. [2006], Bürger et al. [2007], Graham et al. [2007a] or de Wit et al. [2007]). Studies applying the E-RCM approach are at the time of writing still outnumbered by studies using S-RCM approaches, but their number has continuously increased in recent years which can probably be at least partially related to the parallel enhancement of computing power. Due to the fact that the E-RCM approach accounts for uncertainties introduced at several points in the modeling chain, this approach usually results in the most realistic and trustworthy estimation of uncertainty ranges.

Figure 10: Changes in the annual cycles of precipitation (a) and streamflow (b) in percent as projected by two GCMs (HadAM3P and ECHAM4) downscaled with three different downscaling methods (AM, MOFRBC and SDSM) under the assumption of two GHG emissions scenarios (A2 and B2). Each bar represents the median of 10,000 simulations (100 HBV parameterizations multiplied by 100 downscaling realizations).
Much of the available literature on dynamical downscaling for hydrological simulations concentrates on catchments in Europe or North-American catchments. Although the list of publications included in the review in Paper II is certainly not complete, this geographical imbalance emphasizes the need for hydrological impact studies based on RCM simulations in other parts of the world where climate change impacts might be different.

4.2.2 Streamflow Simulations with Uncorrected RCM Data for Current Climate Conditions

Uncorrected precipitation and linearly scaled temperature obtained from 14 RCM simulations driven by the same ERA40 re-analysis data were used to simulate streamflow with the HBV-light model for the control period 1961-1990 for five Swedish catchments. The RCMs were to a certain extent only able to provide sufficient data for the streamflow simulations. Although the simulated streamflow hydrograph fitted well with observations in terms of spring and autumn flood peak timing (Figure 11), the long-term mean of peak flows differed considerably (up to ±100%) from observations for several individual RCMs. In general, the ensemble median fitted observations better than individual RCMs, but there were still large deviations especially for the two southeastern watersheds Vattholmaän and Brusafors.

4.3 Paper III: Bias Correction

This paper showed how bias correction methods could be used to correct deviations in RCM-simulated temperature and precipitation series. Moreover, the combined influence of these bias correction methods on hydrological simulations was analyzed in detail.

4.3.1 Bias Correction of Precipitation

Six approaches for using RCM-simulated precipitation as input for hydrological simulations were evaluated: (1) no correction, (2) linear scaling, (3) local intensity scaling (LOCI), (4) power transformation, (5) distribution mapping and (6) the delta-change approach. These methods are shortly described in Table 3, detailed explanations and mathematical expressions can be found in Paper III. According to the calculated statistical measures, all precipitation-bias corrections were able to improve the raw RCM simulations to some extent.

![Figure 11: Long-term averaged (1961-1990) streamflow simulated with HBV forced by 14 different RCMs (gray dashed lines) and forced by observed meteorology (black line). The RCM ensemble median (gray continuous line) and observations (black circles) are shown as well. Note the different scale for the two northernmost catchments (upper row).](image-url)
All methods successfully eliminated the bias in mean daily precipitation. Differences emerged with respect to standard deviation, coefficient of variation and the 90th percentiles of daily precipitation: especially linear scaling and LOCI showed larger variability ranges and still had similarly large biases as uncorrected precipitation series. However, the most substantial discrepancies were related to the occurrence probability of dry days and to the precipitation intensity on wet days. Apart from the delta-change approach, which corresponded to the observations by definition, only LOCI and distribution mapping appropriately adjusted these two statistical measures and reduced the variability between the different RCM simulations. All other methods only partly decreased the variability, but did not succeed in bringing the RCMs closer to observed values.

4.3.2 Bias Correction of Temperature

The following methods for post-processing RCM-simulated temperature were analyzed: (1) no correction, (2) linear scaling, (3) variance scaling, (4) distribution mapping and (5) the delta-change approach. A short description of these approaches can be found in Table 3, for detailed explanations and mathematical expressions please refer to Paper III. All temperature-bias corrections improved the raw RCM simulations according to the statistical performance measures. Unlike for raw RCM temperature, a bias in mean temperature could no longer be found with all correction methods. Based on the performance statistics, most bias correction methods performed equally well. Only the linear-scaling approach stood out as it partly failed to adjust the standard deviation and the 10th/90th percentiles. All other methods considerably improved the raw RCM temperature which also resulted in less variability in the statistical measures. It should be mentioned that the delta-change approach was not included in this statistical analysis, because it coincides with observed values for current conditions by definition, which means that both time series naturally have the same statistics.

4.3.3 Performance Ranking of Bias Correction Methods

Bias correction methods were ranked according to their performance in bringing the RCM median closer to observations (Table 4). Performances were quantified by the mean absolute error (MAE) based on the fit of their CDF with the CDF of observations. The distribution mapping performed best, followed by the power transformation (when applied to precipitation), variance scaling (when applied to temperature), LOCI and the linear-scaling approach (Table 4). The performance of the delta-change approach could not be assessed with help of observations under current conditions, because it is by definition conditioned to exactly reproduce those observations.

4.3.4 Streamflow Simulations with Bias-Corrected RCM Data

The HBV-simulated streamflow characteristics such as monthly mean streamflow, flood peaks, total annual streamflow and annual low-flows were sensitive to the quality of driving input data. Simulations forced with raw RCM climate variables generally had large deviations (partly more than 100%) from observations and large variability ranges (Figure 12, left). On the other hand, simulations driven with bias-corrected RCM variables had more narrow variability bounds and fitted observed values better (Figure 12, right).

Despite the uncertainties found in this study, meaningful projections of future streamflow could be made based on the adopted ensemble approach, which combined several different RCM simulations, HBV parameterizations and bias correction methods. For most catchments, the HBV-simulated monthly mean streamflow driven with bias-corrected RCM variables fitted the observed streamflow characteristics well during the control period 1961-1990 (Figure 13). Near future projections (2021-2050) of monthly mean streamflow for all five study sites were generally in agreement in terms of their general pattern: Monthly mean streamflow is expected to increase during most months of the year, except during the months of spring flood peaks (Figure 13, gray bars). The streamflow regimes are, thus, projected to change from regimes characterized by snowmelt-driven spring floods in April/May to rather damped flow regimes with dominating winter streamflows. Yet, the amount of projected future change varied substantially from...
Figure 12: Lineup of raw RCM-driven (left) and distribution-mapped RCM-driven (right) simulations of monthly mean streamflow for the Vattholmaån catchment for current climate conditions (1961-1990). The RCM-driven HBV simulations (gray squares with error bars) are compared to HBV simulations driven with observed climatological data (gray curve) and observed values (black circles).

Figure 13: Monthly mean streamflow simulated by HBV driven with differently bias-corrected RCM simulations. The simulations are shown in absolute values (mm·d⁻¹) for current conditions 1961-1990 (gray squares with error bars) and in percentage change values for future conditions 2021-2050 (dark gray bars).
month to month and based on the catchment location. Featuring a north-south gradient, projected monthly changes ranged from approximately -30% to +300% in the northern catchments and from -20% to +40% in the southern catchments, indicating that the colder subarctic climate zones will be much more affected by future climate change. The southernmost catchment Rönne Å seems to be affected only to a small extent in the near future. The projections for all catchments were in agreement that autumn flood peaks will increase, reaching up to 80% more streamflow in the northern catchments and up to only 20% more streamflow in the southernmost catchment.

Streamflow simulations were split up into four different sources of variability: (1) precipitation-bias correction procedure, (2) temperature-bias correction procedure, (3) different RCMs and (4) different HBV parameterizations (Figure 14). The inter-RCM variability made up the largest portion (Figure 14, third column) followed by the variability induced by the different HBV-parameter sets (Figure 14, fourth column). In contrast, the variability related to the precipitation-bias correction methods (Figure 14, first column) and temperature-bias correction

![Figure 14: Variability in simulated monthly mean streamflow (upper row), spring flood peaks (center row) and autumn flood peaks (bottom row) for the Vattholmaån catchment caused by different precipitation-bias corrections (first column), temperature-bias corrections (second column), RCMs (third column) and HBV parameterizations (fourth column). The variability was analyzed by varying the respective source and keeping the other three sources constant.](image)
procedures (Figure 14, second column) had much more narrow bounds (Figure 14, light gray shaded area) when raw RCM simulations (Figure 14, gray dashed line) were excluded.

4.3.6 Evaluation of Bias Correction Methods according to their Hydrological Performance

After analyzing precipitation-bias and temperature-bias correction methods independently (see above), their combined effect on resulting streamflow characteristics was assessed. This was done by forcing the HBV model with all possible combinations of raw/corrected RCM-simulated precipitation and temperature. For each HBV run, the Nash-Sutcliffe model efficiency ($R_{eff}$) was calculated [Nash and Sutcliffe, 1970] for long-term monthly mean values of streamflow simulations as well as for frequency distributions of spring and autumn flood peaks (Figure 15).

A clear pattern for all three streamflow characteristics can be seen in the $R_{eff}$ matrix of all five catchments (Figure 15): with increasing quality of the bias-corrected RCM climate variables, $R_{eff}$ increases as well, which indicates a better model performance. Expectedly, the delta-change approach resulted in the best performance during the control period 1961-1990 (Figure 15), whereas using raw data resulted in the poorest performance. The linear-scaling approach for correcting RCM temperature also produced poor streamflow simulations.

![Figure 15: Nash-Sutcliffe efficiency ($R_{eff}$) of HBV simulations as a function of differently bias-corrected driving RCM temperature (x-axis) and RCM precipitation (y-axis) during the period 1961-1990. Each row displays another HBV-simulated streamflow characteristic for the five catchments: monthly mean streamflow averaged over 30 years (row 1), spring flood peaks (row 2) and autumn flood peaks (row 3).](image-url)
Figure 16: Performance of different precipitation-bias corrections (white shaded area) and their ensemble median (dark gray curve) for designed calibration (dry years, blue) and validation period (wet years, orange) compared to observations (black circles) on an annual basis in the Brusafors river basin (#4) in southern Sweden. After arranging the years in order of ascending precipitation and splitting them into calibration (drier years) and validation (wetter years) period, the precipitation residuals were computed as the relative difference between RCM-simulated and observed (representing 100%) annual precipitation values.

Figure 17: Performance of different temperature-bias corrections (white shaded area) and their ensemble median (dark gray curve) for designed calibration (cold years, blue) and validation period (warm years, orange) compared to observations (black circles) in the Storbäcken river basin (#2) in northern Sweden. After arranging the years in order of ascending temperature and splitting them into calibration (colder years) and validation (warmer years) period, the temperature residuals were computed as the difference between RCM-simulated and observed annual values. Please note the different scale of the upper left subplot (raw RCM simulations).
4.4 Paper IV: Bias Correction and Differential Split-Sample Testing

This study demonstrated how differential split-sample testing could be used to quantify the robustness of bias correction methods under non-stationary climate conditions.

4.4.1 Relative Errors of Annual Values

During the designed calibration period, all precipitation-bias correction methods resulted in good estimates of annual values (Figure 16) and considerably improved raw RCM simulations. Evaluation against observed values for the validation period, however, showed a larger spread and a clear bias of certain methods. Considering the wetter validation period, single bias-corrected RCM series had large errors of up to 50% and did not reproduce observations well, which was also reflected by rather wide projected RCM ranges. However, observations were usually located within the projected RCM range and also acceptably close to the ensemble median (Figure 16). For all bias correction methods and all catchments, the relative error of annual mean values was much larger for the validation period than the calibration period. Not only the deviation of the ensemble median increased for the validation period, but also the variability became much larger. Considering annual precipitation of the three driest years, the delta-change approach performed worse than the other methods for all catchments except Storbäcken. For the three wettest years, all bias correction methods displayed much larger relative errors and also an increased variability range.

All temperature-bias correction methods resulted in good estimates of annual values during the designed calibration period (Figure 17) and brought the RCM ensemble median much closer to observations. However, during the validation period, bias-corrected annual mean values showed a larger spread and a clear bias. Observations were located within the bias-corrected RCM range only for the distribution mapping, whereas all other methods showed a poor performance in reproducing observations. Considering the three coldest years, the delta-change approach underestimated values more than other methods for all catchments except for the warmest and southernmost Rönne Å catchment. This pattern could also be seen for the three warmest years: The delta-change approach resulted in the largest errors for all five catchments, with misleadingly little variability among the different RCMs. For both the three coldest and three warmest years of the validation years, the other methods performed fairly similar with the distribution mapping having the least remaining bias and the closest fit between ensemble median and observations.

4.4.2 Ability of Bias Correction Methods to Reproduce Statistical Properties during Validation Period

Visual analysis of precipitation statistics during the validation period (Figure 18) revealed clear differences between different bias correction methods. In general, raw (uncorrected) RCM-simulated precipitation had a wide spread and deviated considerably from observations with 80% of the data having a relative error between -18% and +34% (Figure 18a). Other methods such as linear scaling, LOCI and power transformation showed also large spreads, but their ensemble medians were closer to observations than the ensemble median of uncorrected RCM simulations. Only distribution mapping (-9% to +9%) and the delta-change approach (-10% to +16%) showed less variability. However, a visual inspection of different statistical measures for individual catchments (Figure 18b) revealed that each bias correction method had its advantages and disadvantages. For the mean and the 90th percentile, the differences between the bias correction methods were less pronounced than for other statistical measures. Considering standard deviation ($\sigma$) and maximum 5-day precipitation ($P_{5\text{max}}$), distribution mapping clearly outperformed all other bias correction methods. The probability of wet years ($P_{\text{wet}}$) was most satisfactorily reproduced by LOCI, distribution mapping and the delta-change approach. However, we suspect that the delta-change approach only performed well due to the fact that $P_{\text{wet}}$ of calibration and validation period were relatively similar which is a shortcoming of the performed analysis. The precipitation intensity during wet days ($i_{\text{wet}}$) was best reproduced by LOCI and distribution mapping. Overall, distribution mapping had the highest correction skills, although it was not always performing well. As an example, all bias correction methods including distribution mapping had problems to reproduce $P_{\text{wet}}$ for the two northernmost catchments.

The star plots of temperature statistics (Figure 19) also highlighted certain differences between bias correction methods, albeit less pronounced than for precipitation correction. All methods successfully corrected the mean ($\mu$), 90th percentile ($X_{90}$) and standard deviation ($\sigma$) of raw RCM temperature. Marked differences occurred for the 10th percentile ($X_{10}$) that was underestimated by all methods. However, distribution mapping performed best with least persistent biases whereas the delta-change approach deviated most from observations.
Figure 18: Statistical performance comparison of different bias correction methods (different axes of the star plots) for precipitation of the validation period (wetter years) as simulated by different RCMs (orange lines). The bias correction methods were parameterized based on the calibration period (drier years). The results were standardized based on observations (black circles) for the validation period. Subplot (a) summarizes all graphics of subplot (b) and gives an explanation on how to interpret the graphics. Subplot (b) breaks down subplot (a) into several catchment locations and statistical measures.
Figure 19: Statistical performance comparison of different bias correction methods (different axes of the star plots) for temperature of the validation period (warmer years) as simulated by different RCMs (orange lines). The bias corrections methods were parameterized based on the calibration period (colder years). The results were standardized based on observations (black circles) for the validation period. Subplot (a) summarizes all graphics of subplot (b) and gives an explanation on how to interpret the graphics. Subplot (b) breaks down subplot (a) into several catchment locations and statistical measures.
5 DISCUSSION

5.1 Climate Change and Hydrology

The coupling of climate model output and hydrological models is still challenging. Climate models have been frequently used in recent years to provide hydrologists with meteorological input data. Coherent scientific standards for adequate post-processing of climate model simulations have, however, not yet been established. This thesis discusses challenges related to using climate model output for regional hydrological impact studies as well as possible strategies to address them. Ultimately, this thesis will hopefully contribute towards the development of scientifically-approved standard procedures.

5.2 Downscaling Climate Models from Global to Catchment Scale

5.2.1 Choice of Downscaling Method

Choosing an appropriate downscaling method at the beginning of a new study still poses a major challenge for most hydrological impact modelers. Unfortunately, literature does not provide a clear answer on whether statistical (SD) or dynamical downscaling (DD) is to be preferred and under which conditions. Depending on the analyzed climate variable, statistical measure, season, region, temporal or spatial scale and many more, SD can outperform DD or vice versa [Murphy, 1999; Wilby et al., 2000; Wood et al., 2004; Diez et al., 2005; Spak et al., 2007; Prudhomme and Davies, 2009a]. A couple of influencing factors have to be considered. For example, a lot of time can be saved if RCM runs are already available from archives (e.g., PRUDENCE or ENSEMBLES) for the region of interest. Furthermore, the available computing power and time to conduct a study can be decisive factors for choosing between the computationally cheaper SD and the computationally more demanding DD. Other factors such as scales (temporal and spatial), available data (e.g., for calibration) or number of climate variables to be downscaled need to be considered as well.

5.2.2 Statistical Downscaling

The results of the downscaling study with multiple statistical downscaling approaches (Paper I) showed that the choice of downscaled precipitation time series had a major impact on the streamflow simulations. This was directly related to the ability of the downscaling approaches to reproduce observed precipitation. There were considerable differences between different SD approaches, with AM having the largest spread in precipitation and SDSM having the smallest. SDSM turned out as the best downscaling method to reproduce observed precipitation series for winter and spring. Yet, SDSM was not necessarily the best approach for autumn precipitation, which points out the importance of a multi-model approach in climate impact studies.

5.2.3 Dynamical Downscaling

Although RCMs simulate surface runoff in addition to climate variables, they were unable to realistically simulate surface runoff, as demonstrated in Paper II using the example of five Swedish catchments. This is partly due to the fact that RCM runoff schemes are not necessarily designed to simulate discharge accurately but respond only to general tendencies in the water balance [Van den Hurk et al., 2005]. Thus, the hydrological output variables from current state-of-the-art RCMs cannot be used directly for hydrological impact studies without adequate post-processing.

The coupling of RCM climate output and hydrological modeling is also subject to considerable variability which cannot be appropriately represented by a single RCM. This was clearly demonstrated by the large inter-model variability of RCMs when applying a multi-RCM approach for streamflow simulations in meso-scale catchments in Sweden (Paper II). Thus, crucial information can potentially be lost by using only a single RCM (S-RCM). It is therefore remarkable that many current publications are still based on the S-RCM approach to make a projection of future climate change impacts. There are reasons for S-RCM approaches, such as limited computing power in older studies, very large catchment sizes or developing and testing of new methods, but in general it is difficult to justify the S-RCM approach. If the catchment extends over a couple of climate model grid cells, further scaling is, in most cases, not applied (e.g., Jha et al. [2004], Lee et al. [2004], Payne et al. [2004], Wood et al. [2004], Kleinn et al. [2005] or Kilsby et al. [2007]). This can be justified by the fact that deviations of RCM-simulated climate data from observations are mostly averaged out at larger spatial scales, leading to similar performances of the hydrological model [Dankers et al., 2007]. However, even in relatively large catchments, outcomes can vary from RCM to RCM (e.g., Graham et al. [2007b]). Using the S-RCM approach for developing or testing purposes
(e.g., Wood et al. [2004], Kay et al. [2006a, 2006b], Bell et al. [2007a, 2007b], Leander and Buishand [2007] or Beldring et al. [2008]) can be useful to reduce the labor and computing power demand of ensemble simulations. For these purposes, such a simple modeling chain might be a suitable start. Nevertheless, these methods should also be tested on a modeling chain with additional RCMs. Kay et al. [2006b, p.171], for instance, remind the reader that their “results should not be treated as predictions of what will happen […] in the future, as they rely on a single run of a single RCM/GCM combination for a single emission scenario”. They concluded that the mean of several RCM-ensemble members would give a better representation of current and future conditions. Thus, ensemble runs would reduce the risk of systematic errors and would allow a more accurate assessment of the variability in the projections. According to Weigel et al. [2009], multi-model ensembles widen the ensemble spread and entail an improved forecast reliability of the ensemble median. The S-RCM approach should thus be limited to pilot studies and should be strictly avoided in any climate change impact study.

Taking into account the uncertainties linked to any member of the modeling chain and neglecting the few aforementioned justified exceptions, only ensemble-based RCM (E-RCM) studies (e.g., Horton et al. [2006], Bürger et al. [2007], de Wit et al. [2007] or Graham et al. [2007a]) should be regarded as good scientific practice. Both previous studies [Horton et al., 2006; de Wit et al., 2007] and the case study presented in Paper II further demonstrated that the streamflow ensemble median fitted observations better than individual models. This indicates that E-RCM approaches lead to more robust and reliable projections than S-RCM approaches. It is, however, worthwhile noting that an ensemble projection is influenced by (1) the number of models, (2) the inter-model independency and (3) the occurrence of systematic biases [Weigel et al., 2009].

In an ensemble projection, individual RCMs are usually given equal weight. One could, however, also argue that models that perform better for current conditions should also be given more weight in the ensemble projection. In other words, the performance of an individual model (or model chain) for current conditions could serve as weighing factor (likelihood measure) when computing the ensemble statistics. Weighting of RCMs is a relatively new topic within the field of regional climate modeling. However, it has been shown that weighted ensembles do not necessarily perform better than unweighted ensembles due to a lack of sufficient inter-model independency [Fowler and Ekström, 2009]. Moreover, there is usually no scientific basis for absolute rejection of a certain hypothesis [Spear and Hornberger, 1980], i.e., in this context the exclusion of a certain RCM. In fact, it is not clear whether the best-performing RCMs actually reproduce current conditions for the right reasons (i.e., better process representation) or just by chance.

Results from Paper II and previous studies [Varis et al., 2004; Christensen et al., 2008] also proved that RCM simulations are often biased. Thus, bias correction is recommended when using RCM output for hydrological modeling. However, one should be aware that additional bias correction in the modeling chain might add uncertainties in climate change impacts studies.

5.3 Bias Correction of Downscaled Climate Model Data

Uncorrected RCM simulations were identified in Paper III as potential source of systematic errors and large uncertainties when used as input to hydrological impact studies. The detected temperature and precipitation biases conform to findings in previous studies [Rummukainen et al., 2001; Kjellström et al., 2005, 2011; Graham et al., 2007b; Jacob et al., 2007; Teutschbein and Seibert, 2010]. A biased mean sea level pressure (MSLP) in the GCM data driving the RCMs can partially explain these biases [Jacob et al., 2007]. However, similarly distinct biases also occur even when the RCMs are forced with ‘almost perfect’ boundary conditions (i.e., with re-analysis products) instead of GCMs [Kotlarski et al., 2005; Jaeger et al., 2008; Teutschbein and Seibert, 2010].

This indicates that the dominant portion of the biases is likely introduced by the RCMs themselves. Therefore, there is a need for bias correction procedures to ensure that RCM biases do not hamper subsequent impact simulations. This doctoral thesis is neither an attempt to answer the “main question […], whether and when the application of bias correction methods […] is justified or not” [Ehret et al., 2012, p.3392] nor to discuss several problematic aspects related to bias correction [Ehret et al., 2012]. Rather, it is an attempt to fill the obvious gap formed by the great demand for hydrological projections and the current lack of viable alternatives to this way of post-processing RCM data. Although theoretical alternatives such as improved climate models with more detailed process simulations and increased spatial resolutions have been suggested [Teutschbein and Seibert, 2010, 2012a; Teutschbein et al., 2011; Ehret et al., 2012; Muerth et al., 2012], it seems unlikely that these will be operational in the near future.
All applied bias correction approaches improved the raw RCM data to some extent. Nonetheless, the quality of adjusted RCM temperature and precipitation was strongly dependent on the choice of the correction algorithm, both for current and future climate conditions. The *delta-change approach* uses observations as a basis and, thus, is a stable and robust method that produces future time series with dynamics similar to current conditions. But its design also directly implies that the delta-change approach cannot account for potential future changes in climate dynamics, e.g., the number of dry vs. wet days does not change [Graham et al., 2007a]. Another shortcoming is the fact that major events (e.g., heavy precipitation or hot days) will change by the same amount as all other events (e.g., drizzle or cold days). To overcome these issues, more sophisticated versions of the delta-change approach have recently been developed [Graham et al., 2009; Olsson et al., 2009; Anandhi et al., 2011; Bosshard et al., 2011]. These methods perform better based on an adjusted temporal scale, temporal resolution, mathematical formulation or number of change factors [Anandhi et al., 2011], but they are, as a matter of course, more difficult to apply for an impact modeler who seeks to quickly improve impact simulations. The *linear-scaling approach* adjusts monthly mean values and yields corrected data with a variability that is more consistent with the original RCM data [Graham et al., 2007a]. Similar to the delta-change approach, the downside is that all events are adjusted with the same correction factor. Furthermore, it is impossible to correct frequencies with the linear-scaling approach. *Local Intensity Scaling (LOCI)* is an improvement of the linear-scaling approach, because it combines the linear-scaling advantages with a correction of wet-day frequencies (precipitation threshold). Both *power transformation* and *variance scaling* adjust the variance and the mean of raw RCM data. These methods also perform much better than the previous approaches in terms of correcting several statistical characteristics and in terms of the variability range. Although the power transformation corrects percentiles and the coefficient of variation to some extent, it still does not give corrected RCM data with accurate probability of dry days and precipitation intensity. As a result, this nonlinear transformation may do less well for RCM simulations with a large bias in wet-day frequency [Leander and Buishand, 2007]. *Distribution mapping* was found to be the most reliable correction method in this study. It corrects most of the statistical characteristics and has the narrowest variability ranges, combined with the best fit of the ensemble median. The main drawback of this method is that it is - just like all other methods in this study - based on the stationarity assumption that the same correction algorithm applies to both current and future climate conditions. A possible approach to solving this issue could be the consideration of a time-dependent bias [Buser et al., 2009], which would require an analysis of model bias behavior over a longer time period. However, such a method has not yet been fully developed and entails further assumptions for distinguishing bias changes from climate change [Buser et al., 2009]. Furthermore it should be noted that none of the applied correction methods takes the physical causes of the precipitation and temperature biases into account (e.g., temporal errors in major circulation systems or errors in the parameterization of cloud and precipitation processes). Since these biases are partly related to biases in driving GCM data, a more natural alternative could be to adjust existing biases before coupling GCMs and RCMs.

The assessment of different bias correction procedures in Paper III quantified their ability to improve raw RCM data for current climate conditions. In practice, however, it is often more interesting to know how bias correction procedures perform under changed conditions. While it is impossible to measure performances under future conditions, Paper IV illustrated the use of differential split-sample testing (DSST) to evaluate the transferability of bias correction approaches to different climate conditions. The transferability of a bias correction procedure can be described as its skill to reproduce climate characteristics of a period that differs considerably from the period used for calibrating the procedure. Low performance measures are thus indicators for poor transferability or inadequacy of the procedure. Although testing of the transferability of bias correction methods by calibrating them with the 15 coldest/driest years and validating them with the 15 warmest/wettest years might seem extreme, we argue that it allows a more reliable assessment of extreme years. This is also important for analyzing climate impacts on critical hydrological phenomena such as droughts or flood. It is worth noting that the way of splitting a 30-year period as done in Paper IV might still produce too little differences between calibration and validation period, which could potentially lead to an underestimated future climate change. However, even longer time series of consistent climate records to overcome this limitation are relatively rare.

The delta-change and the linear-scaling approach are the two most common transfer methods and have been widely used [Gellens and Roulin, 1998; Lettenmaier et al., 1999; Middelkoop et al., 2001; Shabalova et al., 2003; Fowler and Kilsby, 2007; Fowler et al., 2007; Graham et al., 2007a, 2007b; Walsh and Kilsby, 2007; Moore et al., 2008]. Both are
appealing for impact modelers, because they are simple and rather straightforward to implement. Yet, these two methods performed particularly poor in the DSST conducted in Paper IV. When validated, both approaches resulted in larger, systematic deviations with too narrow E-RCM variability bounds that did not even include observational data. In other words, the delta-change and the linear scaling approaches were not only the least reliable for future projections but provided also wrong and overconfident uncertainty ranges. Although these findings remain to be confirmed for other catchments and geographic regions, the findings in Paper IV strongly suggest that the delta-change and the linear-scaling approach are inadequate or, at least, very questionable choices for bias-correcting RCM scenarios of future conditions.

In conclusion, the selection of one or several bias correction algorithms has a strong influence on the results of hydrological change assessments. While choosing an adequate algorithm for application under current conditions is a rather simple task, the selection of an appropriate bias correction procedure for future conditions is much more challenging. In this case, the transferability of different methods from current to changed conditions plays a fundamental role. The differential split-sample test proved to be a suitable tool for evaluating this transferability. It attested high-skill methods (e.g., distribution mapping) a much better transferability than simple methods (e.g., delta-change approach).

5.4 Hydrological Modeling of Climate-Change Impacts

Both downscaling and bias correction strongly affected hydrological simulations. Generally, correcting biases of RCM output for hydrological modeling under current conditions substantially improved streamflow simulations (Paper III). Hydrological simulations driven with the higher-skill (e.g., distribution mapping) bias-corrected RCM data performed generally better than corresponding simulations driven with lower-skill (e.g., linear scaling) bias-corrected RCM data. Of all tested methods, distribution mapping performed best in terms of transferability and robustness for projections of hydrological extremes. Furthermore, variability ranges produced by better-performing correction algorithms were also less wide than those of less well-performing algorithms. However, much of the variability in streamflow simulations occurred independently of the bias correction procedures and originated from inter-RCM variability and uncertain hydrological model parameters. Due to the long and complex modeling chain, it was therefore challenging to reduce the remaining uncertainty in the hydrological projections.

Major future changes in annual temperature and precipitation cycles were projected for all studied catchments independently from the chosen downscaling method (SD versus DD). A considerable increase in temperature combined with changes in the precipitation pattern is expected to change current flow regimes in Sweden from snowmelt-driven (with peak flows in April) to rather damped regimes with considerable streamflow volumes discharging during winter. Spring flood events (freshets) are expected to occur earlier and to decrease considerably in intensity and volume. Autumn flood peaks, on the other hand, are projected to increase only slightly. These findings also agree with earlier studies over Scandinavia [Xu, 2000; Bergström et al., 2001; Beldring et al., 2008; Moore et al., 2008]. Flow pattern changes during the cold season can possibly be explained by a projected substantial temperature increase. Higher temperatures will likely limit the accumulation of large amounts of snow while simultaneously increasing the number of rainy days. Snowmelt will be initialized earlier, causing the spring flood peak to occur one to two months earlier and to be less pronounced. Changes in spring flood timing and magnitude might lead to lower summer base flow.

Although the overall trend of projected future changes was similar for all catchments, the amount of projected change depended largely on the geographic catchment location. Especially subarctic catchments, such as the two northernmost study sites, were highly sensitive to changing climate conditions. Catchments in this region will likely display the most pronounced decrease in spring flood peak and the largest increase in winter streamflow. Though less pronounced, projected changes for southern catchments are also substantial.

5.5 Uncertainties in the Modeling Chain

The range of variability in streamflow simulations was largely influenced by the design of the modeling chain. Considering statistical downscaling (Paper I), the choice of the precipitation downscaling method had a major impact: the performance of simulated seasonal streamflow was directly related to the ability of the respective downscaling method to reproduce seasonal precipitation patterns. With respect to annual precipitation patterns, the analog sorting method (AM) displayed the largest and the statistical-downscaling model (SDSM) the smallest variation, which was directly reflected in the associated hydrological simulations. Overall, SDSM was the most suitable method for downscaling precipitation. However,
using more than one method increases the probability of capturing future variability. The variability of projected streamflow caused by different choices of GHG emission scenarios and GCMs appeared small compared to the variability related to different downscaling methods. It should, however, be noted that even relatively small perturbations at the beginning of the modeling chain are not necessarily negligible: Nonlinear interactions between errors that are propagated through the modeling chain can amplify themselves and ultimately result in highly unlikely streamflow projections. It can be expected that the probability for such outliers to pass unrecognized is relatively high if only a single modeling chain is considered. Ensemble approaches should therefore be regarded as good scientific practice. The same applies for dynamical downscaling (Paper III). Despite the relatively large variability in resulting streamflow simulations (primarily caused by the inter-RCM variability and different hydrological parameter sets), it was still possible to obtain meaningful hydrological projections by applying an ensemble approach (Paper III): The ensemble median of hydrological simulations driven with corrected RCM data matched well with hydrological simulations forced by observed climate variables. This fact enhanced the confidence in future hydrological ensemble projections. Thus, it is generally possible to project overall trends of future streamflow with help of a robust ensemble. As a consequence, an ensemble approach should be part of any scientific standard procedure for conducting impact studies.

6 CONCLUSIONS

This doctoral thesis evaluated strategies for incorporating climate model output into hydrological studies to produce meaningful projections that are also reliable under changing climate conditions. A strong focus was on the assessment of the combined effects of various sources of variability on projected streamflow seasonality and peaks. The main conclusions can be summarized as follows:

• Sources of Variability: In climate change impact studies, different sources of variability can affect the results. Especially the choice of (1) future GHG emission scenarios, (2) climate models and their parameterization, (3) downscaling/post-processing techniques and (4) hydrological models and their parameterization are considered to have the largest impact.

• Value of Ensemble Projections: Depending on the choices made in the modeling chain, resulting streamflow simulations are highly variable. For that reason, full ensembles of GHG emission scenarios, climate models, downscaling methods, post-processing techniques and hydrological models should be considered standard practice to obtain meaningful hydrological projections under changing climate conditions.

• Need for Bias Correction: Substantial biases in RCM simulations need to be corrected to ensure that subsequent impact simulations are not hampered.

• Benefit of Bias Correction: Bias correction procedures substantially improve RCM-simulated climate variables and subsequent streamflow simulations under current conditions.

• Evaluating Bias Correction under Non-Stationary Conditions: Bias correction procedures are assumed to not change over time, i.e., to be transferable to changed climate conditions. The differential split-sample test is a suitable tool for evaluating this transferability of bias correction algorithms.

• Performance of different Bias Correction Methods under Non-Stationary Conditions: The differential split-sample test attests high-skill methods a much better transferability than simple methods. Of all tested methods, distribution mapping performed best in terms of transferability and robustness for projections of hydrological extremes. The delta-change and the linear-scaling approach are not recommended for bias-correcting RCM scenarios of future conditions.

• Hydrological Projections: Current flow regimes in Sweden with a snowmelt-driven spring flood in April will likely change to rather damped flow regimes that are characterized by earlier and decreased spring floods as well as large winter streamflows.
7 Future Research

This thesis highlighted several challenges when using state-of-the-art climate model simulations for hydrological impact studies. Amongst others, one general challenge is the imperfect representation of atmospheric processes in climate models [Maraun, 2012]. For instance, climate models fail to resolve meso-scale and short-lived weather systems such as arctic fronts and polar lows [Kolstad and Bracegirdle, 2008; Zahn and von Storch, 2010; Condron and Renfrew, 2012]. However, latest research results show that such systems can be of great importance for larger-scale circulations and climate projections [Condron and Renfrew, 2012]. Thus, a long-term goal lies in the enhancement of climate models to include more detailed relevant processes and to run at higher spatial resolutions [Teutschbein and Seibert, 2010, 2012a; Teutschbein et al., 2011; Ehret et al., 2012; Muerth et al., 2012]. In the meantime, however, there is a clear demand for developing more robust tools and assessment strategies that are capable of dealing with imperfect climate model output and producing reliable data for hydrological impact modelers.

My own plans for future research include the following two already ongoing projects. The first project is a continuation of the evaluation of bias correction methods. As mentioned earlier, the differential split-sample test does not allow performing hydrological simulations, because the split bias-corrected temperature and precipitation periods consist of different years and do not correspond to each other. To overcome this issue, it is planned to shift this so-called univariate differential split-sample test to a bivariate test which would allow using the bias-corrected precipitation and temperature series as combined input for streamflow simulations. The bivariate differential-split sample could hypothetically also be extended to a multivariate test depending on the number of climate variables required for the hydrological simulations. With such a bi- or multivariate differential split-sample test it would be possible to demonstrate whether bias-correction methods are a feasible technique to deal with biases in RCM output for hydrological impact studies under non-stationary conditions or not.

The second project strikes out in a new direction: Potential evaporation is an important input variable when simulating streamflow and especially low-flow events. For climate change impact studies, however, it is often not clear how to best derive this variable from RCM simulations, i.e., directly (from RCMs) or through empirical or physically-based relationships to other climate variables. Preliminary results indicate that direct potential evaporation provided by climate model simulations is strongly biased and not suitable for direct use in hydrological models. Further investigations are thus needed to evaluate the performance and reliability of several potential evapotranspiration estimates ranging from simple empirical to data-intensive and rather sophisticated process-oriented methods in a climate change context.
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