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ABSTRACT

This report deals with the application of non-negative matrix factorization (NMF) in speech processing. A Bayesian NMF is used to find the optimal number of basis vectors for the speech signal. The result is validated by performing a speech enhancement task for a set of different number of basis vectors. The algorithm performance is measured with the Source to Distortion Ratio (SDR) that represents the overall quality of speech. The results show that for medium input SNRs, 60 basis vectors for each speaker are sufficient to model the speech spectrogram. NMF produced better SDR results than a recently developed version of Spectral Subtraction algorithm. The window length was found to have a great impact on the results, but zero padding did not influence the results.

1. INTRODUCTION

Speech enhancement has focused on the suppression of additive background noise in the past decades. Recently Non-negative Matrix Factorization (NMF) and its extensions have been used for audio signal modeling. Consequently, they are used for blind audio source separation, speech enhancement, and other audio applications.

In general, given any non-negative matrix $X$ of dimension $W \times K$, NMF finds non-negative matrices $T$ and $V$ such that $X \approx TV$, where $T$ and $V$ are of dimensions $W \times I$ and $I \times K$ respectively. To do the factorization, we have to define a cost function and minimize it. There are many possible choices of cost functions, each with its own specific properties. However, in this report, we use the Information Divergence cost function which is defined as equation (1).

$$ D(X\|TV) = \sum \log \frac{[X]_{v,t}}{[TV]_{v,t}} + [TV]_{v,t} - [X]_{v,t} $$

where $[\cdot]_{v,t}$ is used to refer to an entry of a matrix; furthermore, $v = 1...W$, $i = 1...I$ and $\tau = 1...K$. Traditionally, the above optimization update rules have been used iteratively to minimize equation (1) [10]:

$$ [T]_{v,i} \leftarrow \frac{\Sigma_{\tau} [V]_{i,\tau} ([X]_{v,\tau}/[TV]_{v,\tau})}{\Sigma_{\tau} [V]_{i,\tau}} $$
$$ [V]_{i,\tau} \leftarrow \frac{\Sigma_{v} [T]_{v,i} ([X]_{v,\tau}/[TV]_{v,\tau})}{\Sigma_{v} [T]_{v,i}} $$

where iterations will be continued to achieve a defined convergence criterion.
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Following the statistical framework from [2], we can assume Poisson distribution for the data as it is shown below:

\[ [X]_{v,t} = \sum_{i} [S]_{v,i,t} \quad [S]_{v,i,t} \sim PO([S]_{v,i,t} | [T]_{v,i} | [V]_{i,t}) \]

where latent sources \([S]_{v,i,t}\) are assumed to have Poisson probability mass function which is defined as

\[ PO(s; \lambda) = \frac{1}{\Gamma(s+1)} \lambda^s e^{-\lambda} \]

and \(\Gamma(s+1) = s!\). Since the sum of some Poisson random variables will have a Poisson distribution, the probability mass function of \([X]_{v,t}\) is given by: \(p([X]_{v,t}) = PO([X]_{v,t}; \sum_{i} [T]_{v,i} | [V]_{i,t})\); thus, \(X\) is assumed to be discrete.

The Maximum Likelihood estimates of \(T\) and \(V\) were derived using the Expectation Maximization algorithm and the result is identical to equation (2).

### 2.2 Bayesian NMF

In the Bayesian framework, a conjugate prior for \(T\) and \(V\) is the Gamma distribution:

\[ [T]_{v,i} \sim G([T]_{v,i} | a', b') \quad [V]_{i,t} \sim G([V]_{i,t} | a'', b'') \]  \( (3) \)

where \(a', b', a'', b''\) are prior hyperparameters. The Gamma probability density function is defined as

\[ G(t; a, b) = \frac{1}{b^a \Gamma(a)} t^{a-1} e^{-\frac{t}{b}} \]

By using these priors, we assume that each component of the basis matrix \(T\) and mixing matrix \(V\) is drawn independently from the distributions given in (3). In the Bayesian approach, in addition to the posterior distributions of the parameters \((p(T, V, S|X))\), an important quantity is the model evidence which is obtained by integrating out all the parameters. Let \(\Theta = \{a', b', a'', b''\}\) denote all the prior hyperparameters, and \(I\) be the number of basis vectors in the NMF model.

Suppose we wish to compare a set of NMF models with different number of basis vectors. The model evidence is obtained as

\[ p(X; \Theta, I) = \int_S \sum_T p(X|S, T, V; \Theta, I) p(S, T, V; \Theta, I) dT dV \]  \( (4) \)

In a simple approximation, the model evidence can be viewed as subtraction of two terms; the first term, with plus sign, is the likelihood of data under the model assumption which increases with increasing the model complexity, the number of basis vectors here. The other term is the complexity penalty which again increases with increasing the model complexity[11]. In general, model evidence can be used as a model selection criterion which gives a compromise between data fitting and model complexity. The model evidence can be also used for optimizing the prior hyperparameters:

\[ \Theta^* = \arg \max_{\Theta} p(X; \Theta, I) \]

Even with the conjugate priors, the required integration to calculate the model evidence is not tractable; hence, using the Variational Inference (VI) a lower bound can be derived and maximized in an iterative approach. It turns that in the VI framework, the posterior distributions for \(T\) and \(V\) are gamma distributions while the posterior distribution for \(S\) is a multinomial distribution. The (posterior) hyperparameters for these distributions are updated iteratively until a defined convergence criterion is reached. The prior hyperparameters \((\Theta)\) are also optimized in each iteration by maximizing this lower bound. The derivations and update rules can be found in [2].

### 3. NMF BASED SPEECH ENHANCEMENT

The speech signal is first windowed into frames and their spectra are obtained. Stacking these spectra into a matrix yields a spectrogram. We have used the magnitude spectrogram in our simulations. Although NMF based approach can be unsupervised (mainly for music separation) or semisupervised, here we consider a supervised algorithm only. NMF based speech enhancement is a supervised approach and needs training. During the training, NMF is applied to the clean speech and noise signals, and the basis matrices for speech and noise are found:

\[ (T^*_S; V^*_S) = \arg \min_{T^*_S, V^*_S} D(X_S || T^*_S V^*_S) \]

\[ (T^*_N, V^*_N) = \arg \min_{T^*_N, V^*_N} D(X_N || T^*_N V^*_N) \]  \( (5) \)

In equation (5), \(X_S\) and \(X_N\) are speech and noise spectrograms respectively. We have used one speech model for each speaker. \(T^*_S, V^*_S\) are the basis and mixing matrices for speech, and \(T^*_N, V^*_N\) are the basis and mixing matrices for the noise signal.

Now, we put \(T^*_S\) and \(T^*_N\) into a bigger basis matrix: \(T^* = [T^*_S \quad T^*_N]\). Having a noisy signal, we calculate its spectrogram, \(X_M\). Keeping the basis matrix fixed, NMF is applied and the mixing matrix is obtained as:

\[ V^*_M = \arg \min_{V^*_M} D(X_M || T^* V^*_M) \]  \( (6) \)

\(V^*_M\) is partitioned as \(V^*_M = [V^*_S M^T \quad V^*_NM^T]\) where \(V^*_S\) describes the contribution of speech, and \(V^*_N\) describes the contribution of noise in the observed noisy signal. Now the following mask is calculated:

\[ M = \frac{T^*_S V^*_SM^T}{T^*_S V^*_SM^T + T^*_N V^*_NM^T} \]  \( (7) \)

In (7) division is performed element-wise. Usually the obtained mask is applied to the noisy signal as \(X^*_N = M \star X_N\) where \(X^*_N\) is the magnitude spectrogram of the enhanced speech, and \(\star\) is element-wise multiplication. We now give a new interpretation to what is being done; the algorithm consists of two steps: 1-Calculate the instantaneous estimate of the magnitude spectrogram of the noise in the current frame using (8).

\[ X^*_N = (1 - M) \star X_N = \frac{T^*_N V^*_NM^T}{T^*_S V^*_SM^T + T^*_N V^*_NM^T} \]  \( (8) \)

where \(1\) is a matrix with all ones. Like (7), division is element-wise in (8) again. 2-Obtain the instantaneous estimate of the magnitude spectrogram of the enhanced speech.
by $X_2 = \max(0, X_M - X_0)$. In fact, this is just an instantaneous magnitude subtraction algorithm with NMF as a method for estimating the magnitude spectrogram of noise. $X_2$ can be converted to a time domain signal with the spectrogram inversion and using the phase information of the noisy signal.

Applying this mask will introduce time aliasing distortion because of the inherent properties of DFT; to prevent that, the obtained mask must be zero padded first, and then the zero-padded mask is applied to the noisy signal. To do so, $M$ is converted to its time domain form by inverse FFT; then the zero padding is performed in the time domain; by applying FFT to the zero-padded filter the frequency response of the zero-padded filter is obtained, and is used for the enhancement purpose. After this zero padding, the frequency response of the filter will be smoother.

Implementation of equations (5) and (6) are done in the Maximum Likelihood manner using the multiplicative rules from equation (2) due to its simplicity and high speed. However, we use the Bayesian NMF to find the optimal number of basis vectors. The magnitude spectrogram of the training data of each speaker is used to obtain the model evidence using equation (4) for that particular speaker. As mentioned in section 2.2, an iterative approach based on the Variational Inference is used to calculate a lower bound for the integration in equation (4); the algorithm was found to be very sensitive to the initial values. Since the speech signal is sparse, we assign some sparse and broad prior distributions to $\theta_t$ and $\theta_v$ according to equation (3). For this purpose, $a^r, b^r$ are chosen such that the mean of the prior distribution for $T$ is close to zero, and its variance is very high. On the other hand, $a^s, b^s$ are chosen such that the prior distribution of $V$ has a high mean accounting for the data scale and high variance to represent uncertainty. To have good initializations for posterior means, the multiplicative NMF from equation (2) is applied first to find an approximately locally optimum solution for the KL divergence, and the result is used as the initial values for the posterior means. Using these initializations, the Variational Inference approach becomes more stable. Finally, the lower bounds for the logarithm of the model evidences from different speakers are summed, and the result is considered as the criterion for the model selection and used in the simulations.

4. EXPERIMENTAL SETUP

We used the Grid Corpus and NOISEX-92 databases in our simulations. All the training and test sentences are down-sampled to 16 kilohertz. 4 male and 4 female speakers are chosen, and the final results are obtained by averaging over all the speakers. For training, a 120-second speech signal is obtained by concatenating 100 sentences for each speaker, and for noise training a 60-second noise signal is used. For the test purposes, a 40-second speech signal is obtained by concatenating 30 sentences and used for each speaker; moreover, the test sentences are chosen carefully to avoid having a sentence in both the training and test sets. In this report, we present the results for Babble noise since it is a difficult noise to deal with, but similar results were obtained for factory and car noises as well. To study the effect of input Signal to Noise Ratio (SNR) the simulations are carried out for 0, 5, and 10 dB SNRs. For the noise signal 100 basis vectors ($I$) are derived but to evaluate the effect of the number of basis vectors for speech, it is varied between 15 to 250.

To evaluate the performance of algorithms the Source to Distortion Ratio (SDR) is used:

$$\text{SDR} = 10\log \frac{\|s_{\text{target}}\|^2}{\|e_{\text{interf}} + e_{\text{artif}}\|^2}$$

where $s_{\text{target}}, e_{\text{interf}}$ and $e_{\text{artif}}$ are target speech signal, interference, and artifact error terms defined in [9], and $\| \cdot \|^2$ denotes the energy. $\text{SDR}$ has been shown to represent the overall quality of speech when reducing noise and absence of "burbling" artifacts are equally important and it has a high correlation with the Mean Opinion Score [12]. We used an overlap-add procedure with hann window and 50% overlap between adjacent frames. Let us denote the window length by $w$. In the following, NMF and NMFzp refer to NMF algorithm used without zero padding and with zero padding respectively. FFT length is chosen as $w$ and $2w$ samples for NMF and NMFzp in turn. The total delay imposed by the NMF and NMFzp is around 1.5w and 2w samples correspondingly. To study the effect of the window length, we use a long window with $w = 800$ samples, 75 ms delay for NMF and 100 ms delay for NMFzp, and a short window with $w = 160$ samples, 15 ms delay for NMF and 20 ms delay for NMFzp which is just acceptable for hearing aid users.

5. RESULTS AND DISCUSSIONS

5.1 Model Selection

Figure 1 presents the result of the Bayesian model selection. This result is obtained by applying Bayesian NMF to the training clean speech with a narrow band spectrogram (window length $= 800$ samples). We see that the lower bound for the logarithm of the model evidence is maximized for $I = 70$, but the lower bound is rather flat from $I = 50$ to $I = 90$. If we use a wide band spectrogram instead, the lower bound will be maximized for some smaller number of basis vectors.

To check the result of the Bayesian model selection, a
performance-based model selection is carried out. To do so, the speech enhancement task is performed for a set of different parameters, and the SDR is measured. Figures 2 and 3 show 'SDR improvement' versus 'number of basis vectors' for three different input SNRs and two window lengths.

For a long window and input SNRs equal to 0 and 5 dB, the result of the performance-based model selection coincides with the result of the Bayesian model selection well (Figures 1 and 2). In this case the best choice for the number of basis vectors is around 60 to 70. For the shorter window the maximum performance is obtained for $I$ in the range 50 – 70. We should remember that with a short window with $w = 160$ samples, the spectrogram has 80 frequency bins. In general, $(80I + IK)$ parameters must be estimated from $80K$ data points. When $I > 80$ the problem becomes underdetermined. This causes the lower bound to fluctuate for $I > 80$ in the Bayesian model selection, which is not shown here. Nevertheless, considering the performance-based model selection we see that even for $I > 80$, the performance does not reduce rapidly. We can conclude that the number of basis vectors does not depend heavily on the window length, at least considering the performance-based model selection, and a choice around 60 basis vectors for each speaker can produce nearly optimal results for input SNRs around 0 – 5 dB.

With increasing the input SNR, more basis vectors are required to get the best performance. Since the quality of the noisy signal improves with increasing the input SNR, adding some basis vectors will capture some high quality data into the enhanced signal and the overall performance will increase. From Figures 2 and 3 we see that for 10 dB input SNR, the SDR improvement is maximized for $I = 200$ basis vectors; however, using only 120 basis vectors is sufficient to get a nearly maximum performance.

5.2 Performance Comparison

In this section, we study the effect of zero padding, window length, and input SNR in the enhancement performance. To compare the performance of NMF with other approaches, a perceptually optimized Spectral Subtraction (PSS) algorithm is used [13]. The result is shown in Figure 4. Based on the result of Model Selection in section 5.1, which was obtained using the training data, 60 basis vectors are used for each speaker for 0 and 5 dB SNRs, and 120 basis vectors are used for 10 dB SNR case.

We see that zero padding does not improve the performance; though, it causes some extra delay. It seems that omitting zero padding will introduce a distortion which is small compared to the other distortions. We also see that the window length has a great effect on the performance such that the SDR improvement is almost twice for the longer window. With increasing SNR, up to a limit, the performance of the PSS algorithm improves while the performance of the NMF approach degrades (the amount of enhancement is reduced). PSS is based on Spectral Subtraction and with a high quality signal, it can achieve better performance, but NMF based algorithm is good at noise reduction, and when the input signal has a high quality, its performance is limited.

We also see that the NMF approach with a long window produces much better results than the PSS. For example for $SNR = 0$ dB, the difference for the SDR improvement is around 1.7 dB. Using a shorter window will deteriorate the performance of the NMF; nevertheless, even with a window having only 160 samples, the NMF produces a higher SDR improvement than the PSS. Although the SDR is found to represent the overall quality of speech and is a compromise between reducing the noise and introducing artifacts, the final judgement about the quality of the enhanced signal must be done by actual listeners, and the results of this study might need some perceptual evaluations. Some audio examples are available at "http://www.ee.kth.se/~nmoh/ModelOrderSelection".

6. CONCLUSIONS

We applied a Bayesian NMF to the spectrogram of the speech signal. We used the model evidence to find the optimal
number of basis vectors and the result was validated with a performance-based model selection. The result showed that for an input SNR in the order of $0 \sim 5$ dB, 60 basis vectors for each speaker are sufficient to get a nearly optimal enhancement while for higher SNRs more basis vectors are required. The simulations showed that by using a short window in the overlap-add procedure the performance of the NMF degrades, but still it can achieve better results than the PSS. The extra zero padding was shown to have no influence in the results.
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