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This thesis presents work conducted in the domain of sequential decision-making in general and Bandit problems in particular, tackling challenges from a practical and theoretical perspective, framed in the contexts of mobile Health. The early stages of this work have been conducted in the context of the project “improving Medication Adherence through Person-Centred Care and Adaptive Interventions” (iMedA) which aims to provide personalized adaptive interventions to hypertensive patients, supporting them in managing their medication regimen. The focus lies on inadequate medication adherence (MA), a pervasive issue where patients do not take their medication as instructed by their physician. The selection of individuals for intervention through secondary database analysis on Electronic Health Records (EHRs) was a key challenge and is addressed through in-depth analysis of common adherence measures, development of prediction models for MA, and discussions on limitations of such approaches for analyzing MA. Providing personalized adaptive interventions is framed in several bandit settings and addresses the challenge of delivering relevant interventions in environments where contextual information is unreliable and full of noise. Furthermore, the need for good initial policies is explored and improved in the latent-bandits setting, utilizing prior collected data to optimal selection the best intervention at every decision point. As the final concluding work, this thesis elaborates on the need for privacy and explores different privatization techniques in the form of noise-additive strategies using a realistic recommendation scenario.

The contributions of the thesis can be summarised as follows: (1) Highlighting the issues encountered in measuring MA through secondary database analysis and providing recommendations to address these issues, (2) Investigating machine learning models developed using EHRs for MA prediction and extraction of common refilling patterns through EHRs, (3) formal problem definition for a novel contextual bandit setting with context uncertainty commonly encountered in Mobile Health and development of an algorithm designed for such environments. (4) Algorithmic improvements, equipping the agent with information-gathering capabilities for active action selection in the latent bandit setting, and (5) exploring important privacy aspects using a realistic recommender scenario.
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Imagine a scenario of a patient diagnosed with hypertension. To manage her condition, the patient’s doctor prescribes her daily medication to control her blood pressure. However, due to her busy schedule and forgetfulness, she occasionally misses taking her medication, leading to fluctuations in her blood pressure levels and negatively impacting her health. During her routine check-up, the patient’s doctor reviews her medical records, indicating an adverse health progression, and suspects inadequate adherence to treatment. Recognizing the importance of addressing this issue, the doctor decides to assess the patient’s medication adherence and determine if she needs intervention or further education about her condition.

To gain insights into the patient’s medication adherence patterns without burdening her, the doctor decides to utilize her electronic health records (EHR). The EHRs contain information about the patient’s prescription refills and past appointments, which can indirectly measure her adherence. Leveraging the data from the EHR, the doctor goes a step further and employs predictive analysis to estimate patients’ future medication refills. This analysis helps identify early warning signs of potential non-adherence and enables the doctor to intervene before the situation worsens. The doctor decided that the patient would benefit from additional support to improve her medication adherence. Subsequently, her physician recommends a mHealth app specifically designed to assist patients with chronic health conditions in managing their regimens. Understanding the importance of personalized care, the mHealth app starts by gathering relevant information about the patient’s lifestyle, preferences, and daily routines. This data helps the app provide interventions tailored to her needs, ensuring higher patient engagement.

As the patient starts using the mHealth app, it monitors her medication-taking behavior and response to interventions. The app employs machine learning algorithms to adapt its interventions dynamically based on patients’ adherence patterns and feedback. As the patient keeps using the mHealth app, her medication adherence significantly improves. With better management and monitoring of her chronic condition, the patient experiences fewer complications and improves overall quality of life.

The presented scenario serves as an illustrative example of an application motivating this doctoral thesis. It demonstrates an idealistic scenario where all
aspects of measurement, prediction and offering personalized interventions to support the patient’s regimen are adequately implemented. As one can imagine, these aspects are not easily solved in real-world implementation, and we will encounter challenges and limitations.

The core focus of the thesis is to investigate these challenges. In particular, this thesis investigates (1) the measurement of medication adherence through secondary database analysis and provide solutions and recommendation if such an analysis is carried out. Measurement via such databases is prone to pitfalls that would affect the pool of candidates for intervention significantly [1]. (2) The prediction of adherence using EHRs. Previous studies utilizing sociodemographic factors, clinical factors, or purchasing information had only marginal success in predicting long-term adherence to medication [2–5]. While these efforts did not result in accurate prediction models, they point out the importance of analyzing patients’ refilling behaviors and patterns of healthcare utilization. Given the comprehensive EHRs and pharmacy records available, we identified a research gap concerning the predictability of adherence using EHRs, focusing specifically on healthcare utilization factors and analyzing temporal patterns of refill medication adherence. (3) Formulating the task of tailored intervention in a Reinforcement Learning (RL) framework, specifically in the domain of Bandits - a simplified RL setting that lends itself to mobile health due to not only good performance in many real-world applications, particularly in mHealth but also allows a more straightforward analysis of developed new algorithms. (4) Learning bandit algorithms from scratch often has the undesired effect of providing irrelevant intervention during the initial learning phase. We aim to address this issue by investigating settings that allow the use of prior collected data to inform initial policy generation, specifically in the domain of latent bandits. And finally, (5) investigating privacy aspects in the context of latent bandits in a realistic deployment scenario.

1.1 Research Questions

We investigated in total four research questions that would frame the doctoral thesis. Research questions II - IV constitute significant parts of the thesis, mainly concerned with the RL perspective on mHealth. I was of significant interest for the project iMedA project in the first part of the thesis and whose answer would guide part of the research path in the later stages.

- **RI: How can mediation adherence be measured and predicted through secondary database analysis?**
Timely identification of patients requiring support is crucial for effective pharmacological treatment in cardiovascular diseases, especially for secondary or tertiary prevention [6]. Current approaches aim to measure Medication Adherence (MA) throughout treatment and intervene when nonadherence is detected. However, accurately and cost-effectively measuring adherence poses challenges, such as high patient burden and missing or incorrect data in secondary databases to name a few. These challenges require tailored solutions we aim to investigate.

Predicting medication adherence is clinically valuable as it helps estimate future nonadherence probability, enabling early interventions by physicians. Exploring measurement and prediction methods within the idiosyncrasies of administrative EHR is of interest. It poses open challenges, such as linkage of different data sources, missingness not at random, input errors, and non-iid data.

• **RII: How can the commonly occurring requirements in mHealth, such as fast learning in noisy contexts, accommodation of model misspecification, and non-stationarity, be formulated in a Bandit framework?**

Bandits are a mature and robust framework for sequential decision-making. It provides an ideal fit for mHealth applications due to its ability to learn intervention strategies individually tailored to patients. Furthermore, the capacity of bandit algorithms for lifelong learning equips autonomous agents with the ability to adapt to the changing circumstances of the patient quickly, promising higher patient engagement and better health outcomes through more relevant interventions. To our knowledge, there is a lack of formal settings that incorporate the properties of mHealth that would allow practical and theoretical evaluation of algorithms designed for mHealth. Some of the challenges include the requirement of a good initial policy avoiding too frequent or irrelevant interventions, assessing the usefulness of features for decision-making, robustness to failure of algorithmic assumptions, and dealing with noisy or missing data [7].

• **RIII: How can prior collected data be exploited for intervention selection in Bandit settings where online learning remains a critical component to adjust for a changing environment?**

Learning rewards and environmental dynamic models from scratch can lead to unfavorable interventions during the initial stages of bandit learning. Therefore, it is desirable to leverage prior collected data to guide
initial intervention selection while continuously personalizing the interventions for each patient. Previous research has primarily focused on selecting interventions that maximize immediate reward without explicitly considering the intervention’s effectiveness in uncovering the current state of the patient, which would allow an agent to select the best intervention significantly more often. Thus, we believe it important to investigate alternative strategies that better exploit existing data to effectively uncover states while retaining strong online learning capabilities to adjust to changing patient preferences.

• **RIV:** How effective are additive noise schemes in keeping data private? In order to ensure the widespread acceptance of AI solutions, it is imperative to provide patients with a sufficient degree of privacy, safeguarding their data from third-party entities, which may also include the service provider hosting the AI solution. The importance of privacy in our increasingly interconnected world cannot be overstated, as the interlinking of personal and public information can lead to the de-anonymization of privatized data, resulting in catastrophic repercussions for individuals. We investigate the effectiveness of popular privatization schemes in their ability to achieve privacy goals, especially when additional public data might be available that renders these privatization techniques potentially ineffective. We are not only interested in ensuring privacy but also in the potential impact on the recommendation performance of privatization schemes. We investigate common schemes and suggest alternatives that promise a better privacy-performance trade-off.

### 1.2 Contributions

The overall theme of the doctoral thesis is framed from the perspective of tackling the issue of providing personalized adaptive interventions in the domain of mHealth through AI. In the following, we list the individual contributions of this thesis toward better data-driven interventions:

• We have shown, through extensive comparative experimentation, how data quality influences refill adherence estimates and provided recommendations on how to remedy data quality issues (Paper I).

• We show that while predictive performance is high in selecting patients for intervention, using EHRs and dispensation records for refill adherence prediction introduces a data bias towards patients with high healthcare utilization. Choosing patients for intervention based on prediction models that use these data sources is potentially unreliable (Paper II).
• We extracted common longitudinal medication pickup patterns through cluster analysis. Furthermore, we cross-correlated these patterns using simple simulation models of medication consumption. We show that several different consumption patterns can result in similar pickup patterns, potentially misleading when determining the necessity and type of interventions (Paper II).

• We formulate a new problem setting for mHealth in a Bandit framework, a sub-field of RL, exhibiting action order that can be exploited in case of significant context corruption. This setting simulates commonly occurring issues like context uncertainty. (Paper III).

• We develop a meta-algorithm for this setting that shows superior empirical performance compared to state-of-the-art algorithms (Paper III).

• We provide a regret lower bound for the problem setting and analyze our algorithm’s regret upper bound (Paper III).

• We frame learning with initial policies in the latent bandit problem, where a hidden state governs rewards. We develop an algorithm based on posterior sampling that chooses arms via an information-directed criterion and trajectory roll-outs (Paper IV).

• We conduct a theoretical analysis of the regret of our algorithm for the stationary and non-stationary settings, showing that sublinear regret is achieved (Paper IV).

• We test our algorithm on a large-scale real-world recommendation data set, showing the benefit of using information-gathering in improving cumulative regret. Additionally, we conduct experiments on synthetic and real-world data to determine when we benefit from using our approach, particularly when the latent state cannot be effectively uncovered without information-gathering arms (Paper IV).

• We investigate important privacy aspects in the context of latent bandits, using different strategies for providing a transition matrix to a user in a realistic deployment scenario (Paper V).

• We demonstrate the susceptibility to attacks of simple additive noise strategies and investigate alternatives with better privacy-performance trade-offs (Paper V).

• We conduct our experiments using real-world datasets, highlighting the importance of implementing tailored privatization strategies for each dataset (Paper V).
• We are the first to explore privacy concerns within a learning setup in the latent bandit context, specifically in a realistic and frequently encountered linkage attack scenario (Paper V).

Figure 1.1 depicts the research direction followed during the doctoral journey, illustrating the evolution of research ideas and the paths taken. The initial research phase was inspired by the iMedA project, which necessitated addressing specific requirements. The project involved an intervention study with actual hypertensive patients, requiring the selection of an appropriate patient pool by identifying those with inadequate levels of refill adherence. During our analysis, we identified data quality and measure definition issues, which we promptly addressed and published in an article, providing recommendations for resolving these challenges.

As the project progressed, we gained access to a substantial amount of electronic health record (EHR) data on hypertensive patients. However, a notable challenge was the infrequent updating of the research database, occurring only once every three months. This led us to explore the development of prediction models for selecting patients at risk of non-adherence in the future. The results of this study were published in a journal article. Nonetheless, we discovered significant data bias that rendered the prediction models unreliable, ultimately abandoning the idea since the task of patient selection based solely on this type of data was not possible before the intervention study.

Subsequently, our focus shifted towards the need for providing adaptive tailored interventions for the intervention study. During this phase, we contemplated various research avenues for accomplishing this goal. Ultimately, we decided to employ Reinforcement Learning (RL) for this approach, as it...
aligned well with the concept of a healthcare app and patient feedback for intervention selection. To enhance efficiency, we chose the Bandit framework over the full RL settings due to its better sample complexity, better interpretability of algorithms, and provable performance guarantees.

Further investigation into behavior change issues revealed that myopic policies are still effective in driving patient engagement, a critical factor for intervention success. Consequently, we committed to using the Bandit framework for further research, as it presented ample opportunities for novelty in exploring mHealth-specific properties, which had not been extensively studied before. Our initial studies in integrating mHealth properties into the Bandit setting resulted in the third paper, where we developed an algorithm for the setting and analyzed the regret bounds associated with both the setting and the algorithm.

During this phase, we recognized the inefficiency of learning from scratch and directed our attention toward bandit approaches that utilize prior data to more quickly provide effective interventions while retaining online learning capabilities. This led us to investigate latent bandits, wherein we developed a more efficient method of exploiting data structure for selecting the best intervention and analyzed our algorithm in terms of expected regret performance.

Toward the final stages of the thesis, we shifted the focus toward privacy concerns, which became the central theme of the last paper. We developed a realistic deployment scenario and specifically focused on the linkage-attack patterns, wherein an attacker uses third-party data to re-identify records from a dataset that has been transformed with several privacy-ensuring methods. The outcome of this research emphasized the necessity for tailored privatization strategies and improved schemes to address linkage-attack scenarios.

1.3 Ethical Approval

All studies using patient data from electronic health records had approval from the Ethics Committee in Lund (Dnr. 2018/294). Prediction studies and adherence analysis were carried out on data between 2012 and 2019 obtained from the Regional Healthcare Information Platform [8]. Consent from individual patients was obtained through opt-out. That is, an opportunity was given for patients to request the removal of their data from the analysis.

1.4 Disposition

The remainder of this thesis is organized as follows. The work is divided into two chapters, chapter 2 discusses the background for each part of the work to
familiarize the reader with relevant knowledge and prior work to understand the results better. The results are discussed in specificity in section 3. The summary of the papers is presented in chapter 4. Finally, chapter 5 concludes the thesis.
2. BACKGROUND

Significant improvements in healthcare over the last decades increased lifespan, and with it, the number of people that live with chronic conditions [9]. This development has led to allocating a significant portion of healthcare resources for the treatment and prevention of chronic illnesses, such as hypertension, stroke, coronary artery disease, and heart failure[10]. While knowledge in effective treatment of chronic conditions is ever increasing, a promising and arguably necessary approach to improve patient well-being and reduce cost is through self-management, empowering patients to manage their illness by educating and teaching individuals how to identify and solve problems related to their condition [9]. The increasing pervasiveness of digital technologies in modern societies provides fertile ground for the successful growth of new approaches that involve the individual patient in a more holistic healthcare framework towards Person-Centered-Care (PCC). One such approach focuses on using the advances in mobile phone technology to deliver tailored interventions that aim to educate, remind or help patients change their habits and attitudes towards their illness to improve outcomes.

Through the 20th century, PCC has become the de facto mantra of modern healthcare internationally, promising improved patient outcomes and increased care satisfaction [11]. PCC has been described as “understanding the patient as a unique human being” [12] and doing away with the notion that the patient is a passive receiver of care with the sole purpose of medicine being in the diagnosis, treatment, and prevention of individual diseases [13]. Through a growing body of evidence, it became more evident for healthcare providers, researchers, and policymakers that the premise of PCC constitutes a cultural shift towards the full integration of patients into medical treatment, focusing on their unique needs, goals, and experiences [14].

This thesis focuses on TeleHealth applications and Mobile Health (mHealth) in particular. The WHO defines TeleHealth as “[The] delivery of healthcare services, where patients and providers are separated by distance. TeleHealth uses information and communication technologies to exchange information for the diagnosis and treatment of diseases and injuries, research and evaluation, and for the continuing education of health professionals”. MHealth focuses on delivering healthcare services and reminders through mobile phone applications and has seen a significant increase in interest in the past decade, allowing
the easy monitoring and exchange of individual health information at any time and anywhere. Because of the popularity of health applications, researchers have focused on using this new technology to aid the vision of PCC further, integrating information about the patient’s life outside the clinical setting. This holistic view of healthcare opens many new opportunities to provide patients with needed support throughout their daily lives and reduce costly human involvement using Artificial Intelligence (AI). Some examples of mHealth applications in healthcare are: Monitoring patients’ health status [15], allowing early detection of patient deterioration [16]; Wellness applications supporting patients in leading a healthier lifestyle [17]; Applications that deliver behavior modifications to help patients change habits to improve health outcomes [18] or applications that support patients in staying adherent to their treatment plan[19]. For a comprehensive survey on mHealth applications, we refer to [20].

Through targeted digital interventions and reminders, mHealth applications provide an effective pathway to support patients with their daily medication regimens in a more personalized manner. While the idea is promising, implementing effective mobile interventions is challenging. From a patient’s perspective, intervention fatigue and engagement are important processes for intervention adherence and retention [21]. Intervention fatigue is the emotional or cognitive overload or burden associated with treatment engagement. Patients feel overwhelmed with the constant effort of managing their disease and subsequently become nonadherent to their treatment. Intervention engagement is a “multifaceted state of motivational commitment or investment in the client role over the treatment process” [22]. Both mechanisms play an important role in adherence to interventions and point towards the need to provide individualized support to which the patient is receptive given internal (e.g., current emotional state) and context-specific (e.g., location, time-of-day) factors [21][23].

From the technological perspective, systems developed for automatic intervention support need to be robust to issues idiosyncratic to both user and mobile technology. Interest in Reinforcement Learning (RL) as a framework has been growing in recent years, showing great promise for applications in mHealth. Wide-scale adoption of RL is stunted due to the sensitivity of contemporary algorithms to assumption-mismatch between environments the algorithms are designed for and the environment of mHealth. For example, when considering survey or self-report data for decision-making, systems have to deal with the completeness of the records driven by the engagement level of the users[24]. Using contextual information through mobile phone sensors might be incomplete due to an unstable wireless connection. Sensory information might also be noisy, too costly to acquire or otherwise unavailable due to
privacy concerns [7]. These issues can significantly delay learning such that a good intervention strategy might never be learned at a time when it matters. This highlights the need for algorithms and methods to act under the information uncertainty commonly encountered in mHealth. We aim to define and investigate a formal problem setting for RL that captures this information uncertainty. We investigate the effect of corrupted contextual information that prohibits the effective selection of relevant interventions and how to deal with this problem for more effective learning.

2.1 Medication Adherence

Medication nonadherence, commonly defined as the “failure of patients to take their medication as prescribed”, is a pervasive issue and significant public health concern, contributing to an increase in levels of morbidity and mortality [25]. It is estimated that the rate of medication nonadherence among people with chronic diseases lies between 30-50%, increasing the overall cost of care due to avoidable hospitalisations [26]. Medication adherence is a complex, multi-dimensional phenomenon that is influenced by a multitude of societal, health system, and personal factors, often unique to the individual circumstances of the patient. The WHO defines adherence as the interplay between five different factors or dimensions of adherence: Health system/healthcare team factors, social/economic factors, therapy-related factors, patient-related factors, and condition-related factors. The complex problem of MA is not amendable to “one-size-fits-all” solutions and requires a targeted, individual approach taking the profile of the patients along these five dimensions into account when creating the optimal intervention or treatment plan [27].

Significant efforts have been undertaken to develop interventions targeted at nonadherent patients to support and improve outcomes [28]. The challenge is identifying patients at risk of nonadherence as early as possible to maximize interventions’ effectiveness. For many cardiovascular diseases, pharmacological treatment’s timeliness and effectiveness are tightly linked, especially for secondary or tertiary prevention [6]. The cost-effective and less intrusive measurement of MA remains a key challenge. This thesis investigates indirect measures that approximate medication adherence through medication refill adherence using information such as pharmacy dispensation data. This proxy information provides a low-cost, low-burden solution, with the caveat that actual medication consumption remains unknown [29; 30]. Many medication refill adherence measures, henceforth called refill adherence, have been developed, with the Medication Possession Ratio (MPR) and Proportion of Days Covered (PDC) being the most popular ones.

MPR is one of the most commonly used adherence measures. MPR is
computed as the ratio between the number of dispensed pills over the total number of pills to be dispensed in the measurement window:

\[
MPR = \frac{\#\text{dispensed pills}}{\#\text{total pills}}
\]  

(2.1)

The MPR belongs to the Continuous Measures of medication Acquisition (CMA) since the timeliness of dispensations is not considered, only the total dispensed supply.

The PDC measure is computed as the ratio of the number of days theoretically covered by medication over the total number of days in the measurement window. A common definition is “percentage of days covered by medication” [31, 32]:

\[
PDC = 1 - \frac{\#\text{gap days}}{\text{measure window}}
\]  

(2.2)

Where \#\text{gaps days} refers to days without medication and \text{measure window} is the number of days over which MA is measured.

For digital interventions to be most effective, it is important to identify patients needing support technologies early during treatment. A key challenge is to estimate the level of adherence accurately and cost-effectively. We aim to investigate approximate measures using secondary databases, prescription and pharmacy records that promise a valid and cost-effective analysis of medication adherence.

2.2 Predictive Modeling in EHRs

EHRs are inherently retrospective data sources. That is, they contain data collected in the context of routine clinical operations and do not contain data from controlled clinical trials. As such, they are primarily used in retrospective studies to analyze and predict patient outcomes.

The outcome variable is directly extracted or purposefully constructed from EHRs. Direct extraction is done through conditional statements. For example, if primary medication adherence is the outcome of interest, we might define the target variable in the following way if prescription date - dispensation date < 30 days; target = 1 (adherent) else target=0. Some outcomes are not contained natively in EHRs and thus are not directly accessible through conditional statements but may require post-processing after extraction. For instance, refill medication adherence might be defined on individual prescriptions with varying prescription lengths. In this thesis, we define the outcome variable through external adherence measures.

\footnote{medication is picked up at the pharmacy within a set time window}
EHRs are usually comprised of information about all care visits of a patient through time. Each visit contains clinical and demographic information. For example, a patient might receive a prescription at a primary care unit. The visit would contain patient and care provider demographic information such as age, gender, primary care unit, prescriber’s age, and more. The clinical information for a visit is represented in codes representing different clinical concepts such as diagnosis, performed procedures, prescribed medications, lab tests, and vital signs. Furthermore, each visit entry may contain examination information as free text input.

While the visit data can be used directly, the resulting dimensionality of the data representation is usually very high and thus results in inefficient learning of statistical models due to the curse of dimensionality [33]. One method for dealing with high dimensional data from EHRs relies on computing features using expert knowledge to summarize or condense the high dimensional representation in human-understandable concepts. Another approach uses the power of deep neural networks to learn features that abstract higher-level concepts. While appealing from the perspective of avoiding time-consuming feature engineering, these representations are often difficult to interpret by a human. In this thesis, we mainly consider human-derived features. We leave the investigation of learned representations to future work.

2.2.1 Defining Refill Adherence

Part of the purpose of the study conducted in Paper II was to investigate the predictability of adherence as measured by the PDC via machine learning algorithms. Patients with a high probability of nonadherence could be considered for early intervention to mitigate the potential impact of long-term effects of uncontrolled hypertension [34; 35].

There are a variety of clinically relevant outcomes about adherence we can investigate for the prediction study. The adherence literature identified two types of adherence:

- **Primary Adherence**

  Patients who fill their first prescription are called primary adherent. Treatment initiation is the first important step and one of the instances where refill adherence directly maps to real medication adherence. If the patient did not pick up their medication, we can be somewhat sure that they will not take them, cases aside where the patient might procure the medication through other means. Prediction of whether patients will fill their first prescription or not might provide care providers with the ability to intervene early and address the reasons for primary non-adherence.
Secondary Adherence

Patients who take their medication as prescribed by the physician are secondary adherent. Here, we already see a difference compared to primary adherence. It is not enough to fill the medication, but it has to be taken as prescribed. In the context of refill adherence, patients would fill and refill their prescriptions regularly and on time. Naturally, the information on whether patients take their medication or not is not available in secondary database analysis. Still, irregular or a refill stop might indicate patterns of real nonadherence. Like primary nonadherence, predicting whether or not patients will inadequately fill their prescriptions can help to facilitate timely investigations into the reasons for secondary nonadherence.

Most adherence studies using secondary database analysis use these two types of adherence for prediction. An 80% threshold is commonly used in adherence and prediction studies for arbitrary or historical reasons, above which it is assumed that pharmacological treatment is effective [36, 37].

2.3 Sequential Decision Making

Sequential Decision Making is a formalism that allows the modeling of processes that require decisions or “actions” to be made within an evolving environment to achieve a specific goal. These decisions may or may not influence the state of the environment. The agent needs to be aware of what actions lead to desirable states while avoiding actions that lead to undesirable states. Many, if not all, decisions humans make daily can be viewed as sequential decision-making processes. For example, buying and selling stocks at the stock market to maximize short- or long-term profit.

Particularly interesting for the theme of this thesis, we could imagine a hospital setting where the physician needs to decide on the treatment plan of the patient. Choosing a particular step in the treatment plan will affect the health state of the patient and thus determine the health outcome positively or negatively. The physician must be aware of each step’s risks and benefits, personalized to the treated individual, and decide appropriately. In a mHealth setting, providing automated and personalized interventions is vital to keeping the patient’s interest and engagement. The decision-maker or “agent” needs to decide what series of digital interventions is interesting to the individual patient while considering the long-term effects on a performance metric, such as medication adherence level or blood pressure.

Given the ubiquitous nature of decision processes, significant focus has been placed on sequential decision-making to devise methods and algorithms
to find optimal or near-optimal decisions automatically. Great success has been achieved in complex and challenging environments, particularly in the domain of competitive games, such as Go [38], Starcraft [39], DotA 2 [40]. These environments are often unpredictable, requiring the player to perform a mixture of short-term and long-term strategies under incomplete information to be successful.

In this thesis, we focus on the bandit formulation, specifically *multi-armed bandits*, *contextual bandits*, and *latent bandits*, of RL. In this simplified setting, the agent is only concerned with maximizing cumulative immediate reward. The agent chooses the intervention that would result in the highest immediate reward, contrary to the setting where interventions might provide no (or negative) reward in the immediate but result in future states where more reward can be achieved following the agent’s policy. In the following sections, we explain common nomenclature in RL in more detail.

### 2.3.1 The Agent

The entity or system that interacts with the world and makes decisions is the so-called “agent”. The agent takes the information about the environment and decides what actions to take based on its future belief or estimate of the outcome. This information is also known as the “state” that evolves due to the agent’s action or outside influences that the agent has no control over. In the context of mobile health, the agent would be the background system that observes the state of each patient. This state could be, for example, demographic information or health-related information. Based on this information, the agent decides which intervention to deliver at a particular moment.

### 2.3.2 The Environment

The environment the agent finds itself in is, roughly speaking, everything that is external to the agent. The agent may or may not influence the environment through its actions, but in many real-world scenarios, this is often the case, such as in the hospital example described above. If the agent can affect the state of the environment, there are several scenarios in which the environment dynamics may be affected. In a stationary setting, the environment transitions into states according to a fixed set of rules to respond to the agent’s actions. These rules can be probabilistic, but the probabilities stay fixed. An agent can discover these rules over time and exploit them to optimize decision-making. In the nonstationary setting, these rules can change over time, making the problem significantly harder since experience becomes obsolete such that the agent chooses potentially sub-optimal actions.
Nonstationary is not only encountered as a feature of the environment but may manifest itself indirectly through incomplete information available to the agent for decision-making. States might look similar but need different actions. In the mHealth setting, the agent has to potentially contest with a combination of nonstationarity, incomplete information, and varying degrees of influence of actions, requiring complex approaches to action selection to perform optimally.

2.3.3 The Reward

For the agent to decide if it needs to change its behavior, it requires feedback on the “goodness” or “utility” of actions to achieve its goal. This feedback is often encoded in the so-called reward, indicating if actions lead to desirable states to solve a particular problem. Specific to our setting, improvement in blood pressure regulation is the primary goal. Given that blood pressure measurements might be infrequent and prone to errors, we might look at other metrics that we can use to define the reward. For example, the percentage of medication taken. Furthermore, patients might provide feedback for certain types of interventions that are interesting to them, allowing the agent to customize intervention selection further to improve patient engagement.

2.3.4 Behaviour or Policy

The policy is the formal description of the behavior of the agent. In essence, it operationalizes as a set of (possibly complicated) rules the agent follows at every step of interaction with the environment. There are several ways of generating policies depending on the knowledge of the environment.

One straightforward policy is not necessarily learned but provided to the agent through external means. The agent does not need external information and achieves its goal by executing a fixed plan. Fixed plans without environmental feedback are often not robust in real-world scenarios due to the environment’s occasional uncertainties. In a mHealth application, the patient’s lifestyle might change over time such that reminders at fixed times may become a nuisance. The agent must occasionally execute a plan to ask the user for an updated reminder schedule before continuing the reminder plan.

If the environmental state can change at every time step, we have the so-called stationary policy, or “universal plan” [41]. The agent uses a stationary policy, either deterministic or stochastic, to evaluate the current state of the environment and performs the action that would maximize the immediate or future reward. Complex real-world environments exhibit randomness, prohibiting exact reward prediction. In such scenarios, it is more beneficial to
consider *stochastic policies*, where the agent chooses an action from a probability distribution to maximize the expected reward. As mentioned earlier, in a mHealth setting, we face changing patient behaviors and must adopt a strategy that performs well under nonstationarity and noise.

### 2.3.5 Exploration and Exploitation

One fundamental issue in most sequential decision-making problems is the balance between the exploration and exploitation of actions. This need for balancing both aspects arises due to incomplete reward feedback. The agent only receives the reward of the chosen action; the reward of other actions is not revealed. This type of reward mechanism is often described as *bandit feedback*. This significantly delays learning since the agent needs to explore all actions for all states sufficiently often to ensure the optimal action has been chosen for the given state. When the agent explores, it deliberately chooses actions that might seem noncompetitive to confirm or revise its belief about the explored actions’ utility. When the agent exploits, it selects the action it believes would maximize its reward.

Naturally, exploring suboptimal actions will result in less reward obtained and carries the risk of affecting the environment in ways that would come with significant penalties. For instance, in mHealth applications, user engagement is paramount for interventions to be successful. Interventions that are irrelevant or timely inconvenient might cause early abandonment of the application. Furthermore, insufficient exploration can lead to habituation that significantly diminishes the effectiveness of the interventions. While the latter problem can be addressed by ensuring diversity among interventions, the former problem requires efficient exploration schemes.

### 2.3.6 mHealth Specific Challenges for Reinforcement Learning

Focus is placed on the problem of providing these interventions under domain-specific constraints that need special consideration. While promising, several challenges in mHealth make the straightforward application of contemporary RL algorithms difficult. Some challenges include the requirement of a good initial policy avoiding too frequent or irrelevant interventions, robustness to failure of algorithmic assumptions, and dealing with noisy or missing data [7]. Contemporary algorithmic solutions in RL face many issues that make their practical implementation often difficult. Recently, four major types of challenges have been identified [42].

**Fast learning in noisy contexts.** Implementing RL algorithms in practical mHealth scenarios is often difficult due to various issues. Recently, authors in [42] identified four major types of challenges in RL. These challenges can be
divided into two categories: Technical challenges stem from domain-specific constraints in mHealth applications. For example, observational variables may be missing intermittently due to factors such as a lack of GPS signal or unavailability of the phone [7]. Ensuring privacy is paramount for building trust in the system that patients are expected to use. Thus, privacy concerns may also restrict the collection of certain data or variables relevant for optimal intervention selection, negatively affecting the performance of RL algorithms susceptible to contemporary data privatization techniques.

The other category is patient-related challenges that arise from the nature of patient observations. Observations may be noisy due to erroneous feedback or adversarial behavior. That is, a patient may deliberately choose to sabotage the system. Or, more likely, the absence of feedback altogether. These noise modalities pose a significant challenge for algorithms relying on such feedback to choose interventions.

**Accommodation of model misspecification and non-stationary.** Incorrect assumptions about models that underlie the system’s behavior may lead to suboptimal performance of RL algorithms. These assumptions include, but are not limited to, linear or non-linear relationships between observations and rewards. The thesis explores methods to handle such model misspecification and improve the accuracy of choosing the correct interventions. Further, several kinds of environmental non-stationarity need to be taken into account. Patients’ behaviors can change over time, leading to a drift in the data collected. This drift can be attributed to variations in patient characteristics or external factors. As a result, the input distribution of the model may change, requiring the RL algorithm to generalize and adapt.

Further, non-stationarity may manifest as concept drift, referring to the phenomenon where the mapping between input and output changes over time. This change can occur due to various factors, such as shifts in environmental conditions or evolving treatment strategies. Dealing with concept drift in mHealth applications involves developing mechanisms to detect and adapt to changes in the relationship between variables. To address this challenge, the thesis investigates adaptation techniques and continual learning methods that enable the RL algorithm to adapt to changing mappings between input and output.

**2.3.7 Multi-Armed Bandits and Contextual Bandits**

The multi-armed bandit (MAB) problem in the area of sequential decision-making has attracted significant attention due to its applicability in many real-world areas such as clinical trails [43,44], finance [45,46], routing networks [47,48], online-advertising [49,50] and movie [51] or app recommendation [52].
The agent aims to select from a set of available actions (also known as arms) to maximize the cumulative immediate reward. Furthermore, the bandit formulation assumes no influence of actions on future rewards or states. While limiting for problems where actions may significantly influence future states and rewards, this simplified setting works well in various practical settings and enjoys provable regret guarantees and good sample complexity. The fact that behavior change is a long process such that any single intervention has a temporally limited effect gives us some leeway in estimating the long-term rewards for particular interventions [53]. This allows us to consider simpler methods with good convergence, optimality guarantees, and better interpretability than more general methods from the full RL setting that lack these properties.

Significant work has been done to design algorithms that provide an optimum or near optimum exploitation/exploration trade-off for various problem settings. Previous works have explored the context-free MAB-setting such as the stochastic variant using upper confidence bounds (UCB) operating under the principle of “optimism in the face of uncertainty” [54; 55] or Bayesian treatments using Thompson sampling[56; 57] a so-called probability matching technique.

One particular formulation of the MAB has seen significant attention in the past. This extension to the MAB problem is the Contextual Bandit (CB) problem, also known as the Multi-Armed-Bandit problem with side information or
associative reinforcement learning [58]. The agent receives a context, some description of the environmental state in the form of a feature vector, before choosing an action, effectively solving a separate MAB-problem conditioned on each context. Figure 2.1 illustrates the differences between MAB and CB schematically.

2.4 Privacy Challenges: Keeping Data Private in the Age of Big Data

In today’s increasingly interconnected and data-driven world, protecting personal information has become a critical concern. As individuals and organizations generate and store vast amounts of data, maintaining data privacy has become a challenging task. The rapid proliferation of digital platforms, coupled with advancements in data collection, storage, and analysis techniques, has given rise to numerous data privacy challenges. Maintaining data privacy requires a delicate balance between the need for data-driven insights and protecting individual privacy rights. Achieving this balance necessitates implementing robust security measures, stringent regulations, and ethical considerations.

Data privacy challenges encompass a broad spectrum of issues related to the collection, use, and storage of personal data. They include but are not limited to unauthorized access to sensitive information [59], data breaches [60], re-identification attacks [61], and the loss of individual control over personal data [62].

One specific data privacy challenge that has gained prominence in recent years is the linkage attack. This attack exploits the presence of multiple data sources or databases to identify and connect seemingly unrelated pieces of information, leading to the re-identification of individuals and the compromise of their privacy. The repercussions of data privacy breaches and linkage attacks are not merely theoretical; numerous real-world incidents have highlighted their profound impact on individuals and organizations. One notable example is the Facebook-Cambridge Analytica Scandal: In 2018, the social media giant Facebook faced a massive data breach when the personal information of over 87 million users was harvested without consent by the political consulting firm Cambridge Analytica. The firm exploited a third-party app that collected users’ data and used it to create psychographic profiles for targeted political advertising, showcasing the alarming consequences of unauthorized data linkage and usage. In the healthcare sector, where patient privacy is paramount,

1Strictly speaking, the reward predictor generalizes over a space of MAB-problems.
linkage attacks have been a major concern. A notable example occurred in 1990 when researchers demonstrated the ability to identify individuals in supposedly de-identified medical datasets by combining the data with publicly available information. A claims database containing information on 135,000 patients was subject to a re-identification attack. The attack focused on the discharge record of the Governor of Massachusetts at that time. By leveraging basic demographic details available in the Cambridge voter registration list, which was obtained for a mere $20, the governor’s record was successfully re-identified [63].

To mitigate the problem, Differential Privacy (DP) has gained widespread acceptance as a fundamental metric for quantifying and ensuring provable privacy [64]. However, DP has failed, for example, in federated learning setting [65]. Therefore, there is a need to investigate alternative or complementary privacy-preserving techniques and anonymization strategies beyond the conventional use of noise, striking a balance between privacy protection and system performance.

While there are many interesting avenues for further research, in this thesis, we focus on linkage-attack scenarios, one of the most accessible and insidious of privacy attacks—especially considering the abundance of useful auxiliary information collected in the wild that may render contemporary privatization techniques less effective.
3. RESULTS

3.1 Medication Adherence: Common Pitfalls and Prediction

From the data analysis perspective, evaluating refill adherence using administrative databases is prone to methodological pitfalls, affecting the resulting adherence values significantly enough to warrant special consideration [1]. The study conducted in Paper I highlights several measure-related and data-related pitfalls that can affect the interpretation of medication adherence (MA) and the selection of patients for intervention.

Regarding measure-related pitfalls, inconsistent operational definitions of MA measures can lead to confusion when comparing adherence values between studies. For example, the commonly used Medication Possession Ratio (MPR) measure has been defined in different ways [66], while the Prescription Dispensing Coverage (PDC) measure has also seen alternative definitions [30]. Overall, we have discovered issues with consistently naming particular measures and emphasizing in our research their important differences regarding MA measurement in EHRs.

The inclusion or exclusion of oversupply in measuring refill adherence can significantly impact the accuracy of results in both prospective and retrospective adherence studies. Including oversupply can mask nonadherence patterns, while excluding it may result in lower adherence estimates, mainly when patients delay refills due to adequate supply. However, excluding oversupply in long-term adherence monitoring can skew adherence values at individual and population levels. This is especially relevant for patients with chronic illnesses who often have access to oversupply, and targeting interventions based on inaccurate adherence measures can be inefficient and harm the provider-patient relationship.

Measurement windows and gaps also play a role in MA assessment. The fixed observation window in prospective studies and the choice of the measurement window in secondary database analysis can influence adherence estimates significantly. Ignoring that patients often delay first pickups, thus removing the crucial initiation phase from consideration, can lead to overestimating refill adherence [67]. Additionally, the operationalization of adherence
measures, particularly those with measurement windows based on dispensations, can exclude patients and skew adherence estimates. The choice of measure should be carefully considered to avoid excluding a significant number of patients and compromising accuracy.

Accurate computation of refill adherence requires addressing common data-related pitfalls. Incomplete, missing, or incorrect data entries must be corrected or imputed. Simply removing missing entries is incorrect, as patients with incomplete records should be removed from the analysis to avoid underestimating adherence [68]. Imputation of missing or incorrect values is not as straightforward as using mean or most common values. The assumption of data being missing at random or missing at completely random is often not satisfied in modern EHR databases. Imputation strategies should consider the specific characteristics and patterns of missing data.

Data correction and imputation should focus on relevant factors for adherence computation, such as the prescribed daily dose and prescription periods. Missing or incorrect prescribed daily doses can significantly affect adherence values, and simple heuristics can be used to impute missing or identify incorrect values based on the number of dispensed pills. Prescription periods, including missing end dates, require careful imputation strategies, considering the specific context and policies. Duplications, often caused by manual data entry, must be identified and addressed to prevent bias in adherence estimates, especially in multi-drug therapy. Understanding and addressing measure-related and data-related pitfalls is crucial for accurate and meaningful assessment of medication adherence in EHRs.

Resolving these issues is the first important step when predicting MA with data-driven methods. Unfortunately for the Data Scientist, the reasons for nonadherence to medication can be manifold; many are not contained in EHRs. This limitation makes it significantly harder to predict refill adherence with any specificity. While demographic factors are available, critical patient-related factors or behavioral factors such as “stress”, “being busy”, “healthcare satisfaction” or “treatment burden” are not directly available. Some of these individual factors can be approximated to some extent through healthcare utilization patterns in the form of visits to primary care centers, hospitals, and emergency rooms. The number of concurrent prescriptions and drug variety might approximate the treatment burden.

Our study found a surprisingly high overall model discriminability, with the area under the curve ranging from 0.78 to 0.91 on the test sets. The presence of an oversupply of medication had the most significant impact on model decisions, as higher oversupply values correlated with increased adherence. Notably, patients who regularly refilled their prescriptions tended to accumulate a substantial supply, further contributing to their adherence. Reserving the
latest prescription of a patient in the test set and taking the rest for the training set, which excludes new patients, achieved the best performance on the test set. Still, it showed a bias towards patients already several years into treatment and likely to be adherent. Predictive performance was modest for patients with a single prescription, and clinical predictors showed a weak correlation with future medication adherence. Models struggled to predict adherence for patients with missing previous information or a sudden drop in adherence, showing a bias towards patients with regular follow-ups. However, adding historical information improved prediction performance, emphasizing past adherence as one of the strongest predictors of future adherence.

These results also show a clear bias towards patients who remain in treatment with regular follow-ups, i.e., patients who remain refill adherent continue to utilize healthcare resources, generating a data bias towards adherence. The fact that patients had regular checkups in the past provides increased confidence that they remain refill adherent, as evidenced by past adherence being among the strongest predictors. While predicting adherence might provide a way of selecting patients for intervention, we have discovered that models developed on comprehensive EHRs may be unreliable for patients without treatment history or sudden changes in adherence.

3.2 A Problem Setting for mHealth

The contextual setting we primarily consider is mHealth, where users’ needs and wants are partially determined by a hidden and evolving state, for example. Depending on the state, different interventions might be required, e.g., some users are significantly affected by stress and may need a particular type of stress-coping techniques. In contrast, others may experience stress less severely, where general advice might be enough [69]. The underlying state may induce a natural ordering of actions as the users transition through different “levels” or “stages” that require specific interventions. Additionally, we can see the hidden underlying state as the different stages people may go through when forming habits, such as initiation, learning, or maintenance phase, requiring different interventions or intervention strategies [70].

Furthermore, we have mentioned earlier that the inherent nonstationary in mHealth poses a problem for simple MAB approaches. We presented one solution to this problem using contextual information leading to the CB formulation. In our setting of mHealth, we expect users not to know their state perfectly and provide the agent with a noisy estimate of the state or potentially completely irrelevant context that can significantly affect the agent’s decision-making. This introduced nonstationary through incomplete information, masking changes in the context to reward mapping or misleading the agent to pro-
vide an intervention that is not appropriate anymore.

To tackle the issue of decision-making in environments that exhibit the properties mentioned above of context uncertainty and action order, we extend a previously described problem setting. In the previous setting, see [71], the agent needs to deal with corrupted contexts where the information content is entirely and irreversibly lost. With probability $p$, the agent receives a corrupted context. The arbitrary corruption function $\nu : X \rightarrow X$ governs how the context is corrupted and is unknown and non-retrievable. The context the agent receives at every time step is defined as

$$\hat{x}_t = \begin{cases} v(x_t) \quad \text{with probability} \quad p \\ x_t \quad \text{with probability} \quad 1 - p. \end{cases}$$

We extend this problem setting to include several users that can provide context at varying degrees of corruption. Additionally, to incorporate the intuition of stages patients might go through, the hidden state evolves in a Markovian manner; that is, the previous state at $t - 1$ fully determines the current state at $t$. Each state is associated with a specific action. Coupled with the Markovian state evolution, this defines a sequence of actions as patients transition through different stages or levels. In protocol [71] we present a high-level description of our problem setting.

**Protocol 1 Problem Protocol**

1:  procedure PROTOCOL.
2:   for $t = 1, 2, \ldots, T$ do
3:     for user $i \in I$ do
4:       the environment generates context $x_{i,t}$ from state $s_{i,t}$
5:       the context is corrupted $\hat{x}_{i,t} = v(x_{i,t})$ with probability $p_{i,t}$
6:       the agent chooses an action $a_{i,t} = \pi(\hat{x}_{i,t})$
7:       the environment reveals the reward $r_{i,t}$
8:       the state $s_i$ is updated: $s_{i,t+1} = \phi(r_{i,t}, s_{i,t})$ \> “Markovian sampling” of next state
9:     policy $\pi$ of the agent is updated

At each iteration and for every user, the environment generates the context $x_{i,t}$ of user $i$ from the underlying state $s_{i,t}$. It corrupts it with probability $p_{i,t}$. The corrupted context is observed by the agent, which chooses an action $a_{i,t}$ to play according to its policy. The environment reveals the action-reward $r_{i,t}$ and updates the state for user $i$. Finally, the agent updates its policy $\pi$.

3.2.1 Regret Bounds of the Problem Setting

From a scientific view, particularly in the literature on bandit algorithms, we are quite interested in what we can expect regarding algorithmic performance. More specifically, we would like to ask: “Given the definition of regret, what is
the minimum amount of regret I can expect in this setting provided that we can find the best algorithm?”. Answering this question and comparing the regret bounds with our developed algorithms gives us a hint as to whether we are on the right track to solve the problem perfectly. While these are purely theoretical questions, they give a unique and mathematically rigorous insight into why certain decision problems are hard to solve. Thus, it is of scientific interest to analyze our developed problem setting regarding minimum achievable regret bounds. Detailed proofs are given in the respective paper. Here, we discuss the results and their implications.

Regret Lower Bound

We generally expect the number of state changes to be of the order less than $T$, justified by the domain-specific phenomenon that people recurrently traverse different stages of behavior change, spending longer and longer time in the "Maintenance" or "Terminal" stage [73]. This assumption is essential for context-free algorithms to achieve sublinear regret. It is particularly relevant in our setting with corrupted contexts, where we may need to rely on context-free algorithms to make decisions.

In essence, our problem setting exhibits both properties of the contextual bandit problem and the restless Markov bandit problem. We expect either the contextual bandit lower bound or switching Markov bandit lower bound to hold. We first analyze the contextual and context-free settings and combine them later in our final result.

**Theorem 1.** For any context-free algorithm, the regret after $T$ time steps in the CBCCAC setting, for any $K > 1$, minimum sub-optimally gap $\Delta_{\min}$ for all actions, number of state changes $L$, number of states $S$ and minimum detectable change $\varepsilon_{\min} > \Delta_{\min}$ in mean reward, is lower bounded by

$$E[R(T)] \geq O \left( \sqrt{SKT} + \frac{\Delta_{\min} \sqrt{KL}}{\varepsilon_{\min}} \right),$$

with

$$E[\tilde{L}] \leq L.$$ 

**Proof Sketch.** We have $S$ distinct learning problems in the latent bandit setting. Each problem incurs a regret of order $\Omega(\sqrt{KT/S})$ if the learner spends $T/S$ time steps in each state. Summing over all states gives a regret bound of $\Omega(\sqrt{SKT})$. However, our setting lacks direct state observation, requiring the detection of state switches.
To detect a change, approximately $n_c = O(1/\epsilon^2)$ samples are needed. Before detecting a change, the regret incurred is $\Delta\sqrt{KT/L}/\epsilon$, where $\Delta$ represents the sub-optimally gap, or the difference in rewards between two actions that are compared. $\epsilon$ is the minimum detectable change. Summing over all changes gives a regret contribution of $\Delta\sqrt{KT\tilde{L}/\epsilon}$.

By storing information about action reward distributions for each visited state, the problem reduces to determining the current hidden state. Utilizing the collected history of action rewards when revisiting states avoids relearning from scratch. The number of state switches $L$ becomes the number of switches into unique states $\tilde{L}$, which can be much smaller than $L$. Combining both contributions with a minimum sub-optimally gap $\Delta_{\text{min}}$ and minimum detectable change $\epsilon_{\text{min}}$ yields the final result.

We now consider the case where policies can exploit the context, therefore “detecting” changes in the reward distributions of actions. For the case where $p = 0$, the context is a perfectly reliable way of detecting whether the state has changed. We use the result from [71] for this scenario.

**Lemma 1.** [71] For any algorithm solving the CBCC problem with context size $d$, with $(1 - p_{\nu})$ and $0 \leq p_{\nu} \leq 1$ there exists a constant $\gamma > 0$, such that the lower bound of the expected regret accumulated by the algorithm over $T$ iterations is lower-bounded as follows: $E[R(T)] \geq \gamma\sqrt{Td}$. where $p_{\nu}$ is the probability that the context is corrupted by an unknown function $\nu$.

We arrive at our final result by combining the results from the analysis of context-free and contextual settings. For the CBCCAC setting, the lower bound depends on the context size $d$, the number of actions $K$ and states $S$, and the total number of state switches into unique states $\tilde{L}$. Contextual or context-free cases then dominate the lower bound. We get for the lower bound.

**Theorem 2.** For any context or context-free algorithm, the regret after $T$ time steps in the CBCCAC setting, for any $K > 1$, minimum sub-optimally gap $\Delta_{\text{min}}$ for all actions, number of state changes $L$, number of states $S$ and minimum detectable change $\epsilon_{\text{min}} > \Delta_{\text{min}}$ in mean reward, context size $d$, with $(1 - p_{\nu})$ and $0 \leq p_{\nu} \leq 1$ and constant $\gamma > 0$, is lower bounded by

$$E[R(T)] \geq \min \left\{ \gamma\sqrt{Td}, \sqrt{SKT} + \frac{\Delta_{\text{min}}\sqrt{KT\tilde{L}}}{\epsilon_{\text{min}}} \right\}.$$  

These results lead us to the conclusion that there exists either a contextual bandit or multi-armed bandit algorithm that solves the problem setting perfectly. While an interesting result, it also highlights that there might not be
a combination strategy that achieves better results than any tuned single algorithm, at least in expectation over an infinite time horizon. Nevertheless, from a practical point of view, it is still more desirable to have an algorithm that adjusts its strategy depending on the current state of the problem setting. More specifically, an algorithm that can effectively choose between different strategies that perform best over some period of time. The tricky part here is how to optimally corral several algorithms to achieve this goal, which is an open question in the bandit literature. In this thesis, we have explored several combination strategies with promising results, although a finite time horizon analysis is reserved for future work.

3.2.2 Regret Upper Bound of COMBINE-UCB

Now we turn to the regret our algorithm archives in the problem setting. Our proposed algorithm combines two algorithms using a gradient bandit strategy. The upper bound of COMBINE depends on the algorithms used. We analyze COMBINE for the UCB instantiation, that is, COMBINE-UCB. It uses a gradient bandit to select between the LinUCB algorithm and a nonstationary UCB bandit algorithm we call NUCB for the remainder of this section. We carry out the analysis using the D-UCB algorithm for NUCB. D-UCB computes the discounted average action reward as \( \tilde{R}_t(a) = \sum_{\tau=0}^{t} 1(J_\tau = a)\gamma^{t-\tau}r_\tau(a) \), where \( J \) is the sequence of action choices up to time \( t \), \( 1 \) is the indicator function and \( \gamma \in (0, 1] \) is the discount factor. D-UCB also discounts the number of action plays computed as \( N_t(a) = \sum_{\tau=0}^{t} 1(J_\tau = a)\gamma^{t-\tau} \) [74]. While the multi-armed bandit in our implementation does not discount the number of action plays, it is possible to modify the exploration parameter \( \alpha_B \) to a time-dependent version to achieve the same behavior as D-UCB (see Paper III for details). With this modified exploration parameter, we can rely on previous results.

**Theorem 3.** The regret of COMBINE-UCB, using exploration parameter \( \alpha'_B(t) \), is upper bounded with probability \( 1 - \delta \) by

\[
\mathbb{E}[R(T)] \leq \sqrt{(\tau_1)d \log^3(KT \log(\tau_1)/\delta)} + \mathbb{E}[\beta](T - \tau_1)^{(1+\eta)/2} \log(T - \tau_1),
\]

with

\[
\mathbb{E}[\beta] \leq K.
\]

From this analysis, COMBINE using D-UCB matches the lower bound up to logarithmic factors when the gradient bandit settles on either LinUCB or NUCB eventually. Otherwise, if a dynamic equilibrium between the two policies is reached, we get an upper bound that matches the lower bound up to an additional \( \sqrt{\mathbb{E}[\beta]} \) factor, being \( \sqrt{K} \) in the worst case.
3.3 Exploiting Prior Collected Data: The Latent Bandit Problem

The problem with contextual bandits is the need for learning from scratch, albeit there exist some ad-hoc methods for policy initialization, such as optimistic value initialization for UCB-type algorithms or enforcing a prior distribution on Thompson Sampling algorithms. The framework does not explicitly account for the use of previously collected data to choose actions with higher rewards while avoiding noncompetitive actions deliberately. In mHealth, we would like to minimize the time it takes to choose from a set of “good enough” interventions while continuing to personalize and improve recommendations over time. To facilitate this vision, it is helpful to think about this problem from the perspective of utilizing available information to inform initial policy generation. Given some amount of offline data is available to construct suitable environmental and reward models, for example, from a user study with non-personalized interventions or simply by defining expert-driven rules that can be incorporated into a suitable reward model, the agent can use these models to more deliberately choose from a set of good interventions and avoid learning from scratch.

The problem can be more formally defined under the so-called latent bandit problem. An additional property of this setting is the dependence of the reward distributions on a hidden underlying state. An extension to the latent bandit setting considers the possibility of changing states studied under the non-stationary latent bandits introduced by [75]. It is quite common in practice that the latent state is subject to change, abrupt or gradual, as time progresses, e.g., a patient might be interested in a particular set of interventions for a shorter or longer period.

We formally defined the non-stationary latent bandit problem.

The (non-stationary) latent bandit [75] is an online learning problem with bandit feedback. That is, only the reward of the chosen action is revealed to the agent. The process goes as follows. At every time step \( t = 1, 2, \ldots, n \):

1. the agent receives context \( X_t \in \mathcal{X} \).

2. the agent chooses an action \( A_t \in \mathcal{A} \) according to its policy, mapping history \( H_t = (X_1, A_1, R_1, \ldots, X_{t-1}, A_{t-1}, R_{t-1}) \) and context \( X_t \) to actions in \( \mathcal{A} \).

3. the environment reveals the reward \( R^A_t \in \mathbb{R} \) according to the joint conditional reward distribution \( P(\cdot | A, X, S; \theta) \), parameterized by \( \theta \in \Theta \), where \( \Theta \) is the space of plausible reward models.
The initial latent state $S_t \in \mathcal{S}$ is sampled according to a prior distribution $S_1 \sim P_1(s)$ and evolves according to parameterized transition kernel $P(S|S_{t-1}; \phi)$, with $\phi \in \mathbb{R}^{[\mathcal{S}] \times [\mathcal{S}]}$, that maps the current state to a distribution over next states. Unlike the full reinforcement learning setting, the agent does not affect the environment dynamics through its actions. Only the current state determines the distribution over the next latent state. We define the mean reward of action $A_t$ in context $X_t$ and latent state $S_t$ under the model parameters $\theta^*$, as $\mu(A_t, X_t, S_t; \theta^*) = \mathbb{E}_{R \sim P(R|\cdot)}[R]$. Since the reward model is provided in the latent bandit setting, there are no strong assumptions placed on the form of $P(\cdot|A, X, S; \theta)$, which can be an arbitrarily complex function of $\theta$ and contexts $X$ can come from an arbitrary process. We only assume that the rewards for a particular $A_t$, $X_t$ and $S_t$ are Gaussian distributed, with mean $\mu(A_t, X_t, S_t; \theta^*)$ and variance proxy $\sigma^2$.

The performance of a bandit algorithm is measured through the regret an agent incurs by choosing a sub-optimal action at time step $t$. Given the latent state $s^*$, we define $A^*_t = \arg\max_{a \in A} \mu(a, X_t, s^*; \theta^*)$ as the optimal action as a function of context $X_t$ and parameters $\theta^*$.

We define the regret non-stationary latent bandit problem as: For a fixed latent state sequence $s_{1:n} \in \mathcal{S}^n$, the expected n-time step regret is defined as

$$R(n, \phi^*, S_{1:n}) = \mathbb{E} \left[ \sum_{i=1}^{n} \mu(A^*_t, X_t, S_t; \theta^*) - \mu(A_t, X_t, S_t; \theta^*) \right]. \quad (3.1)$$

We consider the Bayes regret, computing the n-time step regret as an expectation over latent state randomness. The n-time step Bayes regret for the non-stationary setting is defined as

$$BR(n; \theta^*; \phi^*) = \mathbb{E}_{s_{1:n} \sim \phi} [R(n, \phi^*, S_{1:n})|\theta^*, \phi^*]. \quad (3.2)$$

Note that the Bayes regret is a much weaker benchmark than the dynamic regret. It does not consider instances where our developed algorithm might perform very poorly. Nonetheless, it is an often realistic benchmark to compare against since we are more interested in a particular solution that performs well on average. Thus, most users should be fairly satisfied with the recommendation performance.

3.3.1 Actively Choosing the Action that Maximized State Discriminability

In this example, we aim to demonstrate the advantages of using information-gathering techniques to identify states quickly. Consider a scenario where two
Figure 3.1: Qualitative example scenario where the highest-reward action is not ideal for quick identification of the state, leading to significant regret over longer periods of time.

Figure 3.2: Belief state using cumulative regret from action $a_1$ and $a_2$ exclusively (dashed) and using action 3 occasionally (solid). Information-gathering helps to reduce regret through better state identification.
states determine the expected rewards for movies and the movies are categorized into three genres. One genre has high rewards in both states, while another genre has high rewards in one state and low rewards in the other. The agent operates under the assumption of a stationary latent bandit setting, where it knows the reward model but not the underlying state.

Previous approaches suggested considering movies that would score highly in both states. However, this strategy takes a long time to identify the true state despite minimizing regret in the short term. The agent faces difficulty in discerning the latent state from the received rewards. Uncertainty in the agent’s belief state leads to sub-optimal movie recommendations given the true state, resulting in higher cumulative regret.

To illustrate this, we present reward distributions for the movie genres. Movies from genres 1 and 2 have similar rewards, while genre 3 exhibits significant differences between the two states shown in figure 3.1. From the agent’s perspective, feedback from genres 1 and 2 could originate from either state. The agent’s belief uncertainty often leads to continuously recommending sub-optimal movies from genre 2, despite the overall high cumulative reward shown in figure 3.2.

Exploiting Structure: Resolving State Confusion

The principal idea of using informative actions to resolve state confusion can be attributed, at least in some part, to contemporary methods, particularly regarding Information-directed sampling in the bandit literature. Information-directed sampling (IDS) has been presented as an alternative approach to commonly used upper-confidence-bound and posterior sampling techniques to solve the exploration-exploitation trade-off in bandit problems [76]. The strategy involves minimizing the ratio between squared expected single-period regret and a measure of information gain. IDS has outperformed UCB and TS strategies in environments where knowledge about the reward gained from one action informs the reward of other actions. This general idea can be exploited to resolve state confusion in the following way. We compute a metric akin to the information ratio. When gathering information, the algorithm chooses the action that maximizes the ratio.

\[
\Psi_{\text{max}} = \arg\max_{a \in A} \frac{\bar{D}_{KL}(a)}{\Delta \bar{R}^2(a)} \tag{3.3}
\]

For normally distributed action rewards, the KL-divergence \( D_{KL}(P||Q) \) is defined as
where $\mu_1$ and $\mu_2$ are the mean rewards and $\sigma_1$ and $\sigma_2$ are the reward standard deviations of the actions to be compared. Naturally, we can do pairwise comparisons between all actions and compute an average $\bar{D}_{KL}(a)$ for each action, encoding how “different” the action’s reward distribution is compared to other actions.

$\Psi_{\text{max}}$ encodes the intuition of the usefulness of an action for information-gathering. Only choosing the action that maximizes this ratio is insufficient since such a strategy is too myopic and may not work well for our problem setting. We would select an action with a sub-optimal reward too often, where it might not be necessary. The possible solution is to consider future time steps and ask: Am I better off with or without information-gathering? We can answer this question more precisely in the following way. Let $a^e$ be the action that maximizes $\Psi_{\text{max}}$ if $a^e$ differs from the action $a_t$ chosen by maximizing over the belief state. Then, compute the future reward of both $a_t$ and $a^e$ and choose the action that maximizes the reward over $t'$ time steps.

This procedure is the core of our algorithm, which we call Active Greedy Exploration Model-Based Thompson Sampling (AGEmTS). AGEmTS extends the state-of-the-art posterior sampling algorithm mTS to take into account the relationship between reward distributions as well the transition model to choose action more deliberately and gain a significant performance advantage. The details of the algorithm can be found in Paper IV. How much we can expect our algorithm to generalize is discussed in the next section.

3.3.2 Theoretical analysis of AGEmTS

It is important to evaluate if the extension to the original mTS algorithm still retains sub-linear regret while at the same time improving regret significantly. The full proof is given in paper IV, but here we provide a shorter proof.

It is instructive to think about the problem from the stationary perspective before looking at the non-stationary setting. Under some conditions, AGEmTS may behave the same as mTS. We may not need to sample an information-gathering action if no significant state confusion exists. The two cases where information-gathering is unnecessary are

1. AGEmTS did not choose an information-gathering action. The states are challenging to distinguish. Over many samples, the agent has settled on the true latent state.
2. The reward distributions of actions are significantly different between states. Thus it is easy to distinguish them.

For the second case, AGEmTS will see no benefit in selecting an information-gathering action in most cases since the agent is never significantly confused. Suppose by an unlikely sequence of rewards. The agent cannot accurately determine what state the environment is in. In that case, it may not gather information if the potential loss in reward is not justifiable for the amount of entropy reduction in the belief state. Thus, the agent reverts to the behavior of mTS. Now, what about the event our estimation fails? AGEmTS may sample an information-gathering action unnecessarily, and we incur additional regret.

The idea here is to bound the probability of the estimation failing. While the information structure of the problem seems to be quite complex, previous work utilizes so-called martingale difference sequences that allow estimating the probability that the sum of random variables strays from its expectation by some number \( \varepsilon \), provided that the random variables form a martingale difference sequence. More formally, this is stated in Proposition 1.

**Proposition 1.** Let \( (Y_t)_{t \in [n]} \) be a martingale difference sequence with respect to filtration \( (\mathcal{F}_t)_{t \in [n]} \), that is \( \mathbb{E}[Y_t | \mathcal{F}_{t-1}] = 0 \) for any \( t \in [n] \). Let \( Y_t | \mathcal{F}_t \) be \( \sigma^2 \)-sub-Gaussian for any \( t \in [n] \). Then for any \( \varepsilon > 0 \),

\[
\mathbb{P} \left( \left| \sum_{t=1}^{n} Y_t \right| \geq \varepsilon \right) \leq 2 \exp \left( -\frac{\varepsilon^2}{2n\sigma^2} \right) .
\]

The task is to cleverly define the random variable \( Y_t(s) \) so we have a martingale difference sequence and can apply Proposition 1 for our analysis. This can easily be achieved by defining \( Y_t(s) = \mu(A_t, X_t, s_t; \theta^*) - R_t \), where \( R_t \) is the realized reward at time step \( t \). This definition does exactly what we need. We compare the sum of realized rewards to the sum of the expected reward, forming a martingale difference sequence. There is another technicality that is important for the proof. We need \( Y_t \) to be \( \sigma^2 \)-sub-Gaussian. Intuitively, the reward follows a sub-gaussian distribution with a tail-decay at least as fast as a normal Gaussian. Note that according to this definition, a Gaussian is also a sub-Gaussian. This requirement of sub-Gaussianity is only a small obstacle, and in fact, it is commonly assumed in the literature that rewards are sub-Gaussian distributed.

Without going further into technicalities, the next steps are the following. Defining \( Y_t \) allows us to estimate the probability that the estimated total cumulative reward deviates from the empirical sum by some \( \varepsilon \). This tool quantifies
the probability of making a mistake and AGEmTS commits to information gathering. As soon as we have this probability, we can judge if estimation failure will have a significant impact on the regret bound of our algorithm.

To continue the intuitive proof, let’s look at the event that $Y_t$ is close to 0 with some confidence radius $\delta$ and define all time steps where this is true as $E_t$. We can similarly define all time steps where this is not true as event $\bar{E}_t$, according to Proposition 3 by [75]. The probability of $\bar{E}_t$ is $P(\bar{E}) \leq 2|S|n^{-1}$. This probability is already relatively low and decays even more as the number of time steps increases. Further, note that AGEmTS does two reward estimations. We make an error if the confidence intervals of both expected reward estimates overlap, and we cannot be confident that the expected improvement over vanilla mTS is achieved with high probability. Thus, we bound the probability that both estimations exceed their confidence radius of $\delta$. Both of these estimations are independent of each other. Thus, we have the probability that both events will occur:

$$P(\bar{E}_{mTS} \cup \bar{E}_{AGEmTS}) = P(\bar{E}_{mTS})P(\bar{E}_{AGEmTS}) \leq 4|S|^2n^{-2}.$$  

This probability is exceedingly low and does not contribute significantly to the regret for a reasonable time horizon $n$. There is something to be said about the confidence $\delta$ needing to increase as $n$ increases to ensure that the results of Proposition 3 hold. In practice, we have noticed that a dynamic confidence radius leads to very conservative behavior where AGEmTS rarely does information gathering, so constant thresholds did result in better regret - A small cautionary tale of the difference between theory and practice. The next step is to estimate the potential gain when using information gathering, essentially estimating the problem-dependent constant that allows AGEmTS to outperform mTS. The proof is quite technical, but it boils down to the following. The roll-out procedure has an upper bound on how often an information-gathering action is selected. AGEmTS chooses information-gathering if

1. The entropy of the belief state is $H(P_t) \geq 1$.
2. The expected regret gain $R^{ig} - R^{ps} > R_u$.
3. Information gathering is simulated during each roll-out to compute $R^{ig}$ if and only if $R^{ig}_t - R^{ps}_t > R_u$ at current time step $t$, which further limits information gathering.

Event 1. is the most important for our analysis since AGEmTS may never select an information-gathering action if the condition is not met, thus determining the maximum number of information-gathering action selections. Using the posterior over the belief state, we can estimate the expected change in the direction of the true latent state via a differential equation.
\[
\frac{\delta P_t(s_0, a_t)}{\delta t} = \frac{P_t(s_0)P(r_{a_t}|a_t, x_t, s_0; \theta^*)}{P_t(s_0)P(r_{a_t}|a_t, x_t, s_0; \theta^*) + (1 - P_t(s_0))P(r_{a_t}|a_t, x_t, s_1; \theta^*)} - P_t(s_0).
\]

Conversely \[
\frac{\delta P_t(s_1, a_t)}{\delta t} = -\frac{\delta P_t(s_1, a_t)}{\delta t}
\]
for state \(s_1\).

Now, this equation is a difficult-to-solve nonlinear first-order differential equation. The idea here is to linearly approximate it, which results in a much easier-to-solve linear first-order differential equation. Due to approximations, we get a slightly worse problem-dependent constant than the algorithm might actually exhibit, a caveat we must live with until an improved analysis.

In the end, the regret-upper bound for the stationary setting, including the problem-dependent constants, can be estimated as

\[
\int_{t=0}^{n-1} (1 - \tilde{P}_t(s_0, a_t)) dt = \int_{t=0}^{n-1} \frac{e^{-t\tanh(d/2)}}{e^c + 1} dt
\]

\[
= \frac{\tanh(d/2)(1 - e^{-(n-1)\tanh(d/2)})}{1 + e^{c}}.
\]

The analysis next step is to analyze the more interesting, non-stationary setting. The analysis shifts slightly toward the scenario that we have to deal with several stationary segments instead of only one segment. From the perspective of figuring out the regret of AGEtMS, it is interesting to consider the scenario where we sample an information-gathering action one time step before the environment switches to another state. Thus, the information we have gathered is completely outdated, and we may need to wait until we reach the uniform belief state again to sample another information-gathering action. Naturally, this is the worst-case scenario, where we have invested resources to gather information but essentially have no payout, and even worse, be very confident in our current belief state and choose detrimental actions. In this worst-case scenario, we would like to know how much additional regret we can expect when making such a mistake using AGEtMS. We can perform a similar analysis as in the stationary case using the linearly approximated derivative of belief state posterior, computing the number of time steps we select the wrong state as

\[
N(s_0) = \int_{t=0}^{\log(\frac{1}{\sigma}) + c\log(\frac{1}{\sigma})} 1 - \tilde{P}_t(s_0) dt = \frac{1}{2} \coth(d/2) \left(2e + 2\log\left((2e)^{-1}\right) - 1\right).
\]

As an example, if we let \(\varepsilon = P_0(s_0) = 0.001, \Delta \mu_{s_1} = \Delta \mu_{s_0} = 0.05, \sigma = 0.5\), we have \(t \approx 1140\). The time to reach a uniform belief state can be several times longer than the expected length of stationary segments. These results shake our
belief in the algorithm, but remember: This happens if we are very unlucky with our timing regarding the information-gathering action. More typically, AGEmTS should resolve confusion before the state switches, and we can gain an advantage. To prove this, we can now include the influence of the transition matrix, which was omitted due to the assumption of stationarity. Again, we use the derivative of the state belief to estimate the number of time steps we need to reach the uniform belief state. To allow a closed-form solution, we turn again towards approximation. Since the transition matrix is assumed to be fixed, we can approximate the derivative of the belief state in the following: \( \frac{\delta P_t^m(s_0)}{\delta t} = P_t(s_0)P(s_0|s_0) - P_t(s_0) \). This is an interesting approximation since it would give us the upper bound on the expected number of time steps before a uniform belief state is reached as \( t = -\frac{\log(2)}{\log(p_{s_0})} \), which is \( \geq \log(2) \) as much as the expected time steps between transitions. So far so good, but when does this approximation hold? Using a convexity argument and letting \( P(r_t|a_t,x_t,s_0; \theta^*) = q \) and \( P(r_t|a_t,x_t,s_1; \theta^*) = p \), we can compute:

\[
\begin{align*}
\frac{1}{2}(P(s_0|s_0)q + P(s_0|s_1)p) - P_t(s_0) &= \frac{1}{2}P(s_0|s_0) - P_t(s_0) \\
\frac{2(P(s_0|s_0)q + P(s_0|s_1)p)}{(q+p)} &= P(s_0|s_0) \\
\Rightarrow \frac{q}{p} &= 3 - \frac{2}{P(s_0|s_0)}, \ p > 0 \land P(s_0|s_0) \geq \frac{2}{3}.
\end{align*}
\] (3.10)

Given that the relatively mild conditions in equation [3.10] are satisfied, \( \frac{\delta P_t^m(s_0)}{\delta t} \) is an upper bound in the interval \([0.5, 1] \). This result shows that the number of time steps needed before an information-gathering action may be considered is bounded by \(-\frac{\log(2)}{\log(p_{s_0})}\). Thus, given that the state changes are not too fast, i.e., \( P(s_0|s_0) \geq \frac{2}{3} \), the algorithm selects an information-gathering arm quite some time before we expect a switch in the state, and thus, benefits from better state identification for arm selection.
3.4 Privacy aspects exemplified in the latent bandit setting

In this section, we outline the recommendation system and the linkage attack scenario. The system aims to provide personalized recommendations to users, such as music, movies, or mobile health interventions. Users receive recommendations from an agent, and the system adapts to their changing states. Figure 3.3 demonstrates the information-sharing process among users, the learning setup, and the adversary. A centralized server handles the distribution of transition matrices, authenticating agent identities. Agents form a learning group and share anonymized transition matrices, forming dataset \( D \) (A). New agents initiate the learning process by requesting a suitable transition matrix from the server (B).

The adversary, pretending to be a new user, communicates with the server and obtains different transition matrices. This leads to the construction of an anonymized dataset \( \hat{D} \) containing transition matrices of all users in the learning group (C). The adversary’s goal is to match collected auxiliary information with the full transition matrices in \( \hat{D} \) (D).

3.4.1 Data anonymization

Data anonymization employs various techniques to safeguard sensitive information while maintaining data utility. Common strategies that have been explored in the literature include randomization, K-anonymity [77], differential privacy [64], data masking and tokenization, generalization and suppression, and secure multi-party computation [78].

For the thesis, we are mainly concerned with strategies that manipulate
the data to ensure privacy. In particular: randomization; introducing noise or
perturbation to the data, preventing the identification of individuals. Gener-
alization and suppression: replacing specific values with more generalized or
aggregated values, for example, replacing exact ages with age ranges or replac-
ing precise geographic locations with broader regions. Specifically, we ask the
question: given that an attacker has access to privatized data, how likely is
it that an individual record is de-anonymized using publicly available data?
This question is explored in the context of recommendation systems based on
sharing some privatized data or models.

We implement the mechanisms of randomization by adding controlled
noise to the data. Specifically, sensitive information is anonymized via a
Laplace noise mechanism. More formally, we define the noisy version of the
transition matrix as

\[ \hat{r} = r + w \cdot Z(\epsilon), \forall r \in D, \]

where \( Z \) is a random draw from a Laplace distribution with mean 0 and \( \epsilon \)
variance, and \( w \) represents the weight of the added noise to individual cells and
can be chosen arbitrarily. Adding noise in such a fashion has the advantage of
controlling the level of noise added to specific attributes. For example, if we
define the weight \( w \) as

\[ w = (w_1, \ldots, w_d) = \left( \frac{1}{H(X_i)}, \ldots, \frac{1}{H(X_d)} \right), \]

with \( w_i \in [0, \infty) \) and entropy \( H(X_i) = \sum_{x_i \in X_i} P(X_i = x_i) \log P(X_i = x_i) \), we can
encode the concept of “uniqueness” regarding the cell’s value distribution in
the dataset. The more unique the cell value of a user’s transition matrix, the
more noise is added. This level of noise control is highly advantageous in
finding an optimal trade-off between privacy and performance.

Another method for adding noise, albeit less controllable, is lossy com-
pression. In our study, we look at truncated singular value decomposition
(tSVD), widely used for matrix approximation. By considering only the top-\( k \)
eigenvalues, tSVD compresses the information in the transition matrix while
preserving essential information for approximate reconstruction. Specifically,
tSVD solves the problem of approximating the transition matrix \( r \) with an-
other matrix \( \tilde{r} \) by minimizing the Frobenius norm \( ||r - \tilde{r}||_F \) subject to the con-
straint that \( \text{rank}(\tilde{r}) \) is equal to \( k \) \[79\]. Unfortunately, it is often not clear if
sensitive information is effectively anatomized via lossy compression, leaving
user data potentially open to re-identification attacks. Further, as demonstrated
in our experiments, lossy compression often removes a significant amount
of performance-relevant information, resulting in an unfavorable balance be-
tween privacy and regret.

Besides adding noise to individual records, we can employ methods of
generalization and suppression via data aggregation. Averaging has the effect
of hiding user-specific information since rare cell values are changed more toward the population average. Our results demonstrate that clustering offers a favorable balance between privacy and regret compared to nearest-neighbor approaches at a given privacy level. Clustering significantly enhances privacy, even if no noise is added to the cluster average, and in combination with noise, it outperforms all the other methods.

The results are shown in figure 3.4 for the CASAS dataset, where data was collected from several smart home apartments that contain ambient sensors. In general, no strategy we have investigated achieves the best privacy-performance trade-off over the complete range of de-anonymization probabilities. Thus, a combination of noise and aggregation proves necessary to assess for a given privacy level. The study’s conclusion emphasized the need for a combination of aggregation strategies and noise to achieve the best privacy-performance trade-off for a given dataset. Our research emphasizes the importance of employing multiple privacy-preserving techniques in conjunction with data aggregation to enhance privacy guarantees in the era of big data.
4. Summary of Papers

4.1 Paper I: Pitfalls of medication adherence approximation through EHR and pharmacy records: Definitions, data and computation

Purpose and Conclusion  We examined common pitfalls in refill adherence estimations using administrative databases from a theoretical and practical point of view, focusing on definitional and data-related aspects. We used data from a comprehensive EHR system that includes nearly complete prescribing and dispensing information on medication. Through appropriate experimentation, we show that slight changes in definition can lead to significant under or overestimation of refill adherence compared to the gold standard PDC measure. This has significant implications for, e.g., patient selection for interventions and may lead to false conclusions in real-world pharmacological studies. We analyzed different methodological and data-related issues, in particular for data-related issues. We investigated the effects of missing values, duplicate entries, and errors in data input, showing a small yet statistically significant effect on population averages and a large effect in individual cases.

4.2 Paper II: Prediction and pattern analysis of medication refill adherence through electronic health records and dispensation data

Purpose and Conclusion  We investigated the predictability of refill medication adherence under various data-splitting strategies using a comprehensive EHR system. Various machine learning algorithms were investigated under different predictive scenarios, with tree-based algorithms like Random Forest and Gradient Boosting Trees showing the highest performance. Predictive models have high discriminability on patients with high healthcare utilization, reaching AUCs of approximately 0.90 and 0.91 on the test sets using baseline predictors and baseline+history predictors, respectively. The models’ lowest discriminability is observed in the most realistic scenario of forward-prediction of new prescriptions, with AUCs of 0.77 and 0.80 with baseline predictors and
baseline+history predictors, respectively. While model discriminability is relatively high, especially compared to previous studies, these models might still not be suitable for selecting patients for intervention since performance is quite low in “interesting” scenarios such as predicting a sudden change in adherence or predicting adherence of new patients that are at the beginning of treatment, where AUCs range between 0.56-0.65 are achieved on the test set.

We discovered common patterns of refill adherence for patients who start their anti-hypertensive treatment, that is, receive medication for the first time. We observe distinct patterns of refilling and, notably, the non-unique dependence of the second-year adherence trajectory on adherence in the first year. While patients are more likely to continue treatment after the first year, there is a non-negligible number of patients who discontinue treatment. While some patterns are more likely than others, this highlights the necessity to support patients early, even if they are refill adherent in the first year. We simulated medication taking and correlated the results with refilling patterns. Our simulations show that certain pathological medication consumption patterns are incompatible with the observed pattern of refill adherent patients, implying that nonadherence can occur suddenly without prior warning signs in refilling patterns. Furthermore, certain medication consumption patterns result in similar pickup patterns, obfuscating potential pathological patterns of medication-taking that can be relevant for intervention.

4.3 Paper III: A New Bandit Setting Balancing Information from State Evolution and Corrupted Context

**Purpose and Conclusion** We define and investigate a novel variant of the contextual bandit problem with corrupted context motivated by mHealth applications. mHealth is a challenging environment for reinforcement learning agents to perform well in, given that the information content provided by users is often missing, incomplete, and unreliable. Furthermore, keeping user engagement is paramount for the success of interventions, and therefore, it is vital to provide relevant recommendations on time. Additionally, users might transition through different treatment stages that require more targeted action selection approaches. The purpose of this study was to formulate a problem setting that would exhibit the aforementioned properties and give an algorithm that can learn and act more effectively than simpler solutions.

We develop a meta-algorithm called COMBINE, which uses a “referee” that dynamically combines the policies of a contextual bandit (CB), which uses a “context” or feature vector to make decisions, and a multi-armed bandit (MAB) which aims to find the best action irrespective of context. The multi-
armed bandit selects actions through a simple correlation mechanism that captures action-to-action transition probabilities, effectively learning a dynamics model of the environment and allowing for more efficient exploration of time-correlated actions than standard bandit algorithms such as LinUCB or LinTS. We empirically evaluate the performance of the developed algorithm on simulated and real-world data.

In most settings where the performance of the combined algorithms differ significantly, the COMBINE approach outperforms single methods, where adjusting to one policy over the other in the short term can result in a reduction in regret compared to using CB and MAB algorithms individually. Given that user might vary in their responses to surveys over time, using COMBINE will provide a significant advantage over simpler solutions. On simulated data, we observe that for the extreme of high action fluctuations and low context corruption or low action fluctuations and high context corruption, using a simple agent approach, i.e., either a CB or MAB, might minimize incurred regret. This highlights the necessity to find more efficient exploration and exploitation schemes when combing multiple bandit algorithms such that the overall regret is not significantly larger than the regret of the best single algorithm.

4.4 Paper IV: Information-gathering in Latent Bandits

**Purpose and Conclusion** We introduce information gathering in the latent bandit problem. In the latent bandit problem, the learner aims to identify latent states and make optimal choices based on reward distributions. Previous solutions focused on choosing high-reward arms without considering information-gathering arms. We propose a new method that strategically selects arms to improve state estimation and reduce cumulative regret. The method retains sub-linear regret rates and outperforms state-of-the-art algorithms in synthetic and real-world scenarios. The timing of selecting information-gathering arms is crucial, striking a balance between gaining the most benefit and avoiding unnecessary regret.

The proposed method addresses the latent bandit problem by incorporating information-gathering arms. These arms may not offer immediate high rewards but provide long-term benefits in state discrimination. By carefully selecting arms based on reward structures and transition matrices, the method improves state estimation and reduces regret. Synthetic experiments demonstrate the importance of timing in selecting information-gathering arms, as gathering information too early or too late can result in limited gains or unnecessary regret. The algorithm’s performance is validated in various synthetic environments and real-world datasets, showcasing its superiority over existing methods.
The interplay between reward distribution and transition matrix is highlighted, indicating the potential gains achievable through information-gathering arms. In reducible Markov chains, knowing the current state can lead to significant advantages in selecting future states. Overall, the proposed method offers a promising solution for the latent bandit problem, providing a better understanding of the role of information-gathering arms and their impact on cumulative regret.

4.5 Paper V: Beyond Random Noise: Insights on Anonymization Strategies from a Latent Bandit Study

**Purpose and Conclusion** We explore privacy concerns in a learning scenario where users share knowledge for recommendation tasks. It emphasizes the need for tailored privacy techniques that address specific attack patterns instead of relying on generic solutions. The study utilizes the latent bandit setting to assess the privacy-recommender performance trade-off using different aggregation strategies, including averaging, nearest neighbor, and clustering with noise injection. We simulate a linkage attack scenario where the adversary uses publicly available auxiliary information.

The findings reveal that adding random noise to individual user data records, specifically using the Laplace mechanism, is ineffective as it results in high regret relative to de-anonymization probability. Instead, we suggest combining noise with appropriate aggregation strategies, such as utilizing averages from clusters of varying sizes, to achieve a better balance between privacy and performance.

The research highlights that relying solely on random noise for privacy may not be satisfactory, and aggregations generally offer a more favorable trade-off between privacy and downstream task performance. It emphasizes that there is no single technique that universally optimizes the trade-off for a desired level of privacy. Additionally, the study highlights the discrepancy between privacy metrics like ADS-GAN and the probability of de-anonymization in real-world linkage attacks. It underscores the importance of evaluating privacy techniques in attack scenarios in the wild, considering the abundance of auxiliary information that can undermine such methods’ effectiveness.
5. Conclusion and Future Work

This thesis is the culmination of ongoing work in the domain of mHealth and was driven in part by the iMedA project that aimed to improve medication adherence through personalized adaptive interventions.

We described methods to measure medication adherence using EHRs and identified common pitfalls that can significantly affect the accurate estimation of MA. Secondly, we developed prediction models for MA and discussed the implications of using data from EHRs and pharmacy databases to conduct analysis and patient selection for interventions. While an important first step, estimating adherence using these data sources is necessarily incomplete. The actual level of medication adherence is unobserved and unavailable in the records, and we must be content with approximate methods using dispensations. These limitations will not only have significant implications on the accuracy and veracity of adherence values in adherence research. They also more broadly implicate a need for alternative potential proxy metrics for mobile Health applications where adherence is primarily self-reported and thus potentially unreliable. The issue of appropriate proxy metrics for adherence is an open problem and an avenue for future research.

Furthermore, many factors that influence medication adherence are insufficiently recorded in EHRs. This highlights the need to monitor adherence outside the clinical or primary care setting to identify patterns and reasons for nonadherence early. Here, mobile Health may provide tools and methods that allow the collection of additional information about the patient’s daily life that could inform decision-makers to design appropriate interventions to improve outcomes. It is not clear how data from EHRs and Mobile Health applications may be used in conjunction to design better interventions and algorithms for their delivery. EHRs are usually low-frequency and high data heterogeneity sources with missingness not at random. At the same time, mobile health applications record data with high frequency using standardized data collection methods and inputs. Generating a common representation that allows for the design of better algorithms and interventions is an open problem for future research. Specifically: How can we efficiently integrate EHR and mHealth data in the intervention process and How to efficiently integrate expert knowledge for better initial policies?

We present a problem setting in sequential decision-making that exhibits
proprieties of the mHealth domain, particularly context uncertainty and non-stationarity. For mobile Health applications, it is imperative to provide good intervention in a timely manner to ensure high patient engagement. We investigated strategies that can utilize existing data to speed up the provision of "good enough" initial policies in the latent bandit framework, where online learning remains a critical component to adapt to changing patient preferences. But these are just the first steps. A more complicated setting that includes all relevant properties to mHealth, such as context uncertainty, non-stationarity, good initial policy, and fast online learning capabilities, requires further study from a theoretical perspective in the context of bandits as well as how to align such a setting to the practical realities to avoid or recover from model mismatch. Specifically one might ask: How do we construct a RL or Bandit setting that is more realistic for mHealth applications and at the same time amenable to theoretical analysis? How to address the model mismatch between synthetic environments and real environments? How can we more effectively exploit other data sources to improve the exploration and exploitation trade-off for faster learning?

Last but not least, we investigated important privacy concerns that will arise when such a recommender system is deployed in practice. Using a linkage-attack scenario, we have shown that contemporary privatization techniques might be ill-equipped to prevent an adversary from re-identifying an existing record using publicly available auxiliary information. Further, we exemplify the need for more sophisticated privatization strategies using the latent bandit setting to optimally solve the privacy-performance trade-off rather than simply adding noise to the records. It is not entirely clear how to optimally solve the privacy-performance trade-off for a given privacy guarantee in this setting. Future work may encompass more intelligent combinations of aggregation and noise strategies that adapt to more systematic changes in the environment, such as patients traversing different stages of behavior change or more tailored to individual variations within stage behavior. We may ask: Does an optimal strategy for the privacy-performance trade-off, given a certain privacy level, in the aforementioned recommender system exist? Can we devise an algorithm that matches or comes close to the regret lower bound? How can we address the issue of unreliable contexts and model mismatch and what are the fundamental performance limits?
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