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ABSTRACT

Context: Digital Health (DH) is widely considered essential for sustainable future healthcare systems. Software quality, particularly usability, is crucial for the success and adoption of most DH products. However, concerns about the effectiveness and efficiency of usability evaluation of DH products have been raised.

Objective: This article aims to analyse the prevalence and application contexts of usability evaluation methods in DH and to highlight potential issues related to their effectiveness and efficiency.

Method: A systematic literature review of usability evaluation studies, published by (academic) practitioners between 2016 and April 2023, was conducted. 610 primary articles were identified and analysed, utilising five major scientific databases.

Results: Our findings show a preference for inquiry (85%) and testing (63%) methods, with inspection used less frequently (17%). The published studies employed methods like questionnaires (75%); notably the SUS (49%), semi-structured interviews (25%), and heuristic evaluations (73%), with percentages based on their group. Data collection mainly involved the use of participant feedback (45%), audio/video recordings (44%), and system logs (20%), with both qualitative and quantitative data analyses prevalent in studies. However, several usability characteristics such as accessibility, memorability, and operability were found to be largely overlooked, and automation tools or platforms were not widely used. Among the systems evaluated were mHealth applications (70%), telehealth platforms (36%), health information technology (HIT) solutions (29%), personalized medicine (Per. Med.) (17%), wearable devices (12%), and digital therapeutics (DTx) interventions (6%), with the participation of general users, patients, healthcare providers, and informal caregivers varying based on the health condition studied. Furthermore, insights and experiences gathered from 24 articles underscored the importance of a mixed-method approach in usability evaluations, the limitations of traditional methods, the necessity for sector-specific customisation, and the potential benefits of remote usability studies. Moreover, while eye-tracking emerged as a promising evaluation technique, careful execution and interpretation are crucial to avoid data misinterpretation.

Conclusion: The study’s findings showed that employing a combination of inquiry and testing-based methods is prevalent for evaluating DH platforms. Despite an array of DH systems, method distribution remained consistent across platforms and targeted user groups. The study also underlines the importance of involving target user groups in the process. Potentially affected cognitive abilities of participants and potential user groups of interest have to be taken into account when choosing evaluation methods, and methods might therefore need to be tailored. Complementary inspection methods might be particularly useful when recruiting representative participants is difficult. Several potential paths for future research are outlined, such as exploring novel technologies like artificial intelligence, for improved automation tool support in the usability evaluation process.
1. Introduction

1.1. Motivation

As the World Health Organisation (WHO) outlines, healthcare systems worldwide experience many challenges (World Health Organization et al., 2018). A growing and ageing population, with an estimated 16% of the global population being 65 years or older by 2050, will require these systems to provide high quality services in a cost-efficient way (Thomson et al., 2009b,a). Easily accessible healthcare services and careful analysis of the needs of people particularly dependent on these services, such as the elderly or people living with disabilities, are crucial for effective and efficient healthcare (Mulumba et al., 2014; Salvador-Carulla and Saxena, 2009).

The rise of digital technologies has enabled healthcare providers to improve their services and systems (Della Mea, 2001) and to manage health and well-being more effectively (Maramba et al., 2019). The digital healthcare (DH) market has grown exponentially, with software being a crucial part of almost all relevant systems (Maramba et al., 2019; PwC, 2016). Consequently, software quality plays a key role in the success or failure of these systems, just as in any software-based product (Mack and Sharple, 2009). The European Commission and WHO have identified high levels of software quality as critical for DH solutions (Commission, 2002, 2006; Haas and Sembritzki, 2006). A lack of software quality in DH has been reported to be the cause for, e.g., drug reporting failures, software errors in critical care, failure in data quality, loss of data integrity, and improper system use (Bowman, 2013; Hoffman, 2014; Sittig et al., 2018; Ebad, 2020). Delays in diagnosis, longer hospital stays, increased treatment costs, harm to patient’s health and life, and other consequences can result from such failures.

Usability is considered one important aspect of software quality (Househ et al., 2015; Paz and Pow-Sang, 2016; ISO, 2011). Better usability can improve well-being and productivity, while also reducing stress and the risk of harm to people using a system or being affected by its actions (DIS, 2009). It furthermore can lead to greater user acceptance (Jaspers et al., 2008; Huryk, 2010). Hence, the attainment of satisfactory levels of usability is regarded as crucial for the organisational success of companies producing software (Suvanmamee et al., 2020). Consequently, usability has been recognised as a critical success factor for DH technologies (Baharudin et al., 2013).

Achieving high levels of usability is a challenging task (Zahra et al., 2018; Paz and Pow-Sang, 2016). Usability evaluation can help reach the degree of usability desired in software products (Zapata et al., 2015; Maramba et al., 2019). An earlier exploratory study, however, discovered that software engineers working in the field of DH struggle to spend sufficient time on adequate software testing in general, and usability evaluation in particular (Maqbool and Herold, 2021). An observations concluded that this is not because adequate techniques are missing (Delikostidis, 2007), but more likely by the difficulty of applying a technique fitting the specific context and purpose (Zahra et al., 2018; Paz and Pow-Sang, 2016).

1.2. Goals and contributions of this study

This study is motivated by the obvious gap described above. On the one hand, there is a rich corpus of tried-and-tested usability evaluation methods; on the other hand, evidence suggests that applying those methods to DH systems is not effective or efficient enough.

The goal of this study is to investigate this gap, to better understand how usability evaluation methods are applied in the field of DH applications, and to identify potential points for improving the effectiveness and/or efficiency of usability evaluation in this domain.

To this purpose, we conducted a systematic literature review (SLR) of 610 primary studies published between 2016 and April 2023, describing usability evaluation of DH applications [S1-S610]1 The studies were analysed and categorised along several dimensions related to the methods used and relevant contextual aspects, such as the DH technologies (system types) investigated, or targeted user groups. Based on the resulting picture, we synthesised current problems and potential areas of usability evaluation in which effectiveness and/or efficiency could be improved.

The main contributions of the paper are summarised here:

• An overview of the methods and practices used in DH usability evaluation across diverse contexts.
• An analysis of potential effectiveness and/or efficiency issues based on that overview.
• Recommendations for software practitioners to evaluate the usability of DH applications and direction for researchers to investigate potential research gaps.

1.3. Outline

The remaining article is structured as follows. The following section introduces concepts and terminology related to DH, software quality, and usability. Section 3 provides an overview of previous research. In Section 4, the research methodology and implemented protocol are explained. The results are presented and discussed in Sections 5 and 6, respectively. Section 7 presents potential threats to the validity and reliability of the study, and Section 8 concludes the article.

2. Background and terminology

2.1. Digital health (DH)

Several terms have been introduced and applied over the years to describe the progressing digitalisation of the healthcare sector. During the late 1990’s and early 2000’s, eHealth or e-Health, emerged as a term mainly used by leading IT businesses in their marketing efforts to describe the opportunities that the Internet offered to improve health care (Eysenbach, 2001). As common for terms invented that way, eHealth lacked a clear definition at that time. Nowadays, the WHO defines eHealth as “the cost-effective and secure use of information and communications technologies in support of health and health-related fields, including health care services, health surveillance, health literature, and health education, knowledge and research” (WHO, 2021).

The term digital health (DH) started to appear more often around 2010 and is often used and defined synonymously with eHealth (see for example Koskova (Kostkova, 2015) and Hsu (Hsu, 2015)). This understanding is contrasted with the definitions of the WHO that characterise DH as the “field of knowledge and practice associated with the development and use of digital technologies to improve health” that expands eHealth “to include digital consumers with a wider range of smart devices and connected equipment” (WHO, 2021). While eHealth according to the WHO definition sees Information and Communication Technologies (ICT) more as a mean to the end of providing “classical” healthcare, DH appears as a distinct field, considering advanced technologies like Internet-of-Things (IoT), artificial intelligence (AI), etc. as ways to deliver novel types of healthcare.

The US Food and Drug Administration (FDA) distinguishes five different subfields or technologies of DH, which are health information technology (HIT), mobile health (mHealth), telehealth (or telemedicine), wearable devices, and personalised medicine (Per. Med.) (Petersen, 2018).

1 The repository has a file containing titles of the primary selected studies: https://doi.org/10.5281/zenodo.8218076.
1. Health Information Technology (HIT) is defined as ICT-based technology for monitoring, managing and communicating health information between DH systems, consumers, and health professionals (Fadahunsi et al., 2019). Examples of HIT are Electronic Health Record (EHR) or electronic prescription services;

2. Mobile health (mHealth) is based on mobile technology to deliver health services (mobile self-care) (Adibi, 2015). Commonly used mobile communication technologies are smartphones, tablets, and personal digital assistants (PDAs) (Cipresso et al., 2012);

3. In telehealth, or telemedicine, ICT is used to deliver healthcare services and connect patients and healthcare professionals over long distances (Shaw, 2009). Examples of applications are tele-rehabilitation, remote patient monitoring, and virtual doctor appointments;

4. Wearable devices in the context of DH are smart electronic devices that can be worn by people to monitor, analyse, and transfer health information (Düking et al., 2018). Fitness trackers and several types of body function sensors, like heartbeat or glucose sensors, are some examples of this category;

5. Personalised medicine (Per. Med.) deals with the use of digital technologies to deliver personalised healthcare, which, in contrast to dominant disease-focused approaches for providing healthcare, is largely based on knowledge of an individual’s unique genetically inherited biological traits and exposure to environmental factors (Snyderman, 2012). Examples include genetic health risk assessment, but also individualised disease treatment and health planning;

6. In addition, the Digital Therapeutics Alliance (DTA) has introduced a sixth sub-field, Digital Therapeutics (DTx) (Hong et al., 2021). Digital therapeutics are software solutions that intervene in evidence-based therapies to monitor, manage, and prevent medical conditions (Patel and Butte, 2020). Applications include, for example, AI-supported diabetes monitoring or cognitive behavioural therapy for treating depression.

2.2. Software quality

The International Standardisation Organisation (ISO) defines software quality as the “degree to which a software system satisfies the stated and implied needs of its various stakeholders, and therefore provides value” (ISO, 2011). Maintaining the quality of a software system has been associated with the software industrial growth (Thota et al., 2020), customer satisfaction (Hossain et al., 2013) and a software company’s competitiveness and profitability (Thota et al., 2020; Angelova and Zekiri, 2011).

Quality models attempt to capture the different quality characteristics of software in a hierarchical scheme. The ISO-9126 quality model was established in 2001 and received input from prior quality models to define the requirements for assessing software quality (Miguel et al., 2014). The ISO/IEC 25010 model, an improved version of the ISO-9126 model, was established in 2007 (ISO, 2011). ISO/IEC 25010 is categorised into eight top-level characteristics: functional suitability (functional completeness, correctness, appropriateness), performance efficiency, compatibility, usability, reliability, security, maintainability, and portability (ISO, 2011).

Usability has been frequently named as an essential quality factor for DH applications, such as appropriate user interfaces (UI) or user experience (UX), system integration, medical device compatibility, and performance testing (World Health Organization et al., 2018; Commission, 2002, 2006; Haas and Sembritzki, 2006). Studies have shown that software usability, reliability, and performance are the most influential factors on user satisfaction in DH (Aghazadeh et al., 2014, 2015). Among the reasons for the repeatedly emphasised importance of usability is its influence on other critical quality aspects, as the American Medical Informatics Association (AMIA) concluded: appropriate user interface design (usability) can, for example, improve software efficiency and patient safety (Middleton et al., 2013; Sagar and Saha, 2017).

2.3. Usability and usability evaluation

The term usability has been defined in various ways by different standards and researchers. Nielsen, a pioneer in the field of software usability, defines the five characteristics of good software usability as efficiency, errors-free, learnability, satisfaction, and memorability (Nielsen, 1994). The concept of usability emerged from the term user-friendliness and is defined by ISO 9241–11 as, “the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of use” (ISO, 2018; Dix et al., 2003). The usability according to Nielsen, ISO 9241–11, and ISO/IEC 25010 usability characteristics are unified and described in the following list:

1. Accessibility: “The extent to which a system or product can be used by people with a diverse set of competencies and characteristics to achieve a specific objective in a particular context”.

2. Aesthetics: “The degree to which a user interface allows for pleasant and satisfactory interaction”.

3. Appropriateness/Usefulness: “The ability of users to determine if a product or system is suitable for their needs”.

4. Effectiveness: “The accuracy and completeness with which users achieve specified goals”.

5. Efficiency: “Systems should be efficient to use. When a user has fully learned the system, productivity will be possible on a high level”.

6. User error protection: “The degree to which a system protects users against making errors”.

7. Learnability: “Systems should be easy to learn. Users can rapidly start getting some work done with the system”.

8. Memorability: “Systems should be easy to remember, making it possible for casual users to return to the system after some period of not using the system, without having to learn everything all over again”.

9. Satisfaction: “The system should be pleasant to use; which makes users subjectively satisfied (comfort and acceptability of use) when using it”.

10. Operability: “The capability of the software product to enable the user to operate and control it”.

Usability evaluation comprises methods and techniques for evaluating a software product regarding its usability properties through systematic testing by engaging representative users, usability experts, or employing alternative means (automated review analysis, etc.). Evaluating software usability should be performed repeatedly throughout its development cycle (Genise, 2002). Delikostidis summarises that usability evaluation methods are generally divided into three categories: inquiry, inspection, and testing (Delikostidis, 2007).

In inquiry methods, usability analysts interact with users, observe them using the system, or allow them to respond verbally or in writing to questions to learn more about their likes, dislikes, requirements, and understanding of the system (Ivory, 2013). Some examples of inquiry techniques are:

- **Questionnaires or Surveys**: A questionnaire is a type of text-based survey in which participants are asked questions about the system of interest.
- **Observations**: This procedure aims to observe and study the participant’s interaction with the system.
- **Interviews**: One-on-one (un/semi)-structured conversation, usually recorded and transcribed for later reference.
- **Focus group discussions (FGD)**: These are verbal interactions about the use of the system with a group of participants with similar backgrounds or experiences.

In the inspection method, experts and professionals review systems based on experience, knowledge, and standards (Ivory, 2013). Some examples of inspection techniques are:
• **Heuristic evaluation**: Experts assess the application usability based on rules of thumb and judge its conformity with recognised usability standards (the “heuristics”) (Nielsen and Molich, 1990; Nielsen and Mack, 1994).

• **Cognitive walkthroughs**: Experts evaluate the usability of an application based on user goals and usage scenarios. It is a way of reviewing the system that focuses on how it effectively enables “exploratory learning” (Rieman et al., 1995).

• **Guideline checklists**: A list of rules and policies to check if they are followed in the review system (Dumas and Salzman, 2006).

Methods of the testing category have in common that the testing is performed through observing real or representative users executing a set of well-defined tasks with the system of interest (Delikostidis, 2007; Ivory, 2013; Paz and Pow-Sang, 2016). In task- and scenario-based testing as a subcategory, the focus is on obtaining quantifiable information about the performance of the participants who are instructed with the tasks, such as task completion rates, execution times, etc. In think-aloud protocols, as the second subcategory, participants are asked to verbalise their thoughts, feelings, and opinions while performing a task (Güss, 2018). This aids in learning how users engage with the system and the decisions they make. Thinking aloud can therefore provide insights into the cognitive processes of users.

2.4. A glimpse of usability evaluation in practice

In a hospital system facing high levels of nurse burnout, researchers conducted an investigation into the relationship between EHR usability and professional dissatisfaction (Melnick et al., 2021). Utilising the SUS, tailored to the EHR system, a strong association was found between the system’s low usability score and increased nurse burnout. This finding prompted a need for user-centred design interventions and a re-evaluation of the interface to enhance user experience. Thus revealing the essential connection between technology usability and professional satisfaction in healthcare settings.

Another study used customised questionnaires to assess the usability of a decade-old Computerized Physician Order Entry (CPOE) system. The evaluation revealed multiple usability problems that could lead to user errors and inefficiencies (Khajouei et al., 2011).

Usability evaluation methods like the traditional heuristic evaluation method, often used for general software, can be modified or adapted based on system or goals, such as evaluating patient safety in medical devices (Zhang et al., 2003). This modification was proven successful in identifying usability problems. It can also quickly identify major usability issues linked to human errors in medical device use, mainly due to interface design problems.

A study by Schnall et al. investigated the usability of a mHealth app for HIV-infected adults using a mixed-method (focus groups, think-aloud protocols, and a heuristic evaluation checklist) and iterative approach (Schnall et al., 2016). The study provided insight into areas for improvement, particularly related to the need for clear instructions and an easy-to-use navigation system.

Furthermore, usability evaluation has evolved to include a combination of traditional and more objective methods (Koester et al., 2017). For instance, eye tracking and remote monitoring have been recommended for use alongside conventional approaches (Maramba et al., 2019), allowing researchers to pinpoint the origins of a problem and investigate the stages at which an issue arises, such as in perception or comprehension (Schissel et al., 2003). However, without proper planning, resources, and understanding of eye-tracking data, this can lead to poor design decisions and negative effects on users and businesses (Pernice, 2017; Koester et al., 2017).

These are a few examples, demonstrating the diverse applications and adaptability of various usability evaluation methods within the field of DH. They also briefly highlight how these methods can lead to improvements within DH.

3. Related work

Usability evaluation in DH has been investigated in a couple of secondary studies like systematic literature reviews (SLR) in recent years.

Zapata et al. reviewed empirical studies on the usability of mHealth applications (Zapata et al., 2015). They analysed 22 articles published between 2000 and April 2014 and found that surveys/questionnaires, interviews and ‘think-aloud’ were the most common data collection methods. In 73% of the studies, the evaluation of applications was conducted only through the use of questionnaires and interviews. Operability was the most examined usability characteristic, since studies focused mainly on the user interface ‘ease of use’. The researchers recommend exploring further automation of various aspects of usability evaluation.

A systematic mapping study published in 2016 discovered that questionnaires, testing, heuristic evaluation, and interviews were among the most commonly used methods to assess usability (Paz and Pow-Sang, 2016). Among other findings, the study noted that reported automation/tool support was mainly related to user activity tracking and metric-based measurements. The researchers recommended exploring variants of usability tools and techniques that can be utilised for distinct or common scenarios/contexts.

A systematic review published in 2017 and covering nine papers focused on serious games in healthcare contexts. It was discovered that Likert-scale questionnaire (survey), interview, think-aloud, recording (logs or performance metrics), and observation were the most commonly used usability evaluation methods (Schmidt and De Marchi, 2017). The author stated that the major factors influencing the acceptance and usability of serious games appear to be unclear and, hence, evaluating their usability proves to be difficult. Another, wider literature review on serious games came to similar conclusions and showed that questionnaires, interviews, observation, heuristic evaluation, FGD, and logs or performance metrics were the most frequently used usability evaluation methods (Yanez-Gomez et al., 2017).

Ye et al. conducted an SLR related to the usability evaluation of diabetes mobile apps (Ye et al., 2017). Surveys, interviews, laboratory tests, user tests, questionnaires, and expert and heuristic evaluations were used in the investigated studies. The authors state that although evidence-based guidelines have proven to be effective in the development of applications, their utilisation in the context of mobile diabetic apps remains limited. They also advocated for a systematic and consistent approach to report guidelines, which would assist in educating the research community about the adherence to evidence-based guidelines for diabetes mobile app development.

Zahra et al. conducted an SLR to explore usability dimensions and suggest a commonly used usability model for chronic disease mobile applications (Zahra et al., 2018). Among the key findings was the observation that most of the applications mentioned in the studied articles were not evaluated for usability. Moreover, the authors judged existing usability evaluation models as unable to capture the complexities of this type of application.

Maramba and co authors reviewed research articles on usability evaluation in eHealth published between 2014 and 2017 and found that ‘questionnaire, task completion, ‘think-aloud’, interviews, heuristic evaluation, and focus groups’ were the most frequently used usability evaluation methods (Maramba et al., 2019). Furthermore, the 10 most frequently reported health conditions or diseases for which usability of eHealth apps was evaluated were: “mental health, cancer, nutrition, child health, diabetes, telemedicine, cardiovascular disease, HIV, health information systems, and smoking”. The authors also note that automated methods of usability evaluation common in other domains were not widely used in DH.

Ansaar et al. conducted an SLR on usability evaluation processes for mHealth applications (Ansaar et al., 2020). Questionnaires and interviews were found to be the most frequently used usability evaluation
The majority of usability evaluation studies have relied on descriptive statistics analysis, such as for the SUS rating, task competition time, task performance, etc. Attractiveness of applications as a usability characteristic was neglected in primary studies, whereas operability was most frequently assessed. Usability for older and novice users was, in general, not well assessed. The authors argue based on their observations for mixed-method approaches for more reliable usability evaluation results.

A study, published in 2021, presented a review of 51 studies assessing the usability of EHR systems for hospital staff (Wronikowska et al., 2021). The study identified 11 different usability evaluation methods, with testing with users being the most prevalent, followed by questionnaires, heuristic evaluation and interviews. Seven different usability metrics, with ISO9241-11 and Nielsen’s components being the most common. The study underscores a notable lack of consistency in the evaluation methods and metrics used across the field, potentially impacting healthcare work efficiencies. The authors advocate for the use of the ISO 9241–1 usability metrics (efficiency, effectiveness, satisfaction) along with a “usefulness” metric as part of a more standardised evaluation process for EHR systems, with the aim to enhance their development and implementation.

The usability of healthcare websites, often used by doctors and patients, has emerged as a key concern in recent healthcare technology advancements (Saad et al., 2022). An SLR explores this issue using studies published between 2017 and 2021, which identified and analysed 55 primary papers, aimed to aid designers in developing easy-to-use healthcare websites. Several evaluation methods, such as questionnaires and task-based evaluations, have been employed to examine usability features, including feedback and accuracy. At the same time, it brought attention to usability concerns within these systems, specifically related to challenges in navigation. The findings support the importance of iterative design testing, prioritising user-centred design, and conducting research on tool-based evaluation in order to enhance the accessibility of healthcare websites.

Current studies on usability evaluation in DH have gaps, as evidenced in our literature review (also see Table 1). Most do not cover the wide range of DH systems or evaluate the breadth of usability evaluation practices, with respect to their effectiveness and/or efficiency, applied in the DH field. Additionally, there is a lack of investigation into health conditions, user groups, and the use of automated tools or platforms. Also, researchers’ practical experience with DH usability evaluation has not been explored. Therefore, we believe that conducting a comprehensive literature review on current usability evaluation practices in Digital Health is essential to understand potential issues that may affect their effectiveness or efficiency. This review will provide a broad, updated view of current usability practices, helping shape future design and evaluation strategies.

### 4. Research methodology: Systematic literature review

The study protocol applied for this SLR follows the guidelines developed by Kitchenham and Charters (Kitchenham and Charters, 2007). In the following subsections, we present the motivating research goals and questions for this study, the applied article search and selection strategies as well as the used data extraction and analysis strategies.

#### 4.1. Research questions

As described in Section 1, this study is motivated by the previously acknowledged challenge of efficient usability evaluation in the DH domain. We, therefore, define our research goals as listed below:

- **RG 1**: Characterise the use of usability evaluation methods in DH.
- **RG 2**: Identify areas of improvement in the use of these methods in terms of effectiveness and efficiency.

Research goals are used to characterise the use of usability evaluation techniques in DH in detail (RG 1) and to explore potential areas for effectiveness and efficiency improvement (RG 2). Based on the research goals, the following research questions were defined:

- **RQ 1**: How are various usability evaluation methods characterised and applied in the field of DH?
- **RQ 2**: What potential challenges and limitations affect the effectiveness and efficiency of usability evaluation in DH, and what could be the potential areas to explore further to address such issues?

RG 1 is refined into one major research question (RQ 1). RQ 1 broadly aimed to investigate the prevalence of the use of existing usability evaluation methods as well as circumstantial information about its use, such as the type of systems that evaluation methods are applied to. We further shift focus on, to which degree different characteristics of usability are covered in the reported usability evaluation studies (see Section 2.3). We also investigate to which degree automation is already employed in the domain of interest to reduce efforts.

RG 2 is refined by the research questions RQ 2. RQ 2 focuses on the perceptions as expected in the selected primary articles. It aims to understand the challenges and limitations associated with various usability evaluation methods, as perceived by researchers and professionals engaged in usability evaluations. Further, RQ 2 broadly aims to examine, discuss and draw conclusions from the identified results and literature on the efficiency and effectiveness of the identified usability methods.
Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>ID</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC1</td>
<td>The article is related to usability evaluation in digital health.</td>
</tr>
<tr>
<td>IC2</td>
<td>The article is a primary study.</td>
</tr>
<tr>
<td>IC3</td>
<td>The article was published between 2016-April 2023.</td>
</tr>
<tr>
<td>IC4</td>
<td>The article is written in English.</td>
</tr>
<tr>
<td>IC5</td>
<td>The article was published as a peer-reviewed conference or journal article.</td>
</tr>
<tr>
<td>IC6</td>
<td>The article contains a significant amount of original work (no duplication of previous works).</td>
</tr>
<tr>
<td>IC7</td>
<td>The full text of the article is accessible via the available subscriptions or provided by the article authors.</td>
</tr>
</tbody>
</table>

Exclusion

| EC1 | The article focuses on evaluating the usability of hardware in a digital health context. |
| EC2 | The article only discusses usability evaluation in theory without practically evaluating a DH system/technology or usability evaluation methods in a DH context. |
| EC3 | The article is a duplicate of an article retrieved from another database. |

4.2. Search process

**Databases:** We selected five major electronic databases of scientific literature for this SLR: Scopus, ACM, IEEE Xplore, Springer, and Web of Science (WoS). The first four of these represent four of the most relevant scientific publishers in the field of computer science and software engineering (Scopus, ACM, IEEE, Springer). Web of Science is owned by Clarivate which is an analytics business in the area of bibliometrics and scientometrics. Together, these databases cover all relevant conferences and journal publications in the field of software engineering and computer science (Dyba et al., 2007).

**Inclusion and exclusion criteria:** We defined seven inclusion and three exclusion criteria in order to characterise articles that were potentially relevant to the topic of interest (see Table 2). All inclusion criteria were mandatory for articles to proceed to the data extraction phase of the protocol, while articles meeting any exclusion criteria were removed.

IC1 includes articles that either are explicitly about usability evaluation in a DH context, or discuss a system, service, or product including the process and results of evaluating its usability. IC2 limits the scope to primary studies and therefore excludes other literature surveys; these are instead discussed as related works in Section 3. We limited the publication period for relevant articles to 2016–April 2023 (see IC3) as most previous studies covered the body of work up to then (Schmidt and De Marchi, 2017; Ye et al., 2017; Maramba et al., 2019; Ansaar et al., 2020). The remaining criteria restrict the set of articles to those accessible to us as authors in terms of language and availability (IC4 and IC7) and to articles meeting minimal academic quality criteria such as having been peer-reviewed and being sufficiently novel (IC5 and IC6).

EC1 excludes articles mainly concerned with scenarios in which hardware components are the main subject of usability evaluation. As our research questions refer to usability evaluation in practice, we also explicitly exclude purely philosophical papers or articles outlining solutions without empirical evaluation (EC2). With EC3, we make sure to eliminate duplicate articles identified in more than one database.

**Search terms and string:** In order to construct suitable search strings to retrieve articles from the electronic literature databases, we first identified the relevant concepts for the search. Three concepts, or terms, were selected as bases for the search string construction: “Usability”, “Test”, and “eHealth”. After that, we listed synonyms for these terms or alternative terms for the same or related concepts, e.g., “evaluation” as closely related and often synonymously used term for “testing”.

With “Usability”, we also incorporated “Ease of Use” as a synonym in our search string. While usability is a broader concept, we found that “Ease of Use” is often employed synonymously in various studies. Including it as a search term ensured that we did not exclude any relevant literature.

The concept of “eHealth” was also broadened to include its variations as well as related terms such as “welfare”, and “telehealth”. We incorporated the term “welfare” to expand the search beyond traditional healthcare and into the broader context of overall well-being, which is often the ultimate goal of many eHealth applications.

We selected “Telehealth”, as it represents a wider perspective than “telemedicine”, capturing a wide range of remote healthcare services, not limited to remote clinical services.

Common techniques for search string construction are then used to formulate the overall query (Rumsey, 2008; Spezi, 2016). First, concepts and their synonyms form disjunctive clauses. The resulting clauses are then connected via the NEAR proximity operator (to express required textual proximity between usability and testing concepts) and the AND operator. Finally, words in the search string were truncated and wildcards were applied to reflect stemming/lemmatisation to be able to find usages of inflected forms of the search terms. These steps resulted in the following search string: (Usability OR “Ease of use”) NEAR/10 (Test OR Evaluati* OR Analysis OR Examin* OR Assess*) AND (eHealth* OR e-health* OR Health* OR Welfare OR Telehealth OR mHealth)

For Scopus, the same search string was used, but NEAR proximity operator syntax was replaced by the equivalent W proximity operator. After finalising the search concepts and the string, the search query was executed on the selected databases. Available filters reflecting our inclusion criteria, e.g., regarding the period of interest or language of articles, were set accordingly. Search results were limited thematically to the subject of computer science where applicable. For Web of Science, ACM and Scopus, article titles, abstracts, and keywords were queried. While the default settings were used for IEEE (all meta information) and Springer (default searched content not documented).

4.3. Paper selection

Study selection is a multistage process, and this section explains the process of selecting research papers for the study. The PRISMA flow diagram (Moher et al., 2009) (see Fig. 1) shows the detailed process for selecting the final set of review articles.

In the identification stage, the search query was last executed on the selected databases on May 4, 2023, as described in the previous section. Duplicate articles were identified using the JapRef tool (Basak, 2014) and a Microsoft Excel script that we designed. After deduplication, 1021 articles were removed, leaving 4724 articles for a comprehensive title and abstract screening to determine if they met the remaining inclusion or exclusion criteria, which primarily included IC1, IC2, IC6, IC7, EC1, and EC2. Screening rules were established, and the authors assessed each article’s relevance on a scale of 0 for irrelevant, 1 for unclear/ambiguous, and 2 for meeting the selection criteria. After independent reviews, both authors discussed and reviewed their individual scores frequently. In cases of diverging scores, we either reached an agreement about the final score during the discussion, postponed a decision and both reviewers read the paper in more detail, or, as the ultimate conclusion, included the paper to err on the safe side. In the end, we finalised 610 research articles for data extraction, analysis, and synthesis.2 We eliminated 24 articles that could not be accessed according to IC7 and eight articles with non-English main texts despite having an English abstract.

2 See the list of 763 fully reviewed articles in SLR repository: https://doi.org/10.5281/zenodo.8218076.
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Fig. 1. PRISMA flow diagram.

Table 3
Data extraction form.

<table>
<thead>
<tr>
<th>ID</th>
<th>Concern mapping to research question</th>
<th>Data item</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>General</td>
<td>Bibliographic information</td>
<td>This item included title, publication year, authors, etc.</td>
</tr>
<tr>
<td>I2</td>
<td>Health condition or disease</td>
<td>Primary methods used to collect usability evaluation data.</td>
<td></td>
</tr>
<tr>
<td>I3</td>
<td>System targeted users</td>
<td>Methods used to record events, actions, and user interactions with the system.</td>
<td></td>
</tr>
<tr>
<td>I4</td>
<td>System type</td>
<td>Methods to discover relevant information from recorded and gathered data, report results, and assist decision-making.</td>
<td></td>
</tr>
<tr>
<td>I5</td>
<td>System maturity</td>
<td>Characteristics used to determine how a digital healthcare system will best serve consumers.</td>
<td></td>
</tr>
<tr>
<td>I6</td>
<td>RQ 1</td>
<td>Data collection methods</td>
<td>Automated tools or methods used to assist usability evaluations.</td>
</tr>
<tr>
<td>I7</td>
<td>RQ 1, RQ 2</td>
<td>Data recording methods/type</td>
<td>Researchers’ perception about employed usability method(s) in practice.</td>
</tr>
<tr>
<td>I8</td>
<td>RQ 1, RQ 2</td>
<td>Data analysis methods</td>
<td>Method to elicit data relevant to answer the postulated research questions. Each paper in the set that resulted from the previous phase was thoroughly examined, with one of the authors filling in the data extraction form and the other author verifying its accuracy. The data extracted from each article was recorded in a worksheet (Excel) and then coded in NVivo 12 to categorise and compare extracted facets. Three types of information were collected from each study: general information such as the paper title, publication year, and the paper’s primary goal(s); contextual information about usability evaluation; and the information that can be directly used to answer research questions, such as the usability evaluation methods.</td>
</tr>
<tr>
<td>I9</td>
<td>RQ 1, RQ 2</td>
<td>Participant type</td>
<td>As a pilot run and to minimise errors and mitigate researcher bias during the data extraction phase, both authors independently extracted data from the initial five sample articles. Subsequently, the first author reviewed and extracted the other selected articles, while the second author reviewed and validated the data extraction form continuously but randomly. All differences and disagreements were raised and resolved in regular weekly consensus meetings.</td>
</tr>
<tr>
<td>I10</td>
<td>RQ 1, RQ 2</td>
<td>No. of participants</td>
<td>Usability evaluation tools were explored, analysed and compared with each other to explore the potential for using automated usability tools or solutions to facilitate usability evaluation studies. The retrieved articles were analysed to identify articles that focused on the feedback, researchers and professionals have expressed about the effectiveness, efficiency, and satisfaction of usability evaluation methods used in practice.</td>
</tr>
<tr>
<td>I11</td>
<td>RQ 1, RQ 2</td>
<td>System evaluated usability characteristics</td>
<td>The perceptions were categorised under the</td>
</tr>
<tr>
<td>I12</td>
<td>RQ 1, RQ 2</td>
<td>Usability evaluation tools</td>
<td>4.4. Data extraction</td>
</tr>
<tr>
<td>I13</td>
<td>RQ 2</td>
<td>Usability method perception</td>
<td>4.5. Data analysis</td>
</tr>
</tbody>
</table>

4.4. Data extraction

A data extraction form was developed to answer the research questions. The covered data items, along with an explanation and the association with the research questions that each data item supports to address, are depicted in Table 3. The form was used to elicit data relevant to answer the postulated research questions. Each paper in the set that resulted from the previous phase was thoroughly examined, with one of the authors filling in the data extraction form and the other author verifying its accuracy. The data extracted from each article was recorded in a worksheet (Excel) and then coded in NVivo 12 to categorise and compare extracted facets. Three types of information were collected from each study: general information such as the paper title, publication year, and the paper’s primary goal(s); contextual information about usability evaluation; and the information that can be directly used to answer research questions, such as the usability evaluation methods.

As a pilot run and to minimise errors and mitigate researcher bias during the data extraction phase, both authors independently extracted data from the initial five sample articles. Subsequently, the first author reviewed and extracted the other selected articles, while the second author reviewed and validated the data extraction form continuously but randomly. All differences and disagreements were raised and resolved in regular weekly consensus meetings.

4.5. Data analysis

The data extracted from the primary studies was analysed so that the answers to the research questions could be made both qualitatively and quantitatively. Frequencies/distributions for most facets were computed as well as for combinations of facets to find interesting associations. Usability evaluation tools were explored, analysed and compared with each other to explore the potential for using automated usability tools or solutions to facilitate usability evaluation studies. The retrieved articles were analysed to identify articles that focused on the feedback, researchers and professionals have expressed about the effectiveness, efficiency, and satisfaction of usability evaluation methods used in practice. The perceptions were categorised under the...

respective groups and analysed to identify shortcomings or merits of usability evaluation methods used in different contexts and scenarios.

5. Results

A total of 610 articles published between 2016 and April 2023 were identified and analysed in this SLR. The following subsections present the results per relevant aspect as defined in the data extraction form (see Table 3). Please note that for the sake of brevity, this section mainly reports aggregated frequencies of articles instead of detailed lists of articles per category. An overview of a usability evaluation taxonomy designed based on results in the context of DH is presented in Fig. 3. Furthermore, a replication package can be assessed to find the list of primary selected and rejected studies after a full paper review, and an NVivo project used to categorise (classify) and compare extracted facets.

5.1. Usability evaluation methods

Two main types of usability evaluation were utilised in the selected papers: inquiry (n = 521) and testing (n = 382) methods. Inspection methods appear to play a minor role (n = 105). Fig. 2 breaks these figures down into figures for unique combinations of methods. The results show that using inquiry methods only (29.4%), combining them with testing (46.9%), or combining them with inspection and testing methods (7.1%) account for over 83% of the studied articles.

As explained in Section 2.3 and as manifested in the developed data extraction form, data collection, recording, and analysis can be seen as conceptual building blocks of any usability evaluation method. The following subsections cover these building blocks.

Questionnaires (n = 452, 74.6%) were identified as the most widely used data collection method in inquiry approaches, followed by interviews (n = 152, 25.1%), observations (n = 96, 15.8%), and FGD (n = 32, 5.3%).

Table 4 shows the seven most frequent combinations of techniques, which account in sum for over 90% of papers that describe usability evaluation involving inquiries. Questionnaires are part of the first four of these combinations, with almost accounting for 84% of the papers. In almost 57% of the papers, questionnaires were even used as the sole inquiry method.

Standardised questionnaires were the most commonly applied types of questionnaires, with the System Usability Scale (SUS) being predominant (n = 221, 49.0% of studies employing questionnaires). Other standardised questionnaires include the Post-Study System Usability Questionnaire (PSSUQ) (n = 25, 5.3%), the NASA Task Load Index (NASA-TLX) (n = 19, 4.2%), the User Experience Questionnaire (UEQ) (n = 18, 3.9%), the Questionnaire for User Interaction Satisfaction (QUIS) (n = 14, 3.1%), the Usefulness, Satisfaction, and Ease of use (USE) (n = 10, 2.2%), and the Health Information Technology Usability Evaluation Scale (Health-ITUES) (n = 9, 2.0%). Customisation or modification of generic/standardised questionnaires was observed in 27 studies. In four studies, new usability questionnaires were developed.

Among the studies employing interviews as a data collection method, semi-structured interviews were frequently used (n = 104, 68.4%). Also, 42 articles (27.6%) did not explicitly mention the type of interview applied. In only 32 instances (6.2%), interviews were applied as the only mean of data collection.

Among inspection methods, heuristic evaluations were the most prominent data collection techniques in studies (n = 77, 73.3% of studies applying inspections). In particular, Jakob Nielsen’s usability heuristics for user interface design (Molich and Nielsen, 1990; Nielsen and Mack, 1994) were used most frequently (n = 49, 63.6%). Six studies were reported to have customised or used modified versions of heuristics. Cognitive walkthroughs were identified as an applied inspection method identified in 24 studies. Furthermore, generic design guideline checklists were used in nine studies.

Studies applying testing methods apply, almost without exception, task and scenario-based techniques to collect data (344 of 382). In 258 of these papers (75%), those techniques were described as the only method applied, while in 80 papers they were used in combination with think-aloud protocols (21%). Only three papers have employed think-aloud protocols exclusively. Additionally, in a total of 32 articles, evaluators carried out randomised testing, which involved test participants without predetermined tasks. Moreover, four articles also utilised the Wizard-of-Oz technique, while two employed card sorting techniques.

In the descriptions of their studies, a total of 163 articles explicitly mentioned the type of data recorded during the usability evaluation process. The most frequently recorded data included notes or participants’ written or verbal feedback (n = 74, 45.4%), audio or video recordings (n = 72, 44.1%), system logs such as interaction, event, or error logs (n = 33, 20.2%), eye tracking (n = 16, 9.8%), screen recording (n = 11, 6.7%), and emotion recognition (n = 2, 1.2%).

For 276 (45.2%) of the analysed articles, the authors explicitly referred to the applied data analysis methods whereby multiple mentions occurred. In 167 papers (60.5%), we could identify the use of qualitative data analysis methods. These included, among others, coding analysis (n = 79, 47.3%), thematic analysis (n = 79, 47.3%), general inductive analysis (n = 31, 18.6%), grounded theory (n = 4, 2.4%),

Table 4. The seven most frequently applied (combinations of) data collection methods for inquiries.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Frequency (relative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaires</td>
<td>295 (56.7%)</td>
</tr>
<tr>
<td>Questionnaires + Interviews</td>
<td>73 (14.0%)</td>
</tr>
<tr>
<td>Questionnaires + Observation</td>
<td>36 (6.9%)</td>
</tr>
<tr>
<td>Questionnaires + Interviews + Observations</td>
<td>32 (6.2%)</td>
</tr>
<tr>
<td>Interviews</td>
<td>32 (6.2%)</td>
</tr>
<tr>
<td>Observations</td>
<td>15 (2.9%)</td>
</tr>
<tr>
<td>FGD</td>
<td>12 (2.3%)</td>
</tr>
</tbody>
</table>

Fig. 2. Frequencies of (combinations of) usability evaluation methods.
Quantitative analysis methods were performed in 177 papers (64.1%) of which 123 (69.5%) included descriptive statistics and 89 (50.3%) inferential statistics.

5.2. Evaluated usability characteristics

The usability characteristics as listed in Section 2.3 were applied to categorise according to which characteristics they were investigated in the applied usability evaluation studies. The frequencies are listed in Table 5. Satisfaction, effectivity, efficiency, and learnability appeared in more than half of the papers, respectively, while the characteristics of aesthetics, operability, usefulness, memorability, and accessibility were less assessed. Table 6 shows a breakdown of the total frequencies of usability characteristics according to subfields of DH. It shows that the four characteristics first mentioned above are prevalent across all the subfields.

5.3. Participants

The systems tested in the analysed studies targeted different user groups. We classified these user groups as general users (n = 152),
healthcare personnel (e.g., doctors, nurses; n = 245), informal caregivers (e.g., family members providing care of ageing relatives; n = 29), and patients (n = 400).

Table 7 lists percentages of usability evaluation studies comparing targeted user groups and groups of users actually participating in the usability evaluation.

IT experts, such as programmers or usability evaluation experts, are added as an additional group that is sometimes used as a substitute for user groups or as a necessary group for example in inspections. Averaged over the user groups, the participating user group was also the target audience of the system under investigation in ca. 49% of studies. This is true for patients (42% of patient-targeted studies), healthcare personnel (HCP) (52%), general users (64%), and informal caregivers (37%).

We also investigated the distribution of data collection methods across the different participating user groups, which turned out to reflect the overall distribution of methods as identified and described in data collection methods (see Section 5.1). This is also true for inquiry methods, which means that questionnaires are the dominant method across all types of participating user groups.

5.4. Usability evaluation tools

Only a few studies (n = 25, 4.1%) reported the use of various tools and methods to automate different parts of the usability evaluation process. In 15 instances, user activity tracking tools were used during testing. These included Morae® (n = 8) (Au et al., 2008), Google Analytics® (n = 3), TURF® (n = 2), and a customised data capture system that was later validated with Google Analytics analysis (n = 1).

Other tools applied in studies are mainly concerned with accessibility. AChecker® (n = 3), an online accessibility testing tool. Three studies employed Natural Language Processing (NLP) techniques to analyse user reviews or comments on DH applications. TAW® (n = 2) was used for website accessibility analysis based on W3C. One study used CogTool® (n = 1), which is a user interface (UI) prototyping tool used for predictive performance measures. Google Chrome SEE application® (n = 1) allowed experiencing the web as a person with a vision impairment, for example as being colour-blind would see Sil-Ländyi et al. (2017). One study used different readability level methods and tools to assess the readability of English content on DH websites. Another research employed a readability analysis tool (Readable®, n = 1) to improve writing by measuring text readability density using Flesch-Kincaid readability score. Among others, Webpage analyser (n = 1),® a free tool was used to test website speed to report website performance as well as provide suggestions on how to optimise website performance. Furthermore, a study (n = 1) proposed a new methodology or tool for emotion recognition to objectively, autonomously, and remotely evaluate the usability of an eHealth website and identify mutually exclusive emotions when users interacted with the website.

5.5. Evaluated system types

The usability of different types of systems was assessed across various stages of system maturity, including fully developed or deployed systems (n = 314, 51.5%), prototypes (n = 214, 35.1%), and incrementally developed systems (n = 87, 12.3%). These software systems were classified according to the different subfields of DH systems or technologies, as described in Section 2. The systems evaluated in the different studies included mHealth applications (n = 430, 70.5%), telehealth platforms (n = 222, 36.4%), Health Information Technology (HIT) solutions (n = 175, 28.7%), Personalized Medicine (Per. Med.) solutions (n = 103, 16.9%), wearable devices (n = 72, 11.8%), and Digital Therapeutics (DTx) interventions (n = 39, 6.4%).

The study found a range of mHealth interventions assessed for usability in primary studies, encompassing diverse technological platforms. The predominant platform utilised was smartphones (n = 244), followed by gaming applications (n = 82), including exergames and serious games (SG). Websites (n = 79), tablets-based apps (n = 40), health communication chatbots or platforms (n = 16), desktop applications (n = 15), Augmented Reality (AR)-based interventions (n = 9), and smart TV applications (n = 8) were also found in the study.

The study also found a variety of telehealth or telemedicine systems, including virtual care and telerehabilitation services (n = 57), health monitoring and management solutions (n = 38), medical appointment or management systems (n = 5), as well as general smartphone, AR/VR, IoT-based, and chatbot applications (n = 129).

The study found various types of HIT systems, which were categorised as follows: health records and information management systems (n = 86), such as electronic health records (EHR), electronic patient records (EPR), personal health record (PHR), and health information systems (HIS); clinical decision support and advisory systems (n = 59); patient interaction and engagement systems (n = 11); and healthcare operations and management systems (n = 9).

Key personalised healthcare included digital rehabilitation tools (n = 28), health and wellness management (n = 22), assistive technologies (n = 15), clinical decision support systems (CDSS) (n = 13), and personalised medication management (n = 4).

Wearable devices included virtual and augmented reality devices (n = 49), fitness and activity tracking (smartwatch) (n = 15), and general health monitoring devices (n = 5), like electronic sphygmomanometers and wearable fall risk assessment systems (FRAS).

DTx included assistive technologies (n = 17), physical health therapeutics or rehabilitation (n = 14), nutritional therapeutics (n = 3), and general smartphone and Alexa-based therapeutics (n = 5).

Tables 8 and 9 show a breakdown of the figures for applied data collection and inquiry methods, respectively. They show that the overall prevalence of the inquiry method, and within these the widespread use of questionnaires, noted before is independent of the technology investigated.
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The average participation rate of patients across all health condition categories. The average participation rate for patients, in general, was found to be 43.4%, with a high of 56.3% for eye conditions and a low of 32.4% for respiratory conditions. General users were seen to participate more frequently, averaging 60.5%, with the maximum participation in musculoskeletal (72.7%) and metabolic and endocrine (71.4%) conditions. However, their participation dropped to 40% in neurological conditions.

Healthcare providers (HCPs) exhibited an average participation rate of 46.8%, but their engagement varied widely. They were most involved in the cases of metabolic and endocrine conditions at 60.0%, but were entirely absent in eye condition studies. Informal caregivers, on the other hand, had an average participation rate of 47.9%. The participation rate for patients, in general, was found to be 43.4%, with a high of 56.3% for eye conditions and a low of 32.4% for respiratory conditions. General users were seen to participate more frequently, averaging 60.5%, with the maximum participation in musculoskeletal (72.7%) and metabolic and endocrine (71.4%) conditions. However, their participation dropped to 40% in neurological conditions.

Table 6
System types and their evaluated usability characteristics.

<table>
<thead>
<tr>
<th>Category</th>
<th>DTX Col %</th>
<th>HIT Col %</th>
<th>mHealth Col %</th>
<th>Per. Med. Col %</th>
<th>Telehealth Col %</th>
<th>Wearable devices Col %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>4.4%</td>
<td>2.8%</td>
<td>4.2%</td>
<td>5.5%</td>
<td>5.7%</td>
<td>4.0%</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>2.2%</td>
<td>1.2%</td>
<td>1.6%</td>
<td>1.4%</td>
<td>1.2%</td>
<td>2.0%</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>22.8%</td>
<td>19.3%</td>
<td>19.4%</td>
<td>20.1%</td>
<td>20.2%</td>
<td>20.0%</td>
</tr>
<tr>
<td>Efficiency</td>
<td>16.2%</td>
<td>18.8%</td>
<td>16.2%</td>
<td>15.6%</td>
<td>14.9%</td>
<td>14.4%</td>
</tr>
<tr>
<td>Learnability</td>
<td>14.7%</td>
<td>13.3%</td>
<td>15.5%</td>
<td>14.6%</td>
<td>13.7%</td>
<td>14.8%</td>
</tr>
<tr>
<td>Memorableity</td>
<td>1.5%</td>
<td>3.3%</td>
<td>4.0%</td>
<td>3.1%</td>
<td>3.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td>Operability</td>
<td>2.9%</td>
<td>1.8%</td>
<td>1.9%</td>
<td>5.0%</td>
<td>3.0%</td>
<td>4.4%</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>27.9%</td>
<td>25.4%</td>
<td>25.3%</td>
<td>22.3%</td>
<td>25.4%</td>
<td>27.6%</td>
</tr>
<tr>
<td>Usefulness</td>
<td>2.9%</td>
<td>2.8%</td>
<td>3.3%</td>
<td>4.3%</td>
<td>4.6%</td>
<td>4.0%</td>
</tr>
<tr>
<td>User error protection</td>
<td>4.4%</td>
<td>11.4%</td>
<td>8.6%</td>
<td>7.9%</td>
<td>8.4%</td>
<td>6.8%</td>
</tr>
</tbody>
</table>

5.6. Health condition or disease

The UKCRC Health Research Classification System (HRCS) is a system to categorise diseases and conditions (UKCRC, 2017). The health categories are based on the International Classification of Diseases (ICD) codes of the World Health Organisation (WHO), which encompass all areas of disease and health conditions. From each article, we extracted information about the condition of the disease of interest, if applicable, and categorised it according to the HRCS.

Table 10 lists the identified categories in descending order of their frequencies; categories missing in the table were not populated by any of the analysed papers.

A more detailed look at the association between the condition and disease category of interest and applied data collection techniques confirmed the previous results regarding the prevalence of techniques. Table 11 shows the percentage of user groups who participate in usability evaluations of DH technologies. These technologies were specifically targeted and developed for those user groups and the top 10 prevalent health conditions or diseases. In the usability evaluation studies, a mixed level of participation was observed across the different user groups, depending on the specific health condition or disease category. While these systems are designed for a wide range of health conditions and user groups, the data unveils a relatively low participation rate of patients across all health condition categories. The average participation rate for patients, in general, was found to be 43.4%, with a high of 56.3% for eye conditions and a low of 32.4% for respiratory conditions. General users were seen to participate more frequently, averaging 60.5%, with the maximum participation in musculoskeletal (72.7%) and metabolic and endocrine (71.4%) conditions. However, their participation dropped to 40% in neurological conditions.

Healthcare providers (HCPs) exhibited an average participation rate of 46.8%, but their engagement varied widely. They were most involved in the cases of metabolic and endocrine conditions at 60.0%, but were entirely absent in eye condition studies. Informal caregivers, on the other hand, had an average participation rate of 47.9%. The participants showed complete involvement (100%) in studies related to respiratory, metabolic, and endocrine disorders, but did not participate at all in studies related to musculoskeletal conditions.

...
Overall, this data indicates that while DH systems are being developed across various health conditions, the user groups targeted by these systems are not always adequately represented in usability evaluation studies, potentially impacting the systems’ overall effectiveness.

### 5.7. Expressed issues with usability evaluation

A total of 24 articles were identified that conducted usability evaluations of DH technologies as well as discussions on opinions, issues, and concerns with regard to the practical application of usability evaluation methods. Valuable insights were shared, highlighting the experiences faced during the implementation of these methods and offering diverse perspectives on their effectiveness and efficiency.

Several of them were concerned with the use of questionnaires. Georgsson and Staggers noticed in their study that their open-ended questionnaires uncovered fewer usability issues but more high-severity ones than the previously performed scenario-based testing [S13]. They suspect that participants were exhausted after testing and answered questionnaires less accurately. Lei-Juan et al. noticed in a study with elderly participants that questionnaires indicated more positive answers regarding usability than observations would suggest [S31]. They assume that the elderly participants might have held back too negative opinions about the tested product out of politeness or of being negatively judged as incapable or “unwise”. In a study applying the SUS protocol, the authors expressed the need for complementary methods, for example, think-aloud protocols [S170]. Holmes et al. in the same vein, noticed that they were able to assess the difficulty of using the system under test but not if the participants enjoyed using the system [S199].

Chumkasian et al. examine the deficiencies in traditional usability evaluation techniques like SUS and Health-ITUES when applied to mobile health apps [S337]. They argue for the relevance of MAUQ, a specialised questionnaire for mHealth app evaluation, but note that it requires customisation for their specific healthcare application context. Through validation of a modified MAUQ in their research, they endorse the necessity for adaptability in these evaluation methods. The authors emphasise the need for domain-specific strategies to address unique usability challenges within mHealth apps. However, they also recognise that such methods may not be universally applicable and often need tailoring to particular application contexts or user demographics. This underscores the importance of a broad spectrum of specific methodologies for comprehensive usability assessments, which may require additional effort and resources.

Khajouei et al. [S77] and Farzandipour et al. [S411] compared properties of heuristic evaluations (HE) and cognitive walkthroughs (CW) for usability evaluation and attested comparable effectiveness. While HE proved more beneficial for overall user satisfaction, the researchers observed that CW was superior in identifying high severity usability problems. CW seems more appropriate when learnability is the focus of the evaluation, especially if the main user group of interest consists of novice users. Beauchemin et al. used both techniques and think-aloud protocols to iteratively improve a self-management application [S167]. They experienced that cognitive walkthroughs were efficient in validating that novel features were usable while heuristic evaluations were rather used to verify that updates or features were really needed, as expressed during think-aloud. Capeleli et al. further found that heuristic methods might not address all wearable technology challenges, hinting at the need for more specific testing strategies and considering users’ group mental model differences [S269]. The complementary roles of user testing and heuristic evaluations were found important in addressing various usability and design issues [S269, S271].

In a different study, Khajouei et al. compared checklists with other usability evaluation methods [S135]. They concluded that checklists were easier to use for novice usability evaluators but less suited to identify high-severity issues than other heuristic techniques, and therefore suggest using them with caution if usability is a major concern. Other researchers recommend combining heuristic evaluation with other approaches [S35] and to involve end-users as well as system experts [S121].

Petrie and Wakefield [S299] and Wahyuningrum et al. [S500] conducted separate studies and found that remote studies offer more benefits compared to face-to-face studies, despite the technical challenges involved. They found several advantages of remote evaluations, including speed, cost savings, increased security and privacy for participants, discrete observation and support from the research team, and the opportunity to conduct tests in a natural setting. However, they also highlighted the limitations of remote testing, specifically reduced experimental control and emphasised that remote evaluations require careful planning and efforts but present promising opportunities, especially during disruptive situations like a pandemic.

Regarding methods categorised as testing, Broekhuis et al. stressed the threat to external validity if usability is performed in a lab-like setting [S170]. Capeleli et al. further indicate the importance of context in usability evaluation, showing results can differ between laboratory and real-world settings [S269]. Particularly in DH, the actual usage context might simply differ fundamentally from such a synthetic setting. They, in line with other studies, therefore stress the relevance of remote usability evaluation [S121, S233, S299, S500].

Furthermore, Schöne et al. researched adapting usability tests for cognitively impaired individuals, highlighting caregivers’ crucial role [S351]. The study found that tailoring tests with simplified language, modified rating systems, and familiar environments significantly aids the process. The test leader, requiring an understanding of the testing process and the ability to adapt to cognitive limitations, played a vital role, with the caregivers’ presence enhancing communication and motivation, despite potential interruptions, which were mitigated by pre-set signals. The importance of observation and collaboration with caregivers was emphasised, given the limited feedback from cognitively impaired individuals and considering caregivers’ insights about the users’ abilities. Finally, the study acknowledged the willingness of cognitively impaired individuals to use technology and take part in such studies, advocating for more inclusive and user-centred design approaches.

Table 11

<table>
<thead>
<tr>
<th>Category</th>
<th>Patients</th>
<th>General users</th>
<th>HCP</th>
<th>Informal caregivers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic health relevance</td>
<td>39.6%</td>
<td>64.2%</td>
<td>55.0%</td>
<td>29.2%</td>
</tr>
<tr>
<td>Mental health</td>
<td>41.8%</td>
<td>66.7%</td>
<td>45.7%</td>
<td>40.0%</td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>44.2%</td>
<td>72.7%</td>
<td>39.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Neurological</td>
<td>45.0%</td>
<td>40.0%</td>
<td>55.0%</td>
<td>47.1%</td>
</tr>
<tr>
<td>Respiratory</td>
<td>32.4%</td>
<td>63.0%</td>
<td>53.3%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Metabolic and endocrine</td>
<td>51.0%</td>
<td>71.4%</td>
<td>60.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Reproductive health and childbirth</td>
<td>43.5%</td>
<td>66.7%</td>
<td>58.8%</td>
<td>33.3%</td>
</tr>
<tr>
<td>Cancer and neoplasms</td>
<td>42.9%</td>
<td>–</td>
<td>46.7%</td>
<td>–</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>37.0%</td>
<td>50.0%</td>
<td>54.6%</td>
<td>–</td>
</tr>
<tr>
<td>Eye</td>
<td>56.3%</td>
<td>50.0%</td>
<td>0.0%</td>
<td>33.3%</td>
</tr>
<tr>
<td>Avg.</td>
<td>43.4%</td>
<td>60.5%</td>
<td>46.8%</td>
<td>47.9%</td>
</tr>
</tbody>
</table>
One study provided evidence for task completion as a metric, showing a greater association with usability benchmark results than SUS questionnaires [S170]. However, Le et al. stressed the relevance of defining representative tasks as the performance of participants depends strongly on the defined tasks [S30]. Tasks unlikely to be performed in reality may not reflect a system’s usability in practice.

Few authors commented on the use of think-aloud protocols. Le et al. investigate “insight evaluation”, which consists of testing by letting users perform open-ended tasks while thinking aloud [S30]. They noted that the results of insight evaluations corresponded closely to the results of usability benchmarks. Moreover, participants expressed feeling less like the actual subject of the tests than in other methods, due to the open nature of insight evaluations. However, possibly for the same reason, participants appeared to feel insecure about performing the task “right” and therefore often sought guidance from the moderator.

The challenge for the moderator is to provide that guidance without influencing the direction of the participants’ exploration of the system. Richardson et al. compared a think-aloud protocol with “near-live” usability testing in which healthcare professionals performed predefined tasks with a patient actor [S95]. They found that think-aloud results were mainly useful in improving ease-of-use aspects, while near-live testing provided helpful insights regarding the integration of the tested tool in the workflow. Cho et al. stress that combining think-aloud with eye-tracking techniques can provide valuable insights [S121]. They mentioned common obstacles, like losing eye movements due to user fatigue, lack of clear criteria of what constitutes a good eye movement pattern, and cost of equipment [S179].

Following the think-aloud protocol, in-depth interviews revealed the majority of problems [S13]. Furthermore, open-ended interview questions were found important and useful since they allowed users to freely express their opinions and provide insights on issues that may not have emerged during testing. The card sorting technique has also proven to be useful for identifying targeted end-user information preferences and establishing application components before developing DH prototypes [S121]. Other researchers discovered that feedback from end users and eLearning experts was helpful in analysing and improving the prototype [S233].

Overall, most authors presenting results about or analysing usability evaluation methods advocate mixed/multi-method approaches [S13, S19, S33, S56, S233, S261, S269]. Several of them mentioned that using mixed-method approaches led to improvements that would not have been detected as required or desired using a single method [S19, S233, S261, S269].

6. Discussion

Section 6.1 presents and summarises the key findings of the study. These findings shed light on the prevalence of usability evaluation in DH. Further subsequent sections are focused on exploring emerging themes around the effectiveness and efficiency of usability evaluation in DH. By exploring these aspects, we gain insights into the strengths, weaknesses, and potential areas for further exploration and improvements in usability evaluation practices, both in DH and in general. Such insights can be invaluable for shaping future research and advancements in DH usability evaluation and improving the effectiveness of DH systems.

6.1. Summary of key findings

The results showed that a combination of both inquiry and testing methods was the most frequently employed, evident in 47% of the studies. While, inspection methods were not as widely used, being employed as a single method in 5% of the studies.

Questionnaires, especially standardised ones such as SUS, emerged as the most common data collection method among the inquiry methods, accounting for 75% of their use. Interviews, on the other hand, were applied in about a quarter of inquiry-based studies.

Regarding testing methods, task and scenario-based usability evaluation was applied in approximately 75% of the studies. Further, about 20% of these studies combined think-aloud protocols, providing a more comprehensive understanding of the participants’ thought processes.

The distribution of predominantly used methods and techniques was similar across all DH systems types and targeted user or patient groups. The results also showed that the majority of the studies (41%) were focused on investigating the usability of the mHealth systems compared to other DH systems, such as Telehealth (21%), HIT (16%), Per. Med (10%), Wearable (7%), and DTX (4%).

On average, 49% of the studies engaged participants from their targeted user groups. Often, the participants’ insights were supplemented with those of healthcare professionals or IT experts. Particularly, IT experts were mostly involved in studies implementing inspection methods. In contrast, the inclusion of informal caregivers was less.

The top five usability characteristics evaluated in DH studies were satisfaction, effectiveness, efficiency, learnability, and user error protection. However, aesthetics, operability, usefulness, memorability, and accessibility were less frequently evaluated, pointing to a potential area for further research.

A low percentage of studies (only 4%) reported the use of tools or platforms to automate or semi-automate the usability evaluation process. This suggests a deficit in tool utilisation or reporting. These tools or platforms were often used to track user activity or to validate the overall accessibility of DH systems.

6.2. Dominance of inquiry methods

Our study unveils the predominance of inquiry methods in evaluating DH solutions’ usability, as employed in 29% of the studies exclusively. These methods, such as interviews and focus groups, facilitate direct user engagement and valuable insights (Lyzara et al., 2019). Providing qualitative understanding unobtainable elsewhere, enable in-depth exploration of user needs, motivations, and preferences (Anuar et al., 2014; Rocha et al., 2014; Bolivar, 2014). Adapt to diverse research goals and contexts, enhancing understanding of users’ backgrounds, preferences, and challenges. Additionally, they assist with the early detection of usability issues and timely adjustments are feasible.

Despite the obvious benefits, inquiry methods are not free of limitations (Anuar et al., 2014; Rocha et al., 2014; Bolivar, 2014). The need for extensive planning and coordination can make these methods resource-intensive and time-consuming, potentially affecting project timelines (Lyzara et al., 2019). The quality of data can be compromised due to question-wording, order, interviewer bias or inexperience, thus affecting reliability and validity (dos Santos Grecco et al., 2021; Ouellet et al., 2021; Alcaraz-Quiles et al., 2018; Verkijika and De Wet, 2018). However, skilled researchers can mitigate these issues by designing comprehensive protocols and careful evaluations (Brédart et al., 2014). Furthermore, sample representativeness poses a significant challenge, especially when dealing with large samples (Anuar et al., 2014; Bolivar, 2014; Koopman and Zucon, 2016). Researchers might have to limit sample size due to associated costs and effort, potentially resulting in under-representation and reduced generalisability of findings.

Approximately 41% of the studies report using just one method for usability evaluation, which might overlook non-obvious usability problems. In particular, inquiry methods may fail to detect non-obvious usability problems, as users with cognitive impairment might struggle to articulate or recognise them during interviews. The consensus is that combining different methods improves usability issue identification due to their varied strengths and weaknesses [S35, S121, S512, (Lyzara et al., 2019)]. This combination ranges from detecting more issues to identifying fewer but high-impact issues, and from being more suitable for beginners or experienced users to be ideal for driving new
features or validating the usability of new features (see Section 5.7). Complementary strategies, like combining inquiry methods with testing, further enrich the evaluation strategy for DH products. Riihiaho (2018). Such a combination can enhance the inquiry process’ effectiveness by providing empirical data from testing to supplement the insights (S512). This approach can facilitate data validation and result in cross-referencing for improved reliability.

The studies also underline the vital role of ensuring data privacy in healthcare, where usability evaluation methods often collect sensitive data (Padhunsi et al., 2021; Buie and Murray, 2012; Genov et al., 2009). Any breach could undermine user trust and legality. Furthermore, potential security risks should be considered, as insecure platforms can expose collected data to threats. Adherence to privacy, security, and ethical considerations, such as informed consent and data privacy and management planning, directly can influence trust, legality, and overall effectiveness and efficiency of the usability evaluation process.

Socio-cultural aspects add another layer of complexity to the usability evaluation. For instance, a study on a telehealth application for diabetes management before or during Covid-19 might yield different usability insights based on social limitations and cultural contexts (Karim et al., 2021; Egle et al., 2022). Users’ priorities may differ, with some focusing on cost-effectiveness while others prioritize data privacy and security of DH products (Khoja et al., 2013). Cultural and linguistic differences, influencing user feedback and perceptions (Ouellet et al., 2021), require inquiry methods to adapt for cultural sensitivity and contextual relevance (Riihiaho, 2018).

Emerging technologies such as AI chatbots and virtual reality (VR) interfaces present both new challenges and opportunities (Haverinen et al., 2019). Augmented reality (AR) and VR offer immersive experiences that differ from traditional interfaces, raising unique usability concerns like physical comfort, motion sickness, and depth perception difficulties. These interaction modes can raise the bar not only for inquiry methods, but also for other methods to effectively capture, analyse, and evaluate usability issues. Adapting methods to measure the usability of such technologies is crucial for improving the overall user experience.

Usability evaluation, generally costly and time-consuming, often leaves developers in uncertainty for efficient and context-specific testing, while managers face delays due to repeated revisions needed to correct usability issues (Tamir et al., 2008). The task of estimating the resources needed for usability evaluations in DH, which are often critical and sensitive in nature, further complicates the matter. The task of estimating resources such as test size, effort (person-hours), cost, and schedule for evaluations, a process that itself adds time and expense (Tamir et al., 2008; Kaur and Kaur, 2022). In terms of estimating usability evaluation efforts, further research is required to establish the applicability of existing or customised usability evaluation methods for DH technologies.

Improving methods for prevalent DH user groups remains a question for further research. This includes designing tailored questionnaires or interviews for evaluations with the elderly and adjusting them for people with disabilities who may interact uniquely with DH apps. Tailored testing may involve assistive technologies like screen readers or voice commands, and adapting interview methods to participants’ cognitive abilities ensures inclusiveness and focused design. By making the language clear, using visual aids, changing the pace, and thoughtfully including support like caregivers, the process becomes more empathetic and efficient. Such approaches offer deeper insights into unique user needs, helping developers create more inclusive DH solutions.

In conclusion, inquiry methods are essential for usability evaluation. When integrated with other methods, they provide a comprehensive usability evaluation, harmonising qualitative and quantitative data. It is further recommended to clearly define research objectives, develop structured protocols, carefully plan participant recruitment, maintain neutrality, systematically analyse data, and triangulate with other methods to enhance the effectiveness and efficiency of inquiry methods (Nielsen, 1993; Kushniruk and Patel, 2004; Dillman et al., 2014).

6.3. Dominance of questionnaire

A majority of the literature, including our findings, evident in 57% of our studied cases uses questionnaires as the sole method, suggesting the dominance of questionnaires as a primary method in assessing the usability of DH technologies (Zapata et al., 2015; Paz and Pow-Sang, 2016; Maramba et al., 2019; Wang and Huang, 2022). The simplicity, efficiency, and cost-effectiveness of questionnaires have contributed to their widespread usage (Brooke, 2013; Lyzara et al., 2019; Wang and Huang, 2022). They offer a practical and scalable approach to collecting data and analysis from diverse user groups (Barnum, 2010; Riihiaho, 2018). Closed-ended questionnaires offer a quantifiable format that facilitates the generation of ample data, which can be easily interpreted and compared (Connelly et al., 2022), which is easier to fill in than long and open-ended questionnaires (Milne, 1999). Open-ended questionnaires can provide deeper insights (Walji et al., 2014) but also require more resources and time and often are difficult to analyse (Varela and Ares, 2012).

Moreover, the advent of new technologies has notably improved the administration and analysis of questionnaires. For instance, the ability to distribute and complete questionnaires online enhances both accessibility and efficiency (Copper, 2000). Furthermore, advancements in AI and ML have opened avenues for rapid and precise interpretation of results, particularly beneficial for large-scale studies (Davenport and Kalakota, 2019).

Despite their popularity, questionnaires are not without challenges. Planning, designing, and administering effective questionnaires are not easy, and it becomes increasingly challenging if the tasks they relate to are complex and/or critical, especially in unmoderated testing (Sauro and Lewis, 2011; Milne, 1999). The precision, clarity, and unbiased nature of questions significantly impact data quality (Larsen, 2003; Riihiaho, 2018). Furthermore, self-reported questionnaires also can introduce potential response bias, as respondents may not provide truthful answers due to social desirability bias or may fail to recall past events accurately (Riihiaho, 2018). Therefore, to reduce bias, potentially sensitive questions should be designed carefully and sent electronically or by mail rather than personally.

Given that questionnaires are typically administered after or even without user interaction with a product, feedback collection is often retrospective. This potentially delays the identification or resolution of usability issues, and issues with recall remain a thread with people having cognitive issues. Moreover, questionnaires, which primarily gather quantitative data, may not capture non-verbal cues or perceptive information, limiting their capacity to fully comprehend the emotional and other affective aspects of usability.

Among standardised questionnaires, the SUS was the most popular, with attributes of quick administration, reliability, and wide applicability for both small and large sample sizes (Tullis and Stetson, 2004; Brooke, 2013). It is also relevant and commonly used for comparing two different versions of a system based on how each is perceived in terms of usability (Brooke, 2013). However, we noticed that in the investigated studies, SUS was generally utilised to assess only one version of a system. The information value of such cases is very limited, as there is no baseline for comparison. It has also been noted that the determined usability score has little to do with task performance (Brooke, 2013). Furthermore, these methods do not always yield a detailed understanding of specific usability issues, and thus can sometimes lead to a less thorough understanding of a product’s unique usability challenges. Furthermore, both SUS and PSSUQ are free to use and technology independent questionnaires (Lewis, 2002; Brooke, 2013) but can be used depending on the situation and the case. For example, SUS is used when it is necessary to measure the user’s perceived usability of the system/product (Brooke, 2013) while PSSUQ is important for measuring perceived customer satisfaction (Lewis, 1992). Furthermore, the Single Ease Question (SEQ) can be used to
measure task level usability instead of SUS. QUIS has undergone several revisions and has the ability to provide general feedback on the system (Schneiderman, 1987; Hodrien et al., 2021). But in comparison to SUS, QUIS is more lengthy, time-consuming and costly to use because it requires a licensing fee for paper/online versions.

NASA-TLX measures perceived workload, including mental and physical effort, and is the standard in many Human Factors and Ergonomics studies (Hart and Staveland, 1988). Unlike SUS, PSSUQ, and UEQ, NASA-TLX lacks clear benchmark scores for acceptable workload and is complex and lengthy, thus less commonly used in UX research (Miller, 2001; Anderson, 2017). It indicates whether interface changes improve workload without specifying fixes. However, it can disrupt the study’s flow and cause fatigue due to being a lengthy questionnaire that must be completed after each important activity. NASA-TLX can be helpful in scenarios where the human error must be minimised, such as healthcare (Hart, 2006; Nur et al., 2020).

Moreover, cultural context, language nuances, and user familiarity with certain concepts greatly influence the effectiveness of questionnaire design and data interpretation (Sønderereg and Sauer, 2013; Riihiaho, 2018). Questions must be culturally sensitive and avoid presumptions about user familiarity with certain concepts. Language nuances and cultural perspectives can influence question understanding and responses, potentially leading to bias or misunderstanding.

The European Union’s medical device directive (MDR) guides the design and development of medical software, yet lacks explicit guidelines for validating aspects like “performance, safety, correctness, and usability” (Bochicchio et al., 2021). This shortcoming becomes particularly crucial with digital therapeutics (DTx), where quality bears direct implications on human security and safety. DTx demands distinct evaluation techniques to meet its specific needs and the constraints of clinical trials, validating new therapies’ effectiveness and safety. So, the application of usability methods, such as questionnaires, also needs to be adapted to DH system types. However, in general, due to higher reliability, it is recommended to use standardised questionnaires rather than constructing new questionnaires (Hornbæk and Law, 2007). Instead of designing new assessment methods, researchers also employed established ones for DTx (Bochicchio et al., 2021), notably the International Measurement System (IMS) (Aitken and Lye, 2015) and the Mobile Application Rating Scale (MARS) (Stoyanov et al., 2015). Both are widely recognised and leveraged in the DH field, with IMS providing a more objective evaluation of DTx and MARS offering a broader, multi-dimensional approach to assessing the quality of health apps. A study further showed that implementing a standardised collaborative method to evaluate DTx apps’ usability and quality in clinical trials can enhance the validation process and optimise resource allocation in developing effective digital therapeutics (Aitken and Lye, 2015).

Meanwhile, results also showed that 4% of articles customised or modified standardised questionnaires, or 20% of articles used general self-designed close-ended questionnaires. Customised questionnaires can capture unique product features or usability factors specific to the context of use. This shows practice and a need for customised questionnaires, which can target specific areas of interest inadequately covered by standardised methods (Nielsen et al., 2014), but with proven reliability and trials (Riihiaho, 2018). It is also worth noting that the standardised Health-ITUES questionnaire for the healthcare domain is not widely used, although it allows for adaptability, customisation, and deeper analysis (Yen et al., 2019; Schnall et al., 2018), which we assume to be due to the higher degree of familiarity with SUS among practitioners. However, the design of a well-structured, unbiased, and effective customised questionnaire requires considerable expertise, and it can be time-consuming. Still, their validity and reliability might not match those of standardised counterparts (Hornbæk and Law, 2007).

This leads us back to the critical point of balancing effectiveness and efficiency in usability evaluation. While questionnaires, especially standardised ones, offer efficiency, their effectiveness in examining context-specific usability aspects may be limited. This might explain the common recommendation of the use of mixed-method approaches, which balance the depth of insight (effectiveness), like from interviews and observations, with the extensive coverage (efficiency) of questionnaires (Batsis et al., 2018). Furthermore, the inclusion of open-ended questions in questionnaires can help users provide detailed explanations or insights into their experiences, thereby contributing to a better understanding of usability issues (Harland and Holey, 2011). Additionally, piloting questionnaires can help identify any ambiguities or issues before the actual evaluation (Reeves et al., 2002).

In summary, the prevailing use of questionnaires, particularly the SUS, in DH usability evaluations could be complemented with other questionnaires for improved effectiveness. They should not be used in isolation, and a comprehensive understanding of usability can be achieved with a mixed-method approach tailored to the context and objectives. Furthermore, a critical review of various questionnaires is needed to discover the appropriate selection of standardised or customised questionnaires for specific user groups or health systems in DH.

6.4. Dominance of task and scenario-based evaluation

The task and scenario-based methods were found to be the dominant method in usability evaluations, accounting for 75% of the studies. These methods involve the design of realistic tasks, representing actual anticipated use, and reflecting the key components of the system being evaluated. Task and scenario-based usability evaluations are robust and effective (Earnshaw et al., 2001), but it has to be carefully crafted and formulation is very important (Fritz and Berger, 2015). This is also critical considering the time and effort generally spent recruiting test users.

In general, it is said, that the more tasks assigned to each user, the higher the probability of detecting potential issues (Lindgaard and Chattratichart, 2007). However, the tasks should be concise, typically not exceeding an hour to maintain user concentration, yet sufficiently diverse and comprehensive to allow users to explore the system (Riihiaho, 2018). Optimal and well-crafted tasks and scenarios aid in the design of the test by removing artificiality and allowing to focus on the real needs of the user and match test objectives/goals (Rubin and Chisnell, 2008; Russ and Saleem, 2018; Barnum, 2020). These factors determine the accuracy and usefulness of a test, and evaluators must have prior experience, a clear grasp of the objective, and a consistent effort to improve task writing skills. However, there are not enough papers that give an overall direction for developing usability scenarios in the healthcare sector, which makes it more difficult to develop and use tasks and scenarios (Russ and Saleem, 2018).

One crucial element of tasks and scenario-based methods is ensuring task relevance and quality, which has a direct impact on the number and types of issues uncovered (Skov and Stage, 2012). The tasks should be clear, meaningful, and unambiguous. This can elicit natural interaction with the product, allowing for an authentic assessment of its usability. Even the wording of the tasks must be carefully considered, so as not to provide distinct clues to the required actions. Moreover, these usability evaluations often start with simpler tasks (Riihiaho, 2018). This eases the user into the test setting, providing them with an opportunity to familiarise themselves with the environment. Some tasks should be independent of one another and presented one at a time. If time constraints arise, this design permits the exclusion of some tasks without significantly impacting the overall test.

However, while task and scenario-based testing prove to be influential in usability evaluation, several potential issues must be acknowledged. Incorporating scenarios provides a socio-organisational context for the tasks, essentially connecting them. This context becomes particularly important when testing with specific cultural groups, as some users may find isolated tasks hard to interpret without relevant background scenarios (Clemmensen et al., 2009). Scenarios might take
the form of a specific shift in a nurse’s workload, providing relatable contexts for the user. For instance, consider the case of a nurse working a night shift in an emergency department, facing a surge of critically ill patients needing immediate care. Amid the chaos, the nurse must prioritise tasks, perform life-saving procedures, and cooperate with the medical team for optimal patient care. This intense, relatable scenario centres users, enabling them to empathise with the high-pressure decisions nurses make and can highlight the complexities of nursing and the system in use.

Mentions of potentially inaccurate results due to the exhaustion of participants or to their perception/understanding of their role in testing (see Section 5.7), point at the necessity to carefully select usability evaluation approaches with typical user groups in DH in mind. The cognitive load implied by usability evaluation methods, such as task and scenario-based testing combined with think-aloud, or lengthy questionnaires and interviews needs to be considered for obtaining reliable results from any users, particularly from elderly or patients with conditions affecting cognitive abilities. Guidelines for performing usability evaluation for specific groups, e.g., the elderly, exist (e.g., by Silva and Nunes (2010) or Loring et al. (Engdahl et al., 2009)). Our results, however, do not indicate any significantly different use of methods for specific user groups, like a widely adopted application of such guidelines. Furthermore, the prevalence of task and scenario-based methods underline the importance of adequate task/scenarios (Riss and Saleem, 2018). Following guidelines for task writing might hence improve the effectiveness and efficiency; overall direction for developing them specifically for the healthcare sector is scarce though.

Furthermore, task and scenario-based methods involve participants, which can be challenging to recruit, particularly true for people with serious health or mobility concerns. In such cases, task and scenario-based methods can also be used with complementary methods. When preparing usability evaluations, it is advisable to conduct one or two preliminary usability inspections to identify potential usability issues early on (Riihiaho, 2018). If significant problems are identified during these assessments, they can be addressed before involving actual users. Alternatively, the identified issues can be validated through test tasks with real users.

Inspection methods are often considered easy and cost-effective methods that can be performed by small numbers of inspectors (3–5) (Ghasemifard et al., 2015; Wijesinghe et al., 2016; Riihiaho, 2018). These methods are also suitable for evaluating usability at early stages of system maturity and may be used to investigate a wide range of usability problems, in particular when used in combination (Riihiaho, 2018; Aziz et al., 2021; Hollingsed and Novick, 2007). Given the low number of studies identified to apply inspection methods in DH, the full potential to increase the effectiveness of usability evaluation through inspections is not exploited. Although inspection methods can aid in obtaining expert opinion and recognising the user’s goals (Aziz et al., 2021), they should not be seen as a substitute for testing with real and representative users (Hollingsed and Novick, 2007). They may, however, detect some usability issues early on and hence reduce the cost involved in performing and acting upon later user-based testing.

Complementing testing with user interviews in real-use contexts is also seen as a valuable approach for several reasons (Riihiaho, 2018). Firstly, it provides valuable insights and ideas for developing appropriate scenarios and test tasks. Secondly, these interviews offer a more profound understanding of the users’ objectives, enabling us to focus the tests on specific areas. Lastly, gathering information about the users’ goals and priorities helps in creating effective redesign proposals to address the issues identified during the tests. But, according to Jakob Nielsen, “What users say and what they do are different” (Nielsen, 2001). Combining user observations with testing can also be a good practice to look further, as it will provide insight into how people do things because sometimes it can be difficult for them to explain how they use the system or perform activities (Mortensen, 2020).

The findings showed that think-aloud protocols were frequently employed in combination with task and scenario-based techniques for conducting usability evaluations in DH. Despite their effectiveness and high value, obtaining and analysing data from think-aloud sessions can be time-consuming and resource-intensive due to the fact that it generally includes gathering and evaluating all of a user’s verbalisation (Nielsen et al., 2002; Güss, 2018; Riihiaho, 2018). When considering think-aloud for usability evaluation, one should be aware of the different types. Concurrent and retrospective think-aloud methods both highlight a similar set of usability issues and task performance, but they differ in certain ways (Ohnemus and Biers, 1993; Van Den Haak et al., 2003; Van Den Haak et al., 2004). The concurrent think-aloud approach is a more accurate representation of a task-oriented usability evaluation, while the retrospective think-aloud approach is more likely to provide a wider range of user reactions (Van Den Haak et al., 2003). One consequence of the concurrent think-aloud protocols might be a negative effect on task performance through the increased cognitive load to think-aloud while performing tasks (which is a general issue in think-aloud, though) (Ericsson and Simon, 1984; Branch, 2000b).

Concurrent think-aloud protocols may therefore be inefficient if task complexity is high, and this raises questions about their effectiveness in such situations. Thinking aloud, in general, may not be possible for each user group to participate effectively (Branch, 2000a; Nielsen et al., 2002; Fan et al., 2020b). The findings of Franz et al. in using think-aloud with older adults, for example, suggest that whether or not to use any of the two techniques depends on the characteristics of the participating individual and may be related to other factors (Franz et al., 2019). This finding is closely connected to our finding, in general, regarding the selection of the appropriate methods for the targeted user group. Therefore, the use of task and scenario methods and think-aloud protocols should carefully consider the cognitive characteristics of the prospective participants in the DH usability evaluation. Some efforts have been made to address some of the issues associated with think-aloud methods, and some possibilities and directions have been considered and validated to automate some of its aspects for health information technology (HIT) (Russ and Saleem, 2018) and other domains (Johansen et al., 2019; Fan et al., 2020a).

To summarise, the importance of task and scenario-based usability evaluation, both separately and in combination with other methods, is well-known. However, careful planning is needed to avoid common pitfalls and maximise the effectiveness of the evaluation process. By understanding the users’ goals and priorities, appropriate tasks and scenarios can be designed, and a meaningful evaluation process can be conducted. Properly planned and executed, task and scenario-based usability evaluation can offer deep insights and actionable data to guide product or system improvement.

6.5. Dominance of quantitative data collection and analysis methods

The results identify the prevalence and use of quantitative data collection and analysis methods in usability evaluations of DH products, highlighting the reliance on quantitative data in identifying usability issues, such as satisfaction ratings, task completion percentage and times, error rate, etc. The relative effectiveness and efficiency of quantitative and qualitative approaches vary, depending on the usability evaluation goals and the specific characteristics of the DH products under investigation.

Quantitative analysis methods, employed in 51% of the studies we analysed, appear to have gained prominence due to their inherent objectivity and the potential for generalisability (Simpson, 2015). Such methods, including descriptive and inferential statistics, can facilitate a systematic and standardised evaluation procedure. Descriptive statistics provide the basic features of the dataset and offer simple summaries about the sample and the measures. The use of inferential statistics can allow for hypothesis testing and the drawing of conclusions about populations based on sample data. Such a framework not only strengthens
the reliability of gathered data but also strengthens the reproducibility of such studies. Assisting in uncovering and analysing issues like design or functionality flaws quickly, thereby enhancing the overall efficiency of the evaluation process. However, an over-reliance on quantitative methods could prevent the comprehensive assessment of user experience (Goertzen, 2017). While these methods offer efficiencies, they can potentially miss context-specific or user-focused issues, areas where qualitative methods excel.

Quantitative methods, despite their extensive use, do come with further challenges. These include the risks of reductionism, where complex human behaviours and responses are overly simplified into numerical values. In addition, the complex nature and diversity of DH products could necessitate unique, context-specific usability metrics and analysis methods. Furthermore, conducting inferential statistics requires a sound understanding of statistical concepts and the competence to choose and apply the appropriate statistical tests. The collection of quantitative data can be resource-intensive, especially in cases where large sample sizes are needed. Additionally, designing and validating quantitative instruments like surveys or scales can be a demanding process in such cases.

The results show a comparatively less use of qualitative data collection methods, such as interviews, think-aloud protocols, and observation. However, qualitative data analysis methods were applied in 61% of the articles. Techniques such as coding and thematic analysis empower researchers to look into user behaviour and feedback more intensely, fostering a holistic view of product usability. Coding analysis and thematic analysis are both well-recognised for their effectiveness in unveiling patterns and themes in large datasets (Braun and Clarke, 2006). While grounded theory, despite its powerful ability to generate new theory from data, is only represented in a mere 2.4% of the articles. This underutilisation may stem from the method’s demand for rigour, time, and a high level of expertise from the researcher (Holton, 2007).

In general, qualitative methods, such as coding analysis and thematic analysis, also require a significant investment of time and resources as compared to quantitative analysis methods (Coates et al., 2021; Soni et al., 2022). Coding and categorising qualitative data is a labour-intensive process that demands fine attention to detail. The iterative process of refining codes and themes to accurately reflect the data can be time-consuming. Moreover, achieving reliability in these methods necessitates a deep understanding of the subject matter, an ability to interpret patterns in data, and, in some cases, the involvement of multiple analysts to ensure the reliability of the analysis. Furthermore, qualitative data collection can often be lengthy and complex, involving in-depth interviews, prolonged observations, or extensive document analysis.

In the era of rapidly evolving technologies like AI, the landscape of usability evaluation studies for DH products is set to change. Such technologies can considerably improve the effectiveness and efficiency of data analysis generated by healthcare applications for improved functionality as well as for other reasons such as usability analysis (De Choudhury et al., 2016). AI-powered tools can process vast data volumes with improved speed and accuracy, augmenting the efficiency of quantitative methods (Raghupathi and Raghupathi, 2014). Similarly, such tools can assist with the analysis of qualitative data, identifying patterns and trends that may otherwise go unnoticed. However, the use of these technologies needs careful consideration to ensure that they neither undermine the richness of qualitative data nor compromise data privacy (Price and Cohen, 2019). Furthermore, such technologies can provide new opportunities and challenges for the collection, processing, and interpretation of usability data, such as by enabling the automation of usability metrics or the analysis of unstructured data (Chen et al., 2014).

In order to improve the effectiveness and efficiency of DH products’ usability evaluations, we recommend a mixed-methods approach integrating both quantitative and qualitative analysis methods, as supported by our results. Such a strategy can offer a more comprehensive and multifaceted understanding of usability while addressing the inherent limitations of each method. For instance, triangulation can be used to validate findings, employing multiple data sources and methods. However, the mixed-methods approach, though beneficial, can escalate issues if not properly managed. This approach necessitates expertise in both qualitative and quantitative research techniques (Bryman, 2006). It might also be difficult and time-consuming to integrate and compare results derived from various methods.

Given the inherent complexities associated with qualitative and quantitative data analysis methods, depending upon evaluation goals and available resources, researchers might consider alternative complementary evaluation techniques that may offer similar insights with less resource intensity. These methods, varying in their approach and application, carry distinct advantages relevant to different research contexts. For example, Narrative Analysis may provide a less resource-intensive analysis while offering contextually rich insights (Riessman, 2008; Braun and Clarke, 2006). Simultaneously, Content Analysis stands as a flexible alternative, enabling the examination of various communication modes and finding application in both qualitative and quantitative contexts (Krippendorff, 2018). Meta-analysis consolidates findings from multiple studies into a comprehensive statistical review, thereby offering robust insights without necessitating the resources needed for new quantitative investigations (Borenstein et al., 2021). While, in certain circumstances, a Case Study approach could be preferred, focusing on in-depth analysis of a single or a small group of units, and offering comprehensive insights with less demand on resources and time compared to broader qualitative methods (Yin, 2017). Emerging technological advancements have shown Computational Methods, particularly useful when analysing large datasets, with the potential to unveil unique insights that may not be covered by some traditional methods (Lazer et al., 2009). Bayesian Methods, meanwhile, provide an alternative in inferential statistics, integrating prior knowledge into statistical modelling, thereby proving more efficient and adaptable, especially when dealing with complex or small datasets (Gelman and Shalizi, 2013).

In conclusion, while complementary or alternatives present potential for effectiveness or efficiency, their selection should align with the research question, data nature, and study objectives. Researchers and usability evaluators must remain mindful of the unique assumptions, requirements, and potential challenges accompanying each method before deciding on an approach.

6.6. Distribution of and under-represented usability characteristics

Assessing the effectiveness of DH products is a complex task, demanding not only the participation of diverse users but also the careful design of tests and interpretation of results (Riihiaho, 2018). This process is further complicated by the need for predetermined measures specific to each system’s attribute, and the rapid pace of technological change makes iterative evaluations increasingly resource-intensive.

Our analysis of various studies unveils a mixed situation in evaluating usability characteristics. Satisfaction, effectiveness, efficiency, and learnability are frequently studied, highlighting their importance in ensuring that users are able to achieve the goals they want to achieve (effectiveness) productively (efficiency) with the help of the system, learning to do so (learnability), and finding the system pleasant to use (satisfaction). However, on the other hand, it unveils potential areas of concern, particularly under-represented or under-reported usability characteristics. Accessibility, memorability, usefulness, operability, and aesthetics are less emphasised, although several authors argue for their importance (Coursaris and Kim, 2011; Sivaji et al., 2014; Shamsujjoha et al., 2021), could potentially impact the effectiveness and efficiency of usability evaluations. Moreover, the findings on operability contradict previous literature. Zapata et al. noticed that operability was the most frequently investigated characteristic, however, covered a much smaller sample of studies (n = 22) (Zapata et al., 2015). Ansaar et al. assess the effectiveness and efficiency of DH products’ usability evaluations, we recommend a mixed-methods approach integrating both quantitative and qualitative analysis methods, as supported by our results. Such a strategy can offer a more comprehensive and multifaceted understanding of usability while addressing the inherent limitations of each method. For instance, triangulation can be used to validate findings, employing multiple data sources and methods. However, the mixed-methods approach, though beneficial, can escalate issues if not properly managed. This approach necessitates expertise in both qualitative and quantitative research techniques (Bryman, 2006). It might also be difficult and time-consuming to integrate and compare results derived from various methods.

Given the inherent complexities associated with qualitative and quantitative data analysis methods, depending upon evaluation goals and available resources, researchers might consider alternative complementary evaluation techniques that may offer similar insights with less resource intensity. These methods, varying in their approach and application, carry distinct advantages relevant to different research contexts. For example, Narrative Analysis may provide a less resource-intensive analysis while offering contextually rich insights (Riessman, 2008; Braun and Clarke, 2006). Simultaneously, Content Analysis stands as a flexible alternative, enabling the examination of various communication modes and finding application in both qualitative and quantitative contexts (Krippendorff, 2018). Meta-analysis consolidates findings from multiple studies into a comprehensive statistical review, thereby offering robust insights without necessitating the resources needed for new quantitative investigations (Borenstein et al., 2021). While, in certain circumstances, a Case Study approach could be preferred, focusing on in-depth analysis of a single or a small group of units, and offering comprehensive insights with less demand on resources and time compared to broader qualitative methods (Yin, 2017). Emerging technological advancements have shown Computational Methods, particularly useful when analysing large datasets, with the potential to unveil unique insights that may not be covered by some traditional methods (Lazer et al., 2009). Bayesian Methods, meanwhile, provide an alternative in inferential statistics, integrating prior knowledge into statistical modelling, thereby proving more efficient and adaptable, especially when dealing with complex or small datasets (Gelman and Shalizi, 2013).

In conclusion, while complementary or alternatives present potential for effectiveness or efficiency, their selection should align with the research question, data nature, and study objectives. Researchers and usability evaluators must remain mindful of the unique assumptions, requirements, and potential challenges accompanying each method before deciding on an approach.

6.6. Distribution of and under-represented usability characteristics

Assessing the effectiveness of DH products is a complex task, demanding not only the participation of diverse users but also the careful design of tests and interpretation of results (Riihiaho, 2018). This process is further complicated by the need for predetermined measures specific to each system’s attribute, and the rapid pace of technological change makes iterative evaluations increasingly resource-intensive.
made the same observation in their study of 19 papers (Ansaa et al., 2020).

Concerns arise due to the heavy emphasis on immediate user satisfaction and task completion in usability evaluations. The neglect of under-represented characteristics might overlook key usability issues that manifest over time or affect specific user groups. Such imbalance could lead to reduced user satisfaction and eventual system abandonment. These, along with other characteristics, can be significant in usability evaluation, and failing to evaluate them can lead to poor evaluation and misleading interpretations. For example, if a DH application’s usability evaluation is perceived as ineffective, it may indicate that these characteristics were not properly tested with the methods employed. Similarly, work context and content must be considered for effective evaluation of DH applications (Edwards et al., 2008; ISO, 2018; Dix et al., 2003). Furthermore, if relevant user groups are not involved in the testing process, issues relating to particular usability characteristics may go undetected. For example, the elderly may have difficulty understanding and learning to use applications, but younger ones may not (Leung, 2009). In general, an effective usability evaluation should encompass a wide range of characteristics while considering resources and test objectives, particularly those that are important for the specific system under review (Nielsen, 2005). For instance, in personalised healthcare or digital therapeutics, user error protection or operability could be crucial. Ignoring these elements during the early stages might result in an incomplete understanding of a system’s usability, leading to subsequent corrections that could have been avoided. For Personal Health Records (PHRs), learnability, operability, and error prevention are essential due to the self-managing nature of patients. Telemedicine platforms may focus on effectiveness and efficiency due to their role in timely patient-doctor communication. Likewise, mobile health apps require high levels of efficiency, operability, and accessibility for effective utilisation. Accessibility is especially important for DH systems with a broad target group, like national health information websites or EHR systems. For wearables and IoT devices, operability and aesthetics are paramount given their function in data collection and active use.

Focusing excessively on a few characteristics could compromise the efficiency or effectiveness of the evaluation process. For a holistic usability evaluation, all relevant characteristics must be given due consideration. Overlooking certain aspects, such as accessibility or operability, could result in missed opportunities for improvement, thereby reducing the evaluation’s efficiency and necessitating additional work. It is also important to note that the chosen testing method can influence which characteristics are most appropriate (Riihiaho, 2018). For example, methods that may slow user performance, like the thinking-aloud method, may benefit from emphasising characteristics other than performance. Furthermore, consider suitable usability methods and characteristics while keeping test users’ capabilities or characteristics in mind. For example, thinking-aloud methods, will not be appropriate for participants with limited cognitive abilities.

The diversity of the user base is a critical factor that can impact usability evaluations. Evaluations designed for generic users risk not addressing the specific needs of minority groups. This is particularly relevant for mhealth, wearables, or telehealth services, where accessibility for elderly or disabled users is essential. Different user groups may have varying preferences for usability characteristics, depending on their unique needs and experiences. For example, healthcare professionals, who often face heavy workloads and time-sensitive decisions, might tend to prioritise efficiency and effectiveness. This focus could help them navigate systems more quickly and accurately. On the other hand, patients managing chronic conditions, who may use systems frequently but could be unfamiliar with advanced technology, might find learnability and memorability more essential. Although these preferences are not universally true but could provide insight into how different groups approach and interact with technology in specific contexts or needs. In societies where the elderly are less familiar with technology due to limited exposure, the usability of DH platforms should emphasise characteristics like accessibility, learnability, and memorability. These diverse user requirements underscore the need for a user-centric approach to usability characteristics assessment.

Supplementary evaluation parameters, like privacy and ethical considerations, are also important, especially when dealing with vulnerable populations or health-related data (Pramesha Chandrasiri et al., 2019; Nittari et al., 2020). The socio-cultural context of the end users can significantly influence the usability of a system, emphasising the need for a comprehensive approach to usability evaluation. For example, users from different socio-cultural backgrounds might interpret medical information differently. A usability attribute that might be important in this context is “localization”, which involves customising the application according to the cultural norms and language of the user, leading to improved understanding and adoption of the application.

Therefore, a more comprehensive and inclusive approach is required for usability evaluation, one that incorporates a wide spectrum of relevant characteristics, caters to a diverse range of user groups and balances the cost of resources and efforts. Furthermore, it must be carefully considered if the chosen methods reflect/assess the required characteristics or not. Such a balanced, all-inclusive strategy is also necessary to navigate and meet the opportunities and challenges posed by the rapidly progressing technological environment.

6.7. Limited focus on automated usability evaluation tools

In general, automation tools can minimise human error, thereby increasing the reliability of software testing (Khaliq et al., 2022). Despite these benefits, automated usability evaluation tools adoption in DH is still low. Understanding their use benefits and limitations, as well as examining potential barriers to adoption, can provide insights and potential future directions to enhance the effectiveness and efficiency of usability evaluations in DH.

A lack of methods/tools to evaluate usability in DH has been reported [S11, S31, S40, (Maramba et al., 2019)]. Our findings are inline, since around 4% of studies reported that any tools were used to (semi-) automate the usability evaluation process or specific parts. This does not necessarily mean that no tools are used, but that the investigated reports of usability studies put a stronger emphasis on methods and results. General purpose tools used, e.g., to perform quantitative or qualitative data analysis or to collect data, might hence be not included in the description of the study. However, even considering this aspect, the number of studies using tools and the variety of tools reported in the literature are relatively low. Our findings also show that tool support in usability evaluation is predominantly limited to user activity tracking and website accessibility checking tools. It is also worth noting that the most frequently mentioned tool (Morae) has been discontinued.

Automation tools can reduce the time required for data collection, processing, and analysis, speeding up the usability evaluation process. For instance, Morae type tools can record and annotate user interactions automatically, allowing for consistent measurement across different sessions or participants, eliminating the need for researchers to do it manually. Google Analytics can precisely track a range of user interactions automatically, allowing for consistent measurement across different sessions or participants, eliminating the need for researchers to do it manually. Google Analytics can precisely track a range of user behaviours, from time spent on a page to click paths. Automated tools can provide an objective view of user interactions, avoiding observer bias. They record user activity in real-time, offering a filtered and less biased perspective of user behaviours. The emergence and adoption of Natural Language Processing (NLP) in studies represent a promising advancement towards more advanced and automated tools (Haggaq, 2022; Haque and Rubya, 2022; Silva and Santos, 2023). NLP’s ability to analyse user reviews and comments on DH applications can significantly enhance the effectiveness of usability evaluations by offering valuable qualitative feedback. Moreover, the inclusion of prototyping tools like CogTool and readability testing with Readable and other methods demonstrates the expanding landscape of usability evaluation. CogTool’s predictive performance measurement and readability scoring systems
can boost evaluation efficiency by identifying potential usability issues before conducting actual user testing. Early detection of these issues enables quicker iterations and improvements, ultimately enhancing the overall efficiency of the usability evaluation process.

The adoption of automation tools for usability evaluation in healthcare faces various challenges. Currently, Morae, Google Analytics, and TURF are widely used for user activity tracking during testing phases. However, these tools have a general focus and lack healthcare-specific adaptations. This limitation can become evident when applying them to specialised DH systems designed for specific user groups, like the elderly with Parkinson’s disease, and cognitive or visual impairments. Moreover, while the Google Chrome SEE application can simulate the experience of colour-blind users, it fails to encompass the full range of visual impairments that elderly users may encounter. Healthcare regulations and patient privacy concerns may also demand additional features not present in many tools. Being mindful of these limitations enables researchers and practitioners to select the appropriate tools and avoid overlooking crucial elements unique to DH.

Interpreting large quantities of data from automation tools can also be challenging, often diverting attention from nuanced qualitative insights into user behaviours. This can result in analysis focusing primarily on numbers, neglecting valuable qualitative aspects (Hendren et al., 2023). It is vital to balance quantitative and qualitative analysis, incorporating user feedback, observations, and contextual information for a holistic interpretation of user behaviours. Furthermore, complementing different tools can allow for a mixed-method approach to usability evaluation. For example, natural language processing can be employed to analyse qualitative user feedback on DH applications, providing in-depth insights into user attitudes and experiences. Simultaneously, tools like Google Analytics can offer quantitative user engagement data, allowing for a more holistic evaluation of usability.

Researchers and usability experts may not be using many automation tools due to their unfamiliarity or lack of training with them. The ever-changing technological landscape presents a challenge, with the constant emergence of new tools and updates. Without adequate training and exposure, researchers may struggle to grasp and utilise such tools effectively in their studies. Advanced automation tools often come with substantial financial costs, which may also be a barrier for researchers running on limited budgets. The incorporation of automation tools into existing research processes can be a complex and disruptive task. Such integration requires careful planning and management, which could pose significant challenges, particularly in multidisciplinary research teams or for those with established or already running workflows.

The lack of peer support or an established precedent in the research community or organisation for using such usability tools can discourage researchers from adopting them. Many researchers and usability evaluators, especially new ones, may prefer to stick to tried-and-tested methods and may be reluctant to venture into unfamiliar technological territory without the backing of their peers or organisations. Other researchers reviewed more holistic tool support for usability evaluations and discovered several challenges, among others, the difficulty of interpreting test results, lack of actionable recommendations, or failure of tools to point out high-priority usability issues (Mvungi and Tossy, 2015; Namoun et al., 2021). These complications may also pose significant barriers to the integration of more advanced tool support.

Apart from the tools and approaches mentioned in the results section (Section 5.4), we also investigated additional tools and platforms available in the market to explore their potential use in specific situations. Notably, there are several tools or platforms for conducting remote moderated or unmoderated user research and usability evaluations. For example, Hotjar,14 Usabilla,15 Qualaroo,16 UserZoom (now part of UserTesting), Loop11,17 and TryMyUI18 are popular tools for conducting online surveys with real users, capturing user feedback for data collection and analysis, and delivering real-time results. Lookback19 and UserTesting20 provide a platform for moderated and unmoderated user research and usability evaluation interviews. UserTesting is supported with real-time video interviews and machine learning-driven dashboards and visualisations, which help in the discovery of insights to effectively and efficiently highlight usability concerns. Hotjar and UserTesting are two of the most popular tools to analyse and empathise with users.

Tools such as Qualaroo, CrazyEgg,21 Loop11, Optimizely,22 TryMyUI, Lookback, and Inspectlet23 facilitate to conduct, monitor, and analyse usability evaluation using real-world tasks. These tools provide effective and efficient tracking and analysis of user activities, analytics, insights, and behaviours. These tools help to understand general usage patterns and identify areas of customer frustration and the most interacted content. CrazyEgg and Inspectlet can further add new dimensions to the Google Analytics insights. Furthermore, Inspectlet can provide funnel analytics to detect critical events across the user journey to effectively manage testing and enhance user experience. Additionally, Qualaroo offers AI-powered analytics and reporting that help anticipate what works and what does not. CrazyEgg, Loop11, Optimizely, and Inspectlet are suited for A/B testing to facilitate conversion optimisation. Hotjar, CrazyEgg, Loop11, TryMyUI, and Inspectlet record user sessions and provide various forms of heatmaps, scroll-maps, and click reports that assist in visualising the density of user engagement and placing content in the order of preference to consumers so that they can effectively and efficiently achieve their goals.

We were unable to discover many tools that perform automated usability evaluations. Few tools are available to access the readability and colour contrast of the website, such as Juicy Studio24 and Webfx’s Readability Test Tool.25 Dead-Link checker26 tool is used for checking dead/broken links. Furthermore, some accessibility tools are no longer available, such as Check My Colours and Browsershots tools for checking website colour choices and accessibility, respectively. It is important to note that a complete focus on accessibility in usability tools is ineffective. We agree with Jakob Nielsen that tools must adopt various usability perspectives to make (automated) usability evaluation more effective and efficient (Nielsen, 2005). Other tools that evaluate other perspectives of usability or assist other activities can be quite beneficial. Such as happyscribe27 is a transcription service that uses AI technology and is 85% accurate, which can be quite efficient in transcribing usability interviews. Furthermore, a variety of usability evaluation tools were researched and developed, but were rarely made public (Dingli and Mifsud, 2011; Kaasila et al., 2012; Geng and Tian, 2014; Grigera et al., 2017).

Using tools to automatically track user actions or system events and analyse usability data can also help increase test effectiveness and efficiency, and deliver more reliable results (Bastien, 2010). Although some tools are available, there are still some research difficulties and technological challenges (Mvungi and Tossy, 2015; Namoun et al., 2021). Usability evaluation involves unpredictable and gestural inputs, which can only be given by humans. So, developing an automated...
solution for such kinds of evaluations is challenging. Human interaction, psychology, and behaviour can be difficult to simulate with scripts. However, some activities can be automated in the design and analysis stages. Companies may also benefit from automated usability evaluation frameworks since they conduct such tests on a regular and large scale for a variety of products at various development stages. Automated usability evaluation can benefit in resource savings, cost reduction, increased overall test coverage, performance testing, etc. Despite their benefits, automated usability evaluation tools must be used alongside traditional usability evaluation methods.

Finding or developing appropriate (automated) usability evaluation tools can be challenging, but it can improve test effectiveness and efficiency, and deliver more reliable results. Furthermore, automating other aspects of usability evaluation can be beneficial, such as test case or script generation, interview or think-aloud transcription and analysis, etc. There seems potential for tools that can go beyond conventional metrics and assess more nuanced aspects of usability such as user group-specific interactions with systems, which can significantly impact a user's experience with DH systems.

Meanwhile, while automation tools have evident benefits in usability evaluation, their adoption is restricted by several limitations and barriers, which may explain their infrequent use in DH usability research. Increased awareness and understanding of such tools, and the development of cost-effective, user-centric, and healthcare-specific tools may promote their adoption. Ultimately, improving the effectiveness and efficiency of usability evaluations in the DH sector. Moreover, the research community should foster an environment that encourages innovation and the exploration of novel methodologies. Future studies could further investigate such barriers and develop strategies to promote the adoption of automation tools in DH usability evaluations. The use of tools for automatically tracking and analysing user behaviour, designing and analysing other aspects of usability evaluation (such as transcription), and automatic usability evaluation (heuristics- or guidelines-based UI and accessibility testing) has shown to be effective. Further research is required to investigate the effectiveness and efficiency of using AI or ML approaches to automate (some aspects of) usability evaluation.

6.8. Low participation of patients

The efficacy of usability evaluation depends largely on the chosen inquiry and testing methods, with each offering unique advantages, such as gaining customer feedback, fostering inclusivity, ensuring precision, and facilitating in-depth insights and discussions (Lyzara et al., 2019; Aziz et al., 2021). However, their effectiveness and efficiency can be undermined by difficulties in participant recruitment, especially when target populations are characterised by specific traits such as age group, health conditions, and geographical location. The challenge is even worse when DH apps are tailored for niche user groups. For example, it is challenging to recruit a large number of cancer patients for usability evaluation (Svyn et al., 2015; Jacobs et al., 2019; Mudaranthakam et al., 2022). The same is true for patients with mental health (Patel et al., 2003; Liu et al., 2018), diabetes (Nguyen et al., 2014; Kanuch et al., 2016), disability, ageing and well-being problems (Van der Geest, 2006). Further key challenges include patient availability, comfortability, capability, well-being, awareness, social, cultural and ethical issues (De Bleecker and Ökoröji, 2018; Kadam et al., 2016).

There is a widely accepted principle in healthcare, “Nothing about me, without me”, which emphasises the central role of patients in all decisions related to their health (Delbanco et al., 2001). Their inputs, often ignored, are crucial in shaping the acceptability, usability, and effectiveness of healthcare systems (Katsulis et al., 2016). Despite the crucial role of these studies, results indicate that only 42% of these studies include patients as participants, despite being the primary users of such systems. Meanwhile, HCPs and general users, who provide clinical relevance and lay perspectives respectively, are disproportionately represented. Healthy participants (“general users”) are however also used as substitutes for actual patients; this, however, seems to happen significantly less often than previous research on usability evaluation for serious games in healthcare suggests (Yanez-Gomez et al., 2017). Although valuable, the insights of HCPs and general users cannot supplant the input of patients, who offer an indispensable perspective due to their direct experience with the healthcare condition in question. The under-representation of informal caregivers, vital for managing chronic health conditions, signals a missed opportunity in creating comprehensive DH systems (Schaller et al., 2016). Ignoring caregiver input may lead to potential gaps in addressing specific needs and challenges that only they, given their hands-on care experience, can identify and articulate.

In general, several barriers to patient participation in usability studies exist. Logistical challenges and rigorous usability evaluation sessions can deter older individuals or those with serious health conditions. Conventional inquiry methods may prove unsuitable for some demographics, resulting in incomplete or misleading usability assessments (Choi et al., 2022). For instance, patients with Alzheimer’s or dementia may struggle to communicate their experiences effectively due to cognitive impairments. Patients with serious illnesses, like cancer, also face distinctive challenges in participating in inquiry-based evaluations. The stress of intensive treatments or the weight of emotional or ethical factors can limit their willingness or capability to engage in long interviews or detailed surveys. As their healthcare demands often take follow-ups and medical checkups, it becomes challenging to recruit an adequate sample size or obtain thorough feedback using traditional inquiry methods. Additionally, the digital divide further impedes participation, especially for those in rural areas or from lower socio-economic backgrounds. The low participation of patients in usability studies is a pervasive issue, and the context of DH platforms is no exception. Some individuals with anxiety disorders or depression may feel hesitant to use some platforms for self-managing their mental health (Santoso et al., 2021) and so be less interested to participate in evaluations. External factors like the COVID-19 pandemic might also impose restrictions on the participant’s ability to partake in studies (Egle et al., 2022). Patients may hesitate to engage with DH systems due to concerns like data breaches, time constraints, fear of stigmatisation, privacy issues, ethical considerations, sociocultural factors, or doubts about the usefulness of DH systems or apps (Gasteiger et al., 2021; Lei-Juan et al., 2016; Egle et al., 2022).

Obtaining informed consent poses another significant challenge. Especially in the case of cognitively impaired patients, ensuring that they fully understand the implications, benefits, and potential risks of the study is crucial. Without this understanding, they might agree to participate without truly comprehending the consequences. Due to some personal instances of research misconduct or systematic prejudice, patients may lack faith in such research (Gasteiger et al., 2021). Additionally, some people may limit or hide opinions on the system’s usability in order to avoid being perceived as technologically illiterate or inexperienced (Lei-Juan et al., 2016). Socio-cultural differences can also influence social interactions and communication methods, with some cultures placing a high value on hierarchy and status between test users and moderators, while others emphasise individualistic values and encourage direct criticism, reflecting a culture that fosters independent judgment (Schrier, 1992; Yeo, 2000). Furthermore, communication approaches vary widely across cultures, with low-context societies favouring explicit, direct communication and readily offering critique even to unfamiliar observers or moderators. Conversely, high-context cultures lean towards nuanced, indirect communication, where comfort in critique typically arises within established relationships. It is critical to consider alternative usability evaluation methods that better address such user groups’ limitations. Remote usability evaluation or observational methods could provide valuable insights into real-time
behaviours in their natural environments (Ahmad et al., 2021; Breeman et al., 2021; Riihiaho, 2018). Early design decisions can also benefit from prototyping, especially with older adults and diverse collaboration incorporating various stakeholders (Ahmad et al., 2021; Breeman et al., 2021).

The under-representation of intended user groups can lead to the development of DH systems that inadequately cater to their needs, preferences, and abilities. The limited sample size also brings into question the reliability of such studies and the efficient allocation of resources spent on refining the systems. Further solutions need to be explored to increase patient participation. These strategies should consider patients’ physical limitations, cognitive capacities, and privacy concerns. Despite the challenges, it is critical to remember that the voices of patients remain a fundamental aspect in designing inclusive, effective, efficient, and truly user-centred DH systems.

6.9. Recommendations

Our SLR findings have recommendations for both researchers planning research on usability evaluation of DH apps and practitioners working in DH app development and/or specialised testing companies that are experiencing such issues and want to effectively integrate usability evaluation methods into the project lifecycle. This section presents a summary of the main recommendations.

The identified findings lead us to the following recommendations for usability evaluation practitioners:

- **The need for a complementary approach:** Since inquiry methods are used in 29% of studies exclusively, and questionnaires based evaluation dominates with 75% of the overall inquiry-based studies, usability experts should consider diversifying their approach. Combining different methods could offer a more comprehensive evaluation and avoid the discussed limitations.

- **The importance of automation tools:** With only 4% of studies using automation or semi-automation tools, there is a need for usability experts to develop, explore, implement, and promote tools or methods in DH usability evaluations. Automation tools may improve efficiency and offset some resource-intensive nature of the usability evaluation process.

- **Addressing the low participation of target users:** With an average of 49% of studies engaging participants from their targeted user groups, usability experts should explore strategies to increase their participation.

- **Emphasis on under-evaluated usability characteristics:** Areas like operability, usefulness, memorability, and accessibility are less evaluated. Usability experts should work towards incorporating these aspects into their usability evaluations, aligning the focus with the actual needs and preferences of different user groups and DH systems.

From a research perspective, we conclude that the following directions might be important to better support usability evaluation in DH:

- **Tailoring methods:** Investigate how to improve methods for prevalent DH user groups. For example, designing tailored questionnaires, tasks and scenarios, or interviews to conduct usability evaluation with the elderly. Further research is required to discover domain and user group specific guidelines for writing usability tasks and scenarios.

- **Empirical investigation:** Furthermore, substantial empirical evidence concerning the effectiveness and efficiency of tailored and already applied methods in practice is required. For example, evaluate the efforts spent (e.g., number of hours) in usability evaluation of a specific mhealth app with elderly participants, comparing customised usability methods to traditional approaches to determine efficiency and effectiveness.

- **Investigating barriers to the adoption of automation tools:** The low adoption rate of automated usability evaluation tools in DH presents an area for further research. Understanding the barriers to adoption, including healthcare-specific adaptations and costs, could foster innovation and improvement in this area.

- **Exploring AI potential in usability evaluation:** Further research is required to investigate the feasibility, effectiveness, and efficiency of using artificial intelligence or machine learning approaches to automate (some aspects of) usability evaluation.

- **Understanding and enhancing patient participation:** The low participation of patients is a significant challenge. Researchers should investigate the barriers, including health condition-specific factors, and develop strategies to enhance patient engagement. This can lead to more relevant and effective DH platforms.

7. Validity and reliability

Although we designed and structured the study to ensure accurate and unbiased findings, there are potential threats to the validity and reliability of the study.

7.1. External validity

The degree to which the results of a study may be generalised to a larger population is referred to as external validity (Mitchell and Jolley, 2010). In our context, this is the question to which degree the findings distilled from the investigated studies can be generalised to usability evaluation in DH in general.

**Inaccurate publication selection:** One threat to the external validity of every literature review is the possibility of including irrelevant or missing relevant articles. In Section 4, we describe a systematic approach to study selection. All articles were screened independently by both authors, and disagreements related to the relevance of articles were discussed and decided upon jointly based on more detailed reading if necessary. We are confident to have excluded irrelevant articles as far as possible by doing so.

The risk of missing relevant articles was mitigated by choosing five highly relevant databases for article retrieval, covering all major relevant publication venues. Still, there are chances that we may have missed some relevant literature. This risk could have been reduced by applying snowballing techniques (Wohlin, 2014). We considered this too time-consuming for this SLR given the number of articles retrieved from the databases. Following a forward snowballing pilot run, we discovered that the test articles’ dataset, published between 2021 and April 2022, was already present in the sample of forward snowballing articles published between 2019 and 2020. Therefore, we decided not to continue exhaustive snowballing, especially considering the amount of effort required versus the potential outcome. It, therefore, seemed tolerable to us to omit snowballing.

We excluded grey literature and unpublished results since determining quality was challenging. However, there is a risk of overlooking insights from this type of articles, for example, usability evaluation studies of DH products evaluated and reported by companies. In
7.2. Construct validity

Construct validity is the extent to which the measurements taken are related to the phenomena being examined (Mitchell and Jolley, 2010). The phenomenon studied were characteristics of usability evaluation studies in DH and possible issues related to effectiveness and efficiency. The measurement taken is the categorising of studied articles into several dimensions considered relevant, based on which we draw conclusions about potential issues. There is a risk of incorrectly categorising them, but we tried to minimise this risk by employing multi-stage extraction, analysis, reviewing, and refining activities (also explained in Section 4 and Section 7.1).

7.3. Internal validity

Internal validity is defined as the extent to which a study establishes that an effect is caused by a certain factor, and by this factor alone (Mitchell and Jolley, 2010). We do not discuss any risk to internal validity because this risk is not relevant to our study. The phenomenon studied were characteristics of usability evaluation in DH. In our study, we did not discuss any risk to internal validity because this risk is not relevant to our study.

7.4. Reliability

Reliability refers to consistency in the data gathering and analysis in the sense that being consistent, means that repeating both should lead to the same results.

Data extraction inaccuracy and research bias: We may not have obtained accurate results due to the subjective nature of the data extraction process. We tried to mitigate this risk by developing a comprehensive data extraction form. Moreover, during this process, mutual validation of extracted data among the researchers extracting the data was performed to minimise this risk.

Manual data extraction might have resulted in unintentional bias. More importantly, personal experience and knowledge of usability evaluation had the potential to lead to biased results. Data extraction was done iteratively to address this threat. First, all possible data relevant to the data items were elicited. Then, the extracted data was categorised according to the common themes, and finally, the data was refined and classified according to well-defined standards, guidelines, literature, and information related to the topics.

Lastly, the tendency of a scientific study to favour the interests of the funding partner is referred to as funding bias. However, in our study, the sponsor had no personal interest or any direct involvement in the design, analysis, or publishing. We had complete autonomy to disclose both positive and negative results.

We furthermore provide a comprehensive replication package that enables other researchers to validate our results and as a basis to improve the validity and reliability of results in the future.

8. Conclusion

Usability is one of the key factors for the adoption and success of DH products. Only with accessibility, usefulness, learnability, etc. for people in mind who will need those products the most, DH will continue to contribute to sustainable healthcare systems. Usability evaluation is an important piece in the puzzle of ensuring usability. However, concerns have been raised about the effectiveness and efficiency of how this evaluation is done in DH.

This systematic literature review provides a comprehensive study of the usability evaluation of DH technologies in recent years. We reviewed 610 articles and extracted information related to the usability evaluation methods applied and the contexts they were applied in. The results paint a pretty homogeneous picture of the landscape of DH usability evaluation. Inquiries and task and scenario-based testing are prevalent methods, as well as questionnaires for data collection, across all types of applications and targeted user groups, including healthcare professionals and patients with diverse conditions and diseases. A lack of usability evaluation for targeting certain usability characteristics was noted such as accessibility, memorability, and operability. These overlooked characteristics may hinder the full potential of DH products. The use of tools for automating (steps of) usability evaluation was hardly used or documented. This represents a significant area for growth and efficiency improvement.

Through a detailed examination of the prevalent themes that emerged from our study, we have deepened our understanding of the effectiveness and efficiency of usability evaluation in DH. This exploration has uncovered the strengths and weaknesses inherent in current practices, highlighting potential areas that need further investigation and improvement. The knowledge and perspectives gained from this study provide a foundation upon which researchers, practitioners, and other stakeholders can build to drive meaningful advancements in DH.

As user groups of DH products are common in which reduced cognitive abilities might be common, we recommend carefully selecting evaluation methods adapted to specific, relevant user groups, e.g., older adults or people with dementia. Methods like think-aloud in these scenarios might not only be ineffective but also frustrating or even humiliating for participants. Methods should furthermore be selected with the specific usability characteristic of interest in mind and the use of inspections and other methods, in particular when recruiting participants from specific user groups is difficult, should be considered as complementary.

The results also suggest possible routes for future research. Refining existing methods, such as questionnaires, interviews, and tasks and scenarios, etc. for DH or/and typical user groups and technologies appears desirable to increase usability evaluation effectiveness and efficiency. More sophisticated tool support, for example, based on artificial intelligence, seems further desirable to support this.
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