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Abstract

As processors’ clock-speed flattened out in the early 2000s, multi-core processors
became more prevalent and so did parallel programming. However this programming
paradigm introduces additional complexities, and to combat this, the SkePU framework
was created. SkePU does this by offering a single-threaded interface which executes the
user’s code in parallel in accordance to a chosen computational pattern. Furthermore it
allows the user themselves to decide which parallel backend should perform the execution,
be it OpenMP, CUDA or OpenCL. This modular approach of SkePU thus allows for dif-
ferent hardware to be used without changing the code, and it currently supports CPUs,
GPUs and clusters. This thesis presents a new so-called SkePU-backend made for clus-
ters, using the communication library GPI. It demonstrates that the new backend is able
to scale better and handle workload imbalances better than the existing SkePU-cluster-
backend. This is achieved despite it performing worse at low node amounts, indicating
that it requires less scaling overhead. Its weaknesses are also analyzed, partially from a
design point of view, and clear solutions are presented, combined with a discussion as to
why they arose in the first place.



Acknowledgments

This thesis was made possible through the hard work of the many previous contributors to
the SkePU framework. Without them there would be no framework to extend in this thesis,
and as such, I would like to extend a thank you to all them. Furthermore, the help, assistance
and many SkePU contributions of my supervisor August Ernstsson and examiner Christoph
Kessler has also been of particular help.

Outside of LiU, the Fraunhofer ITWM’s GASPI-team has also helped greatly in this thesis.
Both in the sense of being part in creating the used GPI framework, but also in providing
assistance with it. In particular, the assistance of my external supervisor Bernd Lörwald has
been of great help when using the GPI framework.

iv



Contents

Abstract iii

Acknowledgments iv

Contents v

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Delimitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.5 Structure of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Background 4
2.1 Flynn’s taxonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Memory models, fork-join and SPMD . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Computer clusters broadly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.4 Cluster architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.5 Speedup and linear scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.6 Amdahl’s law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.7 Data containers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.8 Computational patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.9 Algorithmic skeletons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.10 OpenMP and scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.11 Message Passing Interface (MPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.12 GASPI and GPI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.13 StarPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.14 Problem types used by the benchmark programs . . . . . . . . . . . . . . . . . . . 17
2.15 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3 SkePU 21
3.1 Purpose and usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Features and algorithmic skeletons . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4 Design and implementation 28
4.1 Prototype feature delimitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3 Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4 Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.5 Reduce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.6 MapReduce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.7 Benchmark programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

v



5 Method 43
5.1 The Sigma and Tetralith cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.2 Installation and compilation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.3 Creating the measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

6 Results 45
6.1 The n-body problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.2 Matrix matrix multiplication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.3 Matrix vector multiplication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.4 The Mandelbrot Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.5 The Taylor program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.6 Variance in execution time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

7 Discussion 55
7.1 Results of the programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
7.2 Design and implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
7.3 Performance comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
7.4 Variance in execution time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7.5 The work in a wider context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

8 Conclusion 63
8.1 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
8.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Bibliography 65

vi



1 Introduction

This section presents the scope of this paper, that is its aim, motivation as well as structure.

1.1 Motivation

With clock speeds flattening out, the main way processor chip manufacturers attempt to
achieve speedup is through more parallel cores [2]. This in turn changes how code has to
be written in order to properly use the new parallel architectures, typically resulting in more
complex code. This new programming landscape has created a need for tools which can
use the underlying parallel architecture with a minimal increase in code complexity. The
time it takes for the developers to write a program is an important part in any software
development process. As such, if improved performance through parallelization comes at the
cost of increased development time, it must be viewed as a trade-off rather than a net gain.
Work has been done to highlight this issue [26, 2] and it further motivates high-usability tools
which may reduce the development time while still using the underlying parallel architecture.
Of course this is yet another trade-off as such a tool likely would sacrifice some performance
for its usability, which is analogous to using higher abstraction-level languages rather than for
example assembly.

One such usability-tool is SkePU, which through its algorithmic skeletons allows for code to
be executed using different underlying models such as OpenMP, OpenCL and CUDA in order
to best match the target architecture [16]. Thus the algorithmic skeletons may be viewed as an
interface for the different execution models, which may themselves behave differently depending
on their implementation. This modular approach is easy to extend, and one communication
library which has shown promise is GPI [23, 37]. By combining these two it might let SkePU
improve its performance on cluster architectures, which in turn might help the code complexity
and performance dichotomy mentioned previously.

1.2 Aim

The aim of this thesis is to integrate SkePU and GPI in order to help determine whether this
integration is likely to work and if it would be beneficial for SkePU. Which in turn would help
make complex parallel architectures easier to use. In SkePU, the different models executing its
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1.3. Research questions

algorithmic-skeleton-interface are called backends, and in this thesis a new prototype backend
based on GPI was created. It was then compared to the already existing cluster backend
[16], in order to analyze its performance and thus elicit strengths and weaknesses with its
design. One aspect which is of particular interest is whether the new prototype overlaps its
computations and communications, as previous evaluation of GPI required this for its strong
performance [23].

1.3 Research questions

1. How does the prototype GPI backend compare to the currently existing StarPU-MPI
one with regards to execution time?

2. Does the prototype’s design allow for overlap in its computations and communications?

3. How well does the GPI backend scale compared to the existing StarPU-MPI backend?

1.4 Delimitations

SkePU is a large project with many more features than is feasible to include in a proof of
concept prototype. As such, only three algorithmic skeletons are implemented, and only a
subset of all their features are included. The precise delimitations of the prototype itself is
available in Section 4.1. Furthermore, to limit the scope of the project, the prototype is only
compared with the existing SkePU cluster backend. This means that no comparisons are done
with pure MPI and also that no comparisons are done with a non-cluster version of SkePU.
The MPI comparisons are of interest due to the dominating popularity of MPI as well as being
the benchmark for previous GPI evaluations. Apart from this, the traffic and memory usage
is not measured but rather only execution time.

Limitations of the approach
The approach taken in this thesis project, which is to evaluate GPI by comparing the backend
based on it with another backend, comes with a few limitations. Firstly the comparisons are
done with one layer of indirection through the backends themselves. As such the comparisons
do not necessarily reflect the performance of the underlying tools, but rather this combined
with the quality of the implementation. As the GPI backend is meant to serve as a proof
of concept it lacks the maturity of the StarPU-MPI backend which has been under develop-
ment for a longer time. Hence any comparison done between the two need to take this into
consideration and attempt to distinguish factors which may arise because of it.

1.5 Structure of this thesis

Chapter 1 contains motivation, aim, delimitations, research questions as well as this section.
Chapter 2 includes relevant background for the subject at hand, parts of which are taken from
multiple disciplines. Chapter 3 lays out both the SkePU API in more detail and the purpose
of SkePU. This chapter can be viewed as a stand-alone extension of Chapter 2 as its aim also
is to provide background knowledge of the subject at hand.

Chapter 4 describes in detail how the prototype backend is implemented and highlights
some important design decisions taken. It also covers how the benchmark programs were
implemented and which part of their execution is likely to become their bottle-neck. This is
discussed in Section 4.7 and is complemented by a high-level description of the programs given
in Section 2.14. Afterwards comes Chapter 5 which covers technical details such as compilers
versions, hardware as well as some aspects of how the measurements were made.

2



1.5. Structure of this thesis

Chapter 6 contains the results of these benchmark programs. Chapter 7 discusses the
results of Chapter 6 using the knowledge of the prototype’s implementation from Chapter 5.
From this the effects of the design on the generated results is discussed. Within this chapter
the project and results are also discussed from a societal perspective. Chapter 8 links the
analysis of the previous chapter with the research questions and proposes possible extensions
of the thesis.

3



2 Background

This chapter outlines important concepts which are used frequently in this thesis. They may
be divided into abstract concepts such as in Sections 2.1 to 2.9 and 2.14, whereas Sections
2.10 to 2.13 primarily covers programming tools. These concepts are vastly different and their
only unifying feature is their usefulness for understanding this thesis. Notable with its absence
from this chapter is any mention of SkePU, which has its own dedicated chapter following this
one.

2.1 Flynn’s taxonomy

There are multiple ways to structure a parallel architecture and as such there needs to be
a way to distinguish between them. One way to do this is through their different control
structure at the level of computer architecture. This is the purpose of Flynn’s taxonomy1,
in which there are four categories: single instruction stream and single data stream (SISD),
single instruction stream and multiple data stream (SIMD), multiple instruction stream and
single data stream (MISD) and lastly multiple data stream and multiple data stream (MIMD).
SISD corresponds to a single list of instructions applied with a single input, in other words
the typical sequential execution model. MISD however uses multiple instructions on the same
data set, an uncommon model which allows multiple processors to generate the same output.
By comparing these outputs the system is able to detect errors and potentially recover from
them, which is why the MISD model is most commonly used for fault tolerance.

SIMD is a vector-style execution model where a single, usually simple, operation is applied
with multiple inputs generating multiple outputs. This pattern is common in computing
where the same simple operation is used a large number of times, such as in graphics and
machine learning. An important aspect of SIMD is its lockstep feature which mandates that
all operations are done simultaneously, resulting in an atomic operation. Hence there may not
be any data races in a SIMD-style execution.

The MIMD model is the most general one and in it multiple processing units receive both
their own instruction and data. Modern multi-core computers are examples of MIMD-style
execution whereas the older singe-core computers use SISD. It is possible to combine MIMD

1Further reading on Flynn’s taxonomy:
https://hpc.llnl.gov/tutorials/introduction-parallel-computing/flynns-classical-taxonomy
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2.2. Memory models, fork-join and SPMD

with SIMD by letting the processors execute SIMD-style instructions in a MIMD fashion. This
setup allows for multiple and parallel vector-style execution, resulting in a very large amount
of simple instructions being executed quickly.

2.2 Memory models, fork-join and SPMD

Flynn’s taxonomy offers one way to divide the structure of parallel code centered around the
processors architecture, however this division fails to encapsulate other important aspects of
a parallel computer. In particular the processors in a MIMD-model may share a common
memory or they may have their own, resulting in two different system architectures. A shared
memory model requires that all processors have direct accesses to the memory through for
example a bus, which limits the physical distance between the two [35, pp. 34-37]. This makes
it difficult to scale such a system to a large number of processors, which is why other models
are typically used when doing this [35, p. 49]. Using distributed memory the processors are
only able to access their own memory directly whereas the others are accessible through a
network connecting all the processors. In this model accesses to unowned memory is more
cumbersome and often limited by the speed of the network rather than the memory or its bus.
As direct access is impossible, communication must be done through so-called message passing
where messages with the desired information are sent between processors. Compared with the
shared memory this process may be slow, but it scales better with increased numbers of nodes
[35, p. 49].

A common programming model using the shared memory architecture is the fork-join
style of programming. In it, programs start with a single master thread which then spawns
new threads to complete some subtask, after which they terminate [6, pp. 23-25]. As such,
the degree of parallelization is increased in the middle of the program while starting and
terminating at a single-threaded section. Using the shared memory the threads are able to
manipulate the same data structures and instantly read data created by another thread. The
downside of this style of programming as previously mentioned, is the need to synchronize the
thread’s memory accesses to avoid concurrency issues. Yet another one is the prerequisite of a
shared memory architecture, which may prove difficult to scale to a large number of processors.
However despite these limitations the fork-join style of programming is common and the model
of choice for POSIX threads (pthreads), which in turn is used by UNIX systems2.

Another programming model is single program, multiple data (SPMD) in which multiple
instances of the same program are started simultaneously but they all work on their own data
partition. In such a system there is no ”main instance” responsible for the progress of all the
others, instead the program terminates once all instances are finished. During the execution
of the program communication may be done between the instances either through a shared
memory or message passing. However as every instance is meant to work on their own separate
partition of the data during SPMD it more closely aligns with the message passing architecture
and is more commonly used with it. A popular tool using the SPMD model is Message Passing
Interface (MPI) which is commonly used on cluster computers, which lack a shared memory
and use the message passing architectures. For a further explanation as well as evaluation of
the SPMD model see the paper by Kamil and Yelick [28].

2.3 Computer clusters broadly

Computer clusters are a large collection of computers with a single unifying interface allowing
the programmer to use the capabilities of multiple computers. There are numerous reasons to
use a computer cluster and depending on what problem they aim to solve their structure may
vary quite a bit. A common cluster type is the capacity cluster which allows for a number of
independent small scale programs to be run. Such a cluster is typically used to host servers

2The pthreads API by IEEE: https://pubs.opengroup.org/onlinepubs/9699919799/
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2.4. Cluster architecture

of different types and need not have fast communication between its nodes, the Ethernet may
suffice. The cluster type which is the most relevant for this thesis however is the capability
cluster which is intended to handle a single very large problem. Unlike the capacity cluster
its different parts need to communicate to a much larger degree as they all work on the same
problem. Hence minimizing the latency is crucial, meaning both that the cluster may not
be spread out geographically and that e.g. Ethernet is insufficiently fast. Capability clusters
are commonly used in scientific computing and in the field of High Performance Computing
(HPC) generally and is what the word cluster will refer to in this thesis here forth.

The principle of clusters is to scale horizontally, that is to use more computers rather than
better computers. This is analogous to the on-chip situation where recent speedup primarily
has been achieved by adding more processors to a single CPU [2]. Common among both of
these examples is the fact that they achieve their increased capabilities by executing more
code in parallel. As such the strength of a cluster is its capability of executing an enormous
amount of subtasks in parallel across multiple different computers. Using this technique the
top cluster computer of the ”Top 500” June 2021 list is able to achieve up to 4.4 ⋅1017 floating
point operations per second with about 7.6 ⋅ 106 processors 3.

2.4 Cluster architecture

The structure of a cluster is a set of interconnected stand-alone computers called nodes, which
are accessible through a unifying interface. The nodes contain their own memory, cache and
CPU, the last of which contains multiple processors called cores. Cores within the same node
share the same main memory and as such are able to use techniques such as fork-join. This
is however not possible between nodes, meaning that clusters are a sort of hybrid system with
shared memory within in a node and distributed memory from the viewpoint of the whole
system. Typically, communication between nodes is done through message passing.

In order for messages to be sent between nodes they need to be connected, the naive way
to do this is shown in Figure 2.1 where every node has a direct edge to all the others. However
as the number of nodes grows this becomes unsustainable and a more complex topology is
required [35, pp. 37-43]. One such topology is the tree based one shown in Figure 2.2 where
every leaf corresponds to a cluster-node and the other tree-nodes are switches. If a message
is sent in this network it always starts and ends at a leaf, meaning that in the worst case a
message must traverse the height of the tree twice. As the tree’s height grows logarithmically
with the amount of nodes, this path is guaranteed to be fairly short. However this graph has
a fatal flaw which is the amount of messages which must pass through the upper nodes of the
tree, and the root node in particular. If the messages’ origin and destination are uniformly
distributed then half of them have to pass through the root node, which is likely to overload
it. To improve on the tree design many clusters use the so-called fat tree which has increased
capabilities at the higher nodes in the graph [32]. This is achieved by having multiple root
nodes and more edges, which together splits the traffic among more nodes to avoid overloading
the ones high up the tree. Yet another extension made in some fat trees are to use higher
bandwidth cables near the roots as more traffic is expected along these edges. An illustration
of a fat tree is provided in Figure 2.3 and in it the colored edges could be interpreted as higher
bandwidth cables, if such an extension was made. The downside of the fat tree compared to
the regular tree is that it uses both more and potentially more expensive hardware. Despite
this topologies based on the fat tree are common among modern clusters.

Lastly all nodes in a cluster need not be equal in terms of hardware, in such a case the
cluster is said to be a heterogeneous cluster. Accelerators such as a GPU may be given to a few
nodes to specialize them for a certain kind of computations. In such a system it is important

3List of top performing supercomputers in June 2021 by Top 500:
https://www.top500.org/lists/top500/2021/06/
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2.5. Speedup and linear scaling

to make sure that the appropriate node type receives the correct subtask, a consideration not
needed in a homogeneous cluster.

Figure 2.1: A complete graph where every node has a direct edge every other node.

Figure 2.2: An example of a cluster using a tree topology. Every leaf in the graph corresponds
to a node in the cluster and the black dots to switches.

Figure 2.3: A fat-tree topology of a cluster where the leaves correspond to cluster-nodes and
the black dots to switches. Some edges are colored primarily for clarity sake, although they
could be viewed as higher bandwidth cables.

2.5 Speedup and linear scaling

Speedup in parallel programming is a concept for measuring how the execution time differs
when additional processors are used to execute the program. There are two kinds of speedups
discussed in this thesis and they mainly differ in what they consider to be the baseline value
of comparison. In relative speedup a time is measured against how well the parallel implemen-
tation does with a single processor whereas absolute speedup uses a different solution which
is expected to run on a single processor [40]. The difference between the two is thus that
the baseline in relative speedup is the same parallel program using a single processor whereas
in absolute speedup it is a properly implemented single threaded solution. Furthermore this

7



2.6. Amdahl’s law

single-threaded solution must use the best currently known algorithm for the problem. These
base-points are then compared to the parallel program’s execution time using p processors,
which is denoted T (p). Then let Tseq denote the sequential solution’s execution time and S

the speedup. Then we get the following expressions:

Srel =
T (1)
T (p)

Sabs =
Tseq

T (p)
Furthermore Tseq ≤ T (1) as the best sequential solution may never be slower than a parallel

solution using a single processor. If this would be the case then the parallel solution would
become the optimal sequential solution, contradicting its definition. Which means that the
following must also be true:

Sabs <= Srel

Both of these measures are useful but what they highlight is different and as such it
is important to distinguish between them. Relative speedup may be used to demonstrate
improvements within a program whereas absolute speedup could be used to clearly demonstrate
that a given problem is effectively solvable using a parallel implementation. Naturally their
use-cases are not limited to this, but it illustrates how they may be used differently. As
absolute speedup requires the creation of another solution it is typically easier to use relative
speedup.

Regardless of which kind of speedup is being measured the optimal scaling it can detect
is linear scaling, which is when doubling the amount of processors halves the execution time.
Any scaling higher than this would imply that halving a processor’s workload would reduce its
execution time by more than half. This is possible in fringe cases where the changed workload
improves the cache’s hit-rate. But as the hit-rate may only improve to a certain point this
super linear speedup is limited in duration. Due to this super linear speedup is more of a
curiosity than something actively striven for and linear speedup acts as the gold standard.
But even this is not truly achievable in practice, as it may only occur when adding more
processors does not entail a larger overhead. This is not possible as the nodes necessarily need
to communicate with each other, incurring at minimum some overhead. The highest aspiration
of any achieved speedup is hence to be as close to linear speedup as possible.

2.6 Amdahl’s law

A program may be divided into multiple parallel and sequential sections, and by accumulating
all the time spent in either one of them we can describe their relationships thus: Ttot = TS+TP .
In a sequential program TP = 0 whereas for a parallel one TP > 0. Typically TS > 0 holds for
parallel programs, certain models such as fork-join even mandates it. Adding more cores to
handle a problem will serve to speedup the parallel section but not the sequential one, assuming
that we have n cores and a linear speedup we then get the following expression:

Ttot = TS +
TP

n

Even in this toy example which assumes perfect parallel scaling with no overhead cost, the
execution time is still limited by the sequential section. To put this in more formal terms let

p =
TP

Ttot
, 1 − p =

TS

Ttot
and S(n) denote the speedup when using n cores. Thus p ∈ (0,1] and

the final expression becomes:
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S(n) =
1

(1 − p) +
p

n

Which implies:

S(n) <
1

(1 − p)
This is known as Amdahl’s law and it illustrates how the speedup of a program is limited

by its sequential section. Assuming that the sequential code takes 40% of the execution time
any speedup due to parallelization may never reach 60% and thus the execution time will never
go below 40% of what it is at n = 1. As such an important idea implied by Amdahl’s law is
the diminishing effects of adding additional cores to a program [6, pp. 33-34].

2.7 Data containers

In this thesis the term data container refers to a structured encapsulation of a data set.
Such a container may be of a certain dimensionality such the one-dimensional vector and two-
dimensional matrix. But it could also have a varying dimensionality such as the N -dimensional
tensor. Apart from this factor a container may structure the data in a specific manner as to
make it faster to use. Memory accesses which are increasing and sequential are significantly
quicker than those with large gaps between them. This is due to the cache reading the
chosen address and some subsequent addresses. Hence a data container may try to structure
itself in such a way as to make sure that its elements are accessed sequentially, even if the
elements are not necessarily sequential from a logical point of view. Furthermore they may
have different structures as to allow for quicker insertions and size increases. For example a
container which puts all elements sequential in the memory would have quick sequential access.
But it can not increase in size while keeping this feature without moving all of its elements
into a new larger contiguous memory space. It is of particular note to understand whether a
matrix implementation stores its rows or columns contiguously as the choice is arbitrary, but
it significantly impacts traversal speed. This illustrates the importance of knowing how a data
container is implemented and how it stores its elements,s in order to ensure good performance.

2.8 Computational patterns

In computer science there are many computational patterns, which are a structured way to
perform computations. The pattern itself determines how the computations are applied and
how the output is chosen, but the actual computations are left unspecified. In order to instan-
tiate a computational pattern the computations must be defined, which is done by the so called
user-function. The user-function is a function which takes in a certain number of arguments
depending on the pattern, and returns a value. Thus it offers a way to specialize the pattern
in order to fit the particular issue at hand. Furthermore, implementations of a pattern must
ensure that the user-function is executed in accordance to certain pattern-specific dependen-
cies. By adhering to them, an implementation is able to parallelize parts of its execution. This
section covers the patterns which are relevant for this thesis, many of which are fairly well
known.

Map
The most basic map pattern operates on a data set and transforms it by applying a user-
provided univariate function on every element and replacing it with the generated result. A
requirement for the map pattern is that there are no data dependencies between the elements,
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which results in the computations being so called ”embarrassingly” easy to parallelize. Math-
ematically every element i in the set C is thus transformed the following way.

Ci = f(Ci)
Historically the map pattern has existed as a concept for decades, for example Lisp has it

implemented as a primitive 4.

Reduce
The reduce pattern works on a data set and returns a scalar value. It uses a binary associative
and commutative function which is applied to an accumulator and element pair until every
element has been included once. Furthermore the accumulator may also have an initial value.
If we let A be the accumulator, f the user-function and C a data container with N elements
we can put this mathematically as:

A1 = f(Ainit,C1)
A2 = f(A1,C2)

AN = f(AN−1,CN)
The generated output of reduce is thus AN . Note however, that an actual implementation

of reduce may calculate the partial states of A in a different order than the definition above. An
important aspect of reduce is that its user-function is associative and commutative which allows
for an arbitrary accumulation order. Parallel implementations in particular may leverage this
by splitting the accumulation into smaller parts which are run in parallel. Then they may
accumulate the partial-accumulations to get the final result. Lastly, similarly to map, the
reduce pattern has been used for a long time and is also implemented in Lisp 5.

MapReduce
In this thesis, MapReduce refers to a computational pattern which combines both map and
reduce. Functionally there is no difference between a map followed by a reduce and a MapRe-
duce call but despite this there are good reasons to use it. The first of which is that it is easier
for the programmer to use a single computational pattern rather than two. Anecdotally the
use of a map followed by reduce proved to be common enough to merit the creation of this
combined pattern [11]. The second reason is that the combination of the two patterns is able
to be executed quicker than a map followed by a reduce. This can be achieved by eliminat-
ing some of the middle steps, in particular whenever the map function generates a value the
reduce function may immediately consume it. This leads to a much higher data locality than
the original approach while also removing the need to store the elements generated by map.
Hence MapReduce is able to improve performance while using less memory compared to a
two step approach of map plus reduce. The pattern requires both a map and reduce function,
both of which must fulfill the same data dependencies and use the same arguments as their
standalone counterpart. If we let A be an accumulator and C a data container of size N , then
MapReduce can be described mathematically as follows:

A1 = fred(Ainit, fmap(C1))
A2 = fred(A1, fmap(C2))

AN = fred(AN−1, fmap(CN))
The return value of a MapReduce is a single element just like in reduce and as such in the

example above AN would be the returned value.
4The syntax of Lisp’s map implementation: http://clhs.lisp.se/Body/f_map.html
5Lisp’s implementation of reduce: http://clhs.lisp.se/Body/f_reduce.html
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Cartesian product
This pattern is based on the definition from set theory where the cartesian product of two
sets is every possible combination of their elements. Furthermore the pattern also applies
a binary function on every combination. Given the two sets {A,B} and {C,D,E} and the
binary function f the pattern thus calculates:

f(A,C), f(A,D), f(A,E)

f(B,C), f(B,D), f(B,E)

Scan
Scan takes a one dimensional data container, a binary associative function and generates a
new set where every element is an accumulation of the previous elements. Given the binary
associative user-function f , input element E and resulting element R, we get:

Ri = f(Ei, f(Ei−1, f(Ei−2, f(...)))

Or, equivalently:

Ri = f(Ei,Ri−1)

There are two different versions of this pattern depending on whether the current element
is used in the calculations for the output or not. The example below does use the current
element and is thus inclusive whereas the example below is of the exclusive version:

Ri = f(Ei−1,Ri−1)

A question which arises from the description so far is how the pattern should behave when
there is not enough elements to give to the binary function. For example using the inclusive
definition above, if the indexing starts at one, it means that E0 does not exist and thus that
R1 is not properly defined. How the scan pattern should behave in these cases depends on
the implementation, one solution would be to simply output the provided argument. However
in the exclusive case R1 does not have even a single existing argument, as such another base
case would have to be added. Examples of these might be to set R1 = E1 or to set it to some
predefined value such as 0 or 1. How these base cases are handled is important but how this is
done is more closely tied to the implementation rather than the computational pattern itself.

Stencil computations
Stencil computations are a specific type of data-parallel computations applied on a dataset
where the output depends on the neighboring elements. What qualifies as a neighbor depends
on the implementation as well as the dimensionality of the data. For example, in a two-
dimensional grid a neighbor might be any element which is reachable within X non diagonal
steps from it. The input to the user-function is thus an elements whole neighborhood while its
output is a single value which the element assumes. Doing this for all elements thus transforms
the whole set. An issue with stencil computations are the complex data dependencies which
arise due to an element potentially belonging to multiple neighborhoods while simultaneously
needing to be transformed itself. Figure 2.4 illustrates how disregard to the data dependencies
would generate incorrect results. One way to solve this issue is to use an extra buffer to
store the elements, resulting in increased memory usage but making the problem trivial to
parallelize. Another way is to determine specific execution patterns which allow for high
parallelism at the cost of relaxing the constraints somewhat. A specific example of this is
the Gauss-Seidel update schema which works at a two dimensional grid with every neighbor
being defined as an element with a non diagonal distance of one. Every second diagonal may
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then be executed in parallel and so may all the remaining diagonals, although not the two of
them simultaneously. Note however that in this schema one of the two sets of diagonals will
use neighborhoods containing only modified elements, but despite this it may still be a useful
schema.

In general, stencil computations are good for emulating systems where changes propagate
through neighbors, such as in fluid-systems and image filtering. The execution patterns of
stencil computations vary more than for the previously mentioned computational patterns.
Not only does it have another parameter in the form of the neighborhood but how the data
dependencies are handled depends on this very choice. As such the execution pattern of
the user-function itself may vary between different stencil computations, unlike most other
computational patterns.

(a) Step 1 - The blue elements are the the red ele-
ments neighbor. (b) Step 2 - The new value is created

(c) Step 3 - The previously created value is now a
neighbor. (d) Step 4 - The generated value is incorrect.

Figure 2.4: An incorrect stencil computation which does not respect its data dependencies.

2.9 Algorithmic skeletons

Algorithmic skeletons, henceforth also referred to as skeletons, are a high-level abstraction
aimed at making it easier to use parallel hardware. The concept arose to alleviate the increased
complexity of writing parallel software in 1989 [8] and the concept has since been used with
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multiple different hardware such as multi-core CPUs [33], GPUs or clusters [15]. The idea of a
skeleton is that they apply a user-function in accordance with a computational pattern. The
benefit of this is that it abstracts away from many aspects of the parallelization-process while
simultaneously providing a well tested framework. As such the user does not need to deal with
any aspects of the parallelization, which can be an error-prone and time consuming process,
especially if the user is not an expert at this task. By using skeletons the user need only to
chose the appropriate skeleton and to write the user-function. This is however a trade-off as a
hand-optimized implementation without any skeletons is generally expected to execute quicker,
but it takes longer to write. In some sense this is analogous to the trade-off between higher-
and lower-level languages where one might substantially reduce development time at the cost
of performance by using Python rather than Assembly. Apart from abstracting away the
parallelization issues a skeleton may also hide other complexities such as the communication
aspect within a cluster. As all of these abstractions attempt to hide the hardware from the
user they also improve portability as the machine specific code is hidden within the skeleton.
Thus the high-level code written to the skeleton may more easily be reused between different
hardware. To summarize, a skeleton is a high-level concept which aims to make parallel
execution easier by abstracting the hardware away, whether it be CPUs, GPUs or clusters of
both.

2.10 OpenMP and scheduling

OpenMP is a framework for parallel execution on a single node using shared memory and the
fork-join execution style while being available for FORTRAN, C and C++6 [6, pp. 23-25]. It
uses compile-time directives to generate explicit parallel regions of code, meaning that code
outside of them is sequential. Furthermore there are directives to create parallel constructs,
the most notable of which is the parallel for-loop. There are multiple ways to customize the
behavior of these constructs and regions, such as whether the created variables are shared or
not and importantly how the scheduling is done. There are two classes of scheduling, static
scheduling and dynamic scheduling. In the static one every thread is given a set of tasks at
compile time, whereas for dynamic scheduling the tasks may be redistributed during runtime.
Thus the dynamic scheduling makes it possible to discover load imbalances while the program
is executing. For example if a large number of threads are all given N iterations of a task,
but every iteration may take either one time unit or a hundred it is likely that some threads
will finish much earlier than others. With dynamic scheduling the threads which finish early
may offload some of the work by taking some iterations of threads that got more of the time
consuming ones. This flexibility does however come at a cost in the form of overhead and
depending on how large the work imbalance is this overhead may not be worth the benefit it
provides. In such cases static scheduling is superior. The decision between the two thus largely
depends on how large the work imbalance is, and if this varies between constructs OpenMP
allows for them to be scheduled differently. An example of this and the OpenMP syntax in
general is demonstrated in Figure 2.5.

2.11 Message Passing Interface (MPI)

MPI is a standardized message passing interface intended for parallel execution. As it is
only an interface there exists multiple implementations of it for the three officially supported
languages C, C++ and FORTRAN. Furthermore MPI does not require a shared memory
address space and executes in a SPMD fashion, the latter of which makes it suitable for
cluster and HPC usage. It also offers intra-node parallelization by running multiple instances
of the program on a single node, using the shared memory to communicate when possible.

6An OpenMP tutorial given by Ruud van der Pas of Sun Microsystems at Nanyang Technological University:
https://www.openmp.org/wp-content/uploads/ntu-vanderpas.pdf
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Figure 2.5: An example of multiple scheduling approaches within the same parallel region
using OpenMP and C++.

// Do s i n g l e threaded work here

#pragma omp p a r a l l e l num_threads (8 )
{

#pragma omp for schedu le ( dynamic )
for ( i = 0 ; i < N; i++)
{

i f ( random ( ) )
{

computat iona l_intens ive_funct ion ( ) ;
}
else
{

t r i v i a l_ f un c t i o n ( ) ;
}

}

#pragma omp for schedu le ( stat ic )
for ( i = 0 ; i < N; i++)
{

computat iona l_intens ive_funct ion ( ) ;
}

}

Despite this however, combining MPI with another parallel execution model seems to be quite
common according to Laguna et al.’s survey of open source MPI HPC projects [30]. In it
74.5% used MPI in combination with other parallel software, many of which offered intra-node
parallelization through threading rather than MPI’s technique. Part of the explanation for
this is the usage of GPU accelerators which are better used with parallelization tools built to
support them such as CUDA. But even more generally the paper offers the explanation that
internal parallelization using non-MPI tools might be due to them fitting better with their
cluster architecture. It is clear however that MPI’s internal parallelization model seems less
popular than MPI itself, which is widely used in the HPC field.

MPI offers a plethora of different communication methods such as: send-receive (one to
one), broadcast (many to many), scatter (one to many), gather (many to one) and group
communications. One way to use these tools is in a two-sided manner which requires every
type of send call to be matched by a receive call in the remote process as illustrated in Figure
2.6. In it we can also see one of the most common synchronization directives, the barrier
function call. It takes in a group of MPI processes as an argument and then forces every MPI
process in said group to wait until every member has reached the barrier call. This call is used
to synchronize the processes at the cost of making some of them wait, which in turn may slow
down the execution speed of the program, especially if there is a load imbalance.

Apart from this, MPI also offers one-sided communication directives where the explicit
receive is not necessary. First we need to define the concept of windows, which are contiguous
memory segments owned by a node but visible and usable by remote nodes within the same
group. To use the one-sided communication directives the code segments are divided using
function calls called fences, and the code segments they divide are called epochs. Within these
the windows are usable by the other nodes without the need of any explicit call by the owner
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of the window. Conflicts may occur if multiple writes are done within the same epoch or if
both writes and reads are done during it. The epochs are bound to a window, which in turn
are bound to a group of MPI processes, as such every process need not participate in an epoch.
The end of an epoch is marked by a fence which a participating process may not pass until
every participant has reached it. Thus a fence works similar to a barrier, and if there is a load
imbalance they may also lead to slowdowns just like barriers. An example of the one-sided
communications may be seen in Figure 2.7.

Figure 2.6: Example of two-sided communication in MPI.

i f ( node_id == 0){

MPI_Send ( . . . , node_1 , . . . ) ;

}
else i f ( node_id == 1){

MPI_Recv ( . . . , node_0 , . . . )
}

MPI_Barrier ( . . . )

// do work a f t e r node 0 has sen t the data

Figure 2.7: Example of one-sided communication in MPI.

MPI_Win_fence( . . . , window_1 , . . . )

i f ( node_id == 0){

MPI_Put ( . . . ) ;
}

MPI_Win_fence( . . . , window_1 , . . . )

// do work a f t e r node 0 sen t the data

2.12 GASPI and GPI

Global Address Space Programming Interface (GASPI) is an message passing API for clusters
created collaboratively by the following partners: T-Systems SfR, Fraunhofer ITWM, Fraun-
hofer SCAI, KIT, TU Dresden, Scapos AG, FZ Jülich, DLR and DWD [1]. GASPI offers more
fine-grained control of the communication and synchronization process when compared to, for
example MPI and its fence-method. Furthermore, it also provides fault tolerance mechanisms
and a logical wrapper for different memory types such as the GPU’s memory and the main
memory, a scheme known as heterogeneous memory [1]. GASPI is similar to MPI in how it is
used; it is neither a language nor an extension of one but rather an API which may be used
within an existing programming language. An implementation of the GASPI API is Global
Address Space Programming Interface (GPI) which was also created at Fraunhofer ITWM.
GPI focuses on overlapping computations with communications with its one-sided communi-
cations directives in order to reduce the time spent waiting. These directives differ from MPI
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in that they may execute at any point in the program’s lifetime as long as the communication
buffers, called segments, have been initialized. As such, GPI does not use a concept similar
to MPI’s fence nor epoch, instead the communications are synchronized through notifications.
These may be sent by any node; to any other node, and before modifying its segment a node
may wait for such notifications. The difference is subtle but it allows for less tightly linked
communications, for example in MPI if a node performs a read it must wait for its request to
finish before leaving the epoch. In GPI such a wait would not occur unless explicitly stated as
illustrated in Figure 2.8. The effect of this is that GPI allows for many concurrent requests,
some of which may span over what would be multiple epochs in MPI. The actual transfers
within GPI are based around segments, which are chunks of memory that are globally visible
for their group. These segments may then be read to and from by any node and are the basis
for all communications within GPI.

The motivation behind the creation of GASPI was MPI’s insufficient performance with a
large number of nodes [24]. To achieve this in GPI it attempts to overlap computations and
communications, while avoiding so called ”bulk-synchronous communication patterns”7. A
comparison between the two has been made with conclusion being that for GPI to outperform
MPI it needs to overlap the communication and computations appropriately [37]. Certain
concepts within GPI are clearly aimed at this goal, such as notifications which attempt to
reduce frequency of points in the code where many nodes wait for each other in favor of
spreading them out and involving fewer nodes. Furthermore, the concepts of queues are used
to separate different kinds of local requests by assigning them to queues of differing priorities.
Their purpose is thus to allow for a more fine-grained control of the communication process,
which is important when trying to overlap computations and communications. Hence it is
clear that this overlapping is crucial for GPI and that it is designed in such a way as to help
achieve this.

Figure 2.8: An example illustrating the different behavior of MPI’s epochs and GPI’s notifi-
cations.

i f ( node_id == 0){

gaspi_read ( . . . , node_1 , . . . ) ;
ga sp i_not i fy ( . . . , node_1 , . . . ) ;

}
// Node 0 i s now a b l e to perform work wi thout needing
// to wai t f o r a respone from the read

MPI_Win_fence( . . . , window_1 , . . . )

i f ( node_id == 0){

MPI_Get ( . . . , node_1 , . . . ) ;
}

MPI_Win_fence( . . . , window_1 , . . . )

// Any work done by node 0 here has to wai t f o r
// a remote respone from ge t

7GASPI further reading: http://www.gaspi.de/faq/
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2.13 StarPU

StarPU is a high-level runtime system meant to provide a unifying execution model for hetero-
geneous systems, including both CPUs and GPUs [3]. The goal of StarPU is to create an API
which handles mapping and scheduling, requiring only the programmer to create tasks for the
runtime system to schedule8. As such it abstracts away from the hardware and the additional
complexities of properly utilizing a single heterogeneous node. However it has been expanded
to handle clusters of nodes using MPI combined with its previous runtime system [3]. This
newer cluster version is called StarPU-MPI but in this thesis it is simply referenced as StarPU
as it is the only version discussed in any detail. StarPU handles both the communication
between nodes and also its internal parallelization unlike GPI and how MPI is frequently used
[30]. From this it is clear that StarPU works on a higher abstraction level than both of them
and as such carries more responsibilities than either of them. Lastly the runtime system of
StarPU schedules the tasks itself and this is done by a scheduler which dynamically divides
them among all nodes. To schedule tasks in this way is another example of dynamic scheduling
which is the scheduling model of choice for StarPU.

2.14 Problem types used by the benchmark programs

This section outlines some problems from different disciplines which form the basis of this
projects benchmark programs.

The n-body problem
The n-body problem is a well studied problem in physics9 and pertains to how n bodies move
under the effect of gravity or electrostatics given a certain mass, initial velocity and charge.
The acceleration of every body is dependent on its distance to all the others, and as they
move the acceleration changes. While the problem is easy to formulate solving it has proven
to be difficult as an analytical solution is impossible for values of n larger than two [22]. The
favored approach is instead a computer simulation, a naive implementation of which would
grow in O(N2) as every pair of bodies needs to be evaluated. A parallel implementation would
face the issue of intense communication due to the strong data dependencies where every body
depends on every other. Despite this much research has been done leading to algorithms which
grow in O(N log(N) [9, 4, 43]. More work has been done with these algorithms when trying to
combine them with GPUs as they became more common place [25, 20]. The n-body problem
lies in the intersection of HPC and physics and is a well established problem in both domains.

The Mandelbrot set
The Mandelbrot set is a set of complex numbers named after the mathematician Benoit Man-
delbrot who was among the first to study the phenomenon and later on wrote a paper about
the subject in 1980 [34]. The set is defined as the complex numbers which when repeatedly ap-
plied with a specific function converge, and the complement being those number that diverge
given the same function. Given an input complex number c it is a part of the Mandelbrot set
if the absolute values of the following remains bounded for all n:

z1 = 0

zn+1 = z2n + c

When determining whether a number c is part of the set or not it is difficult to tell whether
a value will converge or not. If an iterative computational model is used to evaluate different

8User guide to StarPU: https://files.inria.fr/starpu/doc/starpu.pdf
9Additional reading on the n-body problem is available at: https://www.britannica.com/science/

celestial-mechanics-physics/The-n-body-problem

17

https://files.inria.fr/starpu/doc/starpu.pdf
https://www.britannica.com/science/celestial-mechanics-physics/The-n-body-problem
https://www.britannica.com/science/celestial-mechanics-physics/The-n-body-problem


2.14. Problem types used by the benchmark programs

c values the amount of iterations needed to reach this conclusion may vary greatly. In Table
2.1 this is shown as the c values of 0 + 0i and 1 + 0i are very easy to make a decision about
whereas 0.25 + 0i may require a few iterations and −1.1 + 0i is even more unclear as it seems
to oscillate between similar but not equal values. When determining whether a value belongs
to the set or not the numerical approach must have a stop criteria and as such may make an
incorrect classification. Oscillating values such as c = −1.1 + 0i typically need to be evaluated
for as many iterations as is allowed by the program since it is not clear if the oscillation will
ever stop. The result is that the computational complexity to decide whether a given c value
exists within the set has a great variance. There are many different ways of visualizing the
Mandelbrot set, there is the binary way shown in Figure 2.9. Other ways include, but are
not limited to, coloring the pictures in accordance to how many iterations where needed to
determine if the pixel would converge or not.

c 0 + 0i 1 + 0i −1 + 0i −1.1 + 0i 0.25 + 0i
z0 0 1 -1 -1.1 0.25
z1 0 2 0 0.11 0.31
z2 0 5 -1 -1.09 0.35
z3 0 26 0 0.08 0.37
z4 0 677 -1 -1.09 0.39
z5 0 4.6 ⋅ 105 0 0.09 0.40

Table 2.1: Example values produced by the Mandelbrot function given differing c values. Note
that all the presented c values have zero as their imaginary part, this is done to make the
table easier to read and not a feature of the set, which does contain values with a non-zero
imaginary part.

Figure 2.9: The Mandelbrot set where the blue pixels corresponds to points within the set.
The image was generated with the SkePU GPI backend and uses a maximal iteration count
of 104.

Taylor series
A Taylor series is the sum of an infinite polynomial approximation of a function at a certain
point [19]. The series is a good approximation of the function at the point and near it, but
the quality of the fit worsens as the distance from the point increases. The approximation
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achieves this by matching the first N derivatives of the original function at the chosen point.
As the series is infinite N is made to approaches infinity, a larger N thus corresponds to higher
degrees of derivatives being considered and hence a better fit.

As the Taylor series is infinite given an infinitely derivable function solving it numerically
will never be perfectly exact. Research has been done in order to generate long series with high
precision through parallel multi-node execution by Hristov et al.[27]. Precision is of particular
importance of Taylor series as subsequent higher rank derivatives will have less impact on the
approximation. In Hristov et al.’s experiment they achieved a precision of about 3374 decimal
digits using MPI and OpenMP.

Matrix and vector multiplications
Matrices and vectors are a foundational objects in linear algebra and so are their basic manipu-
lation techniques such as addition and multiplication. The uses of linear algebra computations
are innumerable as they so often are a subtask of a larger problem, some examples include solv-
ing linear least-squares problems as well as linear equation systems. These smaller problems
may themselves use basic functionality such as matrix multiplication and addition multiple
times while only being subtasks of a larger one. Thus these basic operations may be called a
very large number of times, this was noticed already in 1979 with the creation of the Basic
Linear Algebra Subprograms (BLAS) library [31]. BLAS contains highly optimized imple-
mentations of common linear algebraic operations with the computational complexity of the
operation corresponding to its BLAS rank. Using this Dongarra, Bunch, Moler and Stewart
created LINPACK [13] in 1979 as a benchmarking suite where the problem to be solved is a
linear equation. LINPACK has since then been updated and expanded to benchmark HPC
clusters [12] and is the benchmark of choice for Top 500 [12]. The problem used to benchmark
the clusters is still within the domain of linear algebra and still uses the low level operations
along the lines of a matrix matrix multiplication. Thus these kinds of operations are of great
interest within the HPC community and a corner-stone of a prolific benchmarking suite within
the field.

Given a matrix matrix implementation C = A⨉B where B is of dimensions M ×N and C

of N × P . Then all M ⋅ P elements within C needs a row of elements from A and a column
of elements from B, corresponding to 2N number of elements. As such the computational
complexity becomes MP ⋅ 2N = 2NMP , if we then let N =M = P we get that the computa-
tionally complexity for a squared matrix matrix multiplication is O(N3). The communication
complexity however is only on the order of O(N2) as the transfer of both matrices would
require 2 ⋅N2 operations.

In matrix vector multiplication given the destination vector D of length N , the square
matrix E of dimensions N ×N and argument vector F of length N . Then every element of
D corresponds to a single element from vector F and a entire row from E. Thus the compu-
tationally complexity becomes N ⋅ (1 +N) which is O(N2). The communication complexity
is at most the size of the matrix E and vector D, which corresponds N +N2 number of ele-
ments and is O(N2). Interestingly here we see that the computational and communicational
complexity is the same in matrix vector multiplication when using a square-matrix, unlike
the previous example of matrix matrix multiplication. This fact has noteworthy consequences
for parallelization of the two problems as the matrix matrix multiplication is computationally
bound and more likely to benefit from increased computational power at the cost of communi-
cation. As matrix vector multiplication is equally bound by communication and computations
a parallel solution with an increased communication cost runs a larger risk of creating a new
bottleneck.

These two examples demonstrates the different properties of the operations using a naive
implementation, but as these operations are of crucial importance there exists many different
algorithms which outperform the naive ones. An example of non-naive implementation is
the Strassen algorithm which can perform a matrix matrix multiplication with O(N log2(7)),
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where log2(7) ≈ 2.8 [39]. Another approach is the systolic one first presented by Kung in
1982 [29] and followed up by Wan and Evans presenting 19 systolic approaches for matrix
matrix multiplication [42]. Clearly these operations are of crucial importance to the field
of computation as they are continuously being researched with there existing many different
implementations of them.

2.15 Related work

Work similar to this thesis has already been done, for example the Muesli framework provides
parallel algorithmic skeletons for clusters using C++ [7]. The goal of this framework is very
similar to the GPI backend’s and hence the differences lie primarily with how they are used
and implemented. For example the syntax between the two is fairly different with Muesli
using its skeletons as a field within a container unlike SkePU where they are their own object.
Perhaps the most notable difference in this category is the fact that Muesli is only able to use at
most two containers in an algorithmic skeleton unlike SkePU which has no such limit at all [7].
Furthermore the map skeleton provided by Muesli is not able to access other elements, limiting
the problems it can handle. However, unlike the GPI backend Muesli is able to make use of
GPUs and is hence better adapted towards heterogeneous clusters. Lastly the communication
of Muesli is done with MPI whereas an important aspect of this thesis is the prototype’s GPI
usage [7]. Hence it should be clear that while Muesli and this thesis have a very similar goal
from a high level perspective, they are different in both implementation and use-case.

Another related framework is JaSkel, which is Java-based and offers algorithmic skeletons
able to execute on a cluster [18]. Unlike SkePU this framework works through polymorphism
and all domain-specific data is provided by creating a subclass and implementing its abstract
methods. A focus point for JaSkel is chaining different skeletons together by combining them
into for example a pipeline and then executing multiple of these chains in parallel [38]. How to
combine the different steps in the chain needs to be defined by the user. Thus JaSkel focuses
quite heavily on task parallelization whereas the GPI backend handles tasks sequentially but
with drift.

DatTel is a framework similar to SkePU which aims to provide data-parallel skeletons, but
it does this by attempting to extend the C++ standard library (STL) rather than creating its
own interface [5]. The STL already includes many functions which are similar to algorithmic
skeletons such as: ”for_every” ≈ map, and ”accumulate” ≈ reduce. As such extending it with
algorithmic skeletons would fit its stylistic choice. Much like the GPI backend DatTel assumes
a single control flow which enables it to weave in computations outside of the framework more
easily. Similar to SkePU it favors portability by letting the same code be run on different
hardware in either a single node fashion or by using a cluster. Unlike SkePU however it only
offers a single backend for its non-cluster execution which is pThread based. Also it diverges
further from this thesis through its cluster communications which are MPI based.
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3 SkePU

This chapter is a complement to the background chapter and explains the purpose and usage of
SkePU as well as its features and syntax. The focus is on aspects of SkePU which are relevant
for the thesis hence some features of SkePU are omitted in this chapter. For an explanation of
such aspects and a more thorough discussion around SkePU in general please see Ernstsson’s
licentiate thesis [16].

3.1 Purpose and usage

SkePU is a C++ template library for parallel execution originally created by Enmyren and
Kessler [14] and later extended to SkePU 3 by Ernstsson, Ahlqvist, Zouzoula and Kessler
[17]. SkePU offers parallel algorithmic skeletons which makes it easier and less error-prone
for a user to parallelize his or her code. SkePU has multiple skeletons which in turn may be
executed using multiple different parallel tools such as OpenCL, OpenMP and CUDA among
others. These are known as backends and by adding flags during the compilation to signal
which backend is desired the user may choose dynamically which one to use. This allows for
the same program to be executed on different hardware without any changes in the code. For
example when running a program on a machine with a GPU selecting the CUDA backend for
execution might be appropriate, whereas on a machine without a GPU, the OpenMP backend
would be a better fit. The compilation of a SkePU program is done in two phases, a pre-
compilation phase followed by a regular compilation. This pre-compilation is done through a
tool provided by SkePU and generates appropriate code for the selected backend as not all of
them use C++. The second compilation step is done through the appropriate compiler of the
chosen backend. By adding multiple backend flags during the compilation steps it is possible
to enable multiple backends for the program, which lets it choose which one to use dynamically
at runtime. SkePU was at first only available on shared memory, single node systems, but it
has been expanded to allow for multi-node execution using StarPU.

The syntax of SkePU is the same regardless of the backend and it primarily uses two
constructs, the skeleton objects and the data-container objects. The skeletons takes in typically
one user-function at creation and are executed at later on with container objects as their
argument. The type of the skeleton determines which computational pattern it uses whereas
arguments in its creation and execution may alter its behavior somewhat. A trivial example of
how the SkePU syntax looks is illustrated in Figure 3.1. This sequential syntax is an important
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part of SkePU as it abstracts away from the parallel implementation and allows the user to
focus on the problem rather than the implementation of it. By using only SkePU constructs
it is possible to write a parallel program without needing to deal with any of the difficulties
of parallel programming.

Figure 3.1: A trivial example of how skeletons are used in SkePU.

int i , j ;
skepu : : Matrix<int> m{ i , j } ;

int add_f ( int a , int b){
return a + b ;

}

auto add = skepu : :Map( add_f ) ;

// Double every va lue in m and s t o r e i t in m
add (m, m, m)

3.2 Features and algorithmic skeletons

SkePU offers to the programmer a set of parallel algorithmic skeletons. Furthermore utilities
such as different kinds of containers exist. The skeletons which exist in SkePU are: Map,
Reduce, MapReduce, Scan, MapOverlap, MapPairs and MapPairsReduce. They all work
differently, but shared among them is that their inputs are SkePU containers or constants.
Their output is given by either modifying one of the argument containers or by returning
a scalar or some other object type. SkePU containers come in different dimensionality for
different tasks: Vector, Matrix and Tensor. This section is a short introduction to all of
SkePU’s skeletons, a more comprehensive layout of the syntax has been written by Ernstsson
[16].

Map
Map is one of the most flexible skeletons in SkePU and it is based on the well established
computational pattern of the same name, but is extended beyond it. It takes in an arbitrary
amount of argument-containers and typically a single destination container. In this case let
C be a container where its superscript denotes its name and the subscript its index, we can
write the map pattern as:

Cdest
i = f(C1

i ,C
2
i , ...C

N
i )

This is how the standard map pattern works, but SkePU allows for a more general exe-
cution. Firstly the index is provided to the user-function if its signature indicates that this
is desired. Furthermore an arbitrary amount of scalars are also valid arguments as long as
they are provided after the containers. If we let S denote a scalar, the execution model then
becomes:

Cdest
i = f(i,C1

i ,C
2
i , ...C

N
i , S1, S2, ..., SM)

In this classical Map accessing pattern we are prevented from accessing an element of a
different index. In SkePU’s skeleton however we may do so by using a random access proxy
container, yet again extending the previous mathematical description. As it is possible to
access any element from any index the pattern would look like the following:
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Cdest
i = f(i,C1,C2, ...CN , S1, S2, ..., SM)

In order to differentiate how the arguments are interpreted SkePU analyzes the signature of
the user-function. In the Figure 3.2 the function ”mult_f” demonstrates the different accessing
patterns as c is using the random access one whereas d is not. The first argument ”index” may
be omitted if this information is not needed. These utilities mean that SkePU’s map is able
to handle a wider range of problems than the original computational pattern. Lastly SkePU’s
map is capable of an arbitrary amount of return values of possibly different types. To achieve
this multiple destination containers are required and the signature of the user-function need
to match this. This thus allows the same map to calculate multiple values without needing to
iterate through a container multiple times.

The random access pattern within map is itself divided into multiple patterns: Vec, Mat,
MatCol and MatRow. These indicate how the random elements will be accessed and fulfills
the dual purpose of both making it easier for the user and letting SkePU optimize the data
access. Vec is used to access an element with a single index and Mat allows for two-dimensional
indexing. MatCol and MatRow however lets the user-function access only within a whole row
and or column, which are important in certain tasks such as matrix matrix multiplication.
Importantly a SkePU backend is able to optimize the memory-access speed for MatCol and
MatRow as it can expect further accesses within the same column or row. Contiguous memory
access is much faster and both columns and rows may not be contiguous in the memory
simultaneously, as such optimizations such as MatCol and MatRow may significantly improve
performance. To conclude, SkePU’s Map skeleton is more extensive than the traditional map
pattern it is based on and is thus able to handle many more problem types.

Figure 3.2: An example of SkePU’s Map’s different access patterns.

int i , j ;
skepu : : Matrix<int> m1{ i , j } ;
skepu : : Matrix<int> m2{ i , j } ;

int add_f ( int a , int b){
return a + b ;

}

int mult_f ( skepu : : Index index , skepu : : Vec<int> c , int d){
return c [ index . i ] * d ;

}

auto add = skepu : :Map( add_f ) ;
auto mult = skepu : :Map(mult_f ) ;

// s t o r e the r e s u l t in m1
add (m1, m1, m2)
mult (m1, m1, m2)

Reduce
Reduce is another well established computational pattern which works by accumulating all the
elements in a container with a binary and associative user-function. Unlike SkePU’s Map, its
Reduce is very similar to the computational pattern, which is described in Section 2.8. Figure
3.3 illustrates the fairly straightforward syntax of a one-dimensional reduction. An extension
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of the pattern exists in the form of two-dimensional reductions which work by applying the
user-function to all elements in a row or column and generating a vector. There are two ways
to handle these types of reductions, either the output is a vector or a second user-functions
may be provided which is then applied on the generated vector to create a scalar output.
Figure 3.4 illustrates the syntax of the latter approach.

Figure 3.3: Example demonstrating the syntax of a one dimensional reduction in SkePU.

int i , j ;
skepu : : Matrix<int> m{ i , j } ;

int add_f ( int a , int b){
return a + b ;

}

auto add = skepu : : Reduce ( add_f ) ;
int r e s = add (m) ;

Figure 3.4: Example demonstrating the syntax of a 2D reduction in SkePU by Ernstsson [16].

f loat max_f( f loat a , f loat b){
return a > b ? a : b ;

}

f loat max_row_sum( skepu : : Matrix<f loat> &v){
auto max_sum = skepu : : Reduce ( plus_f , max_f ) ;
max_sum. setReduceMode ( skepu : : ReduceMode : : RowWise ) ;
return max_sum(v ) ;

}

MapReduce
Just like the MapReduce pattern is a combination of map and reduce SkePU’s skeleton of the
same name combines the existing utilities of its map and reduce implementation. As such the
intricacies of the Map skeleton with its random access and scalar handling is also present in
MapReduce. The signatures of the user-functions supplied to the map and reduction part of
MapReduce shares the same meaning as in their own skeletons implementation. One differ-
ence between MapReduce and its component skeletons however is that only one-dimensional
reductions are allowed. Figure 3.5 illustrates how the syntax of SkePU’s MapReduce looks. As
discussed more in Section 2.8 the benefit of MapReduce is that combining the two functions
reduces execution time and memory usage while reducing the amount of skeletons the user
needs to create.

Scan
SkePU’s scan is an implementation of the computational pattern with the same name which
is described in Section 2.8. The syntax is very similar to the other skeletons, an example of
this can be seen in Figure 3.6.
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Figure 3.5: Example demonstrating the syntax of SkePU’s MapReduce

int i , j ;
skepu : : Vector<int> v1{ i , j } ;
skepu : : Vector<int> v2{ i , j } ;

int add_f ( int a , int b){
return a + b ;

}

int mult_f ( int a , int b){
return a * b ;

}

auto dot_product = skepu : : MapReduce (mult_f , add_f ) ;
int r e s = dot_product ( v1 , v2 ) ;

Figure 3.6: Example demonstrating the syntax of SkePU’s Scan by Ernstsson[16].

f loat max_f( f loat a , f loat b) {
return ( a > b) ? a : b ;

}

skepu : : Vector<f loat> partial_max ( skepu : : Vector<f loat> &v) {
auto premax = skepu : : Scan (max_f ) ;
skepu : : Vector<f loat> r e s u l t ( v . s i z e ( ) ) ;
return premax ( r e su l t , v ) ;

}

MapOverlap
MapOverlap is based on a very broad pattern which goes under many different names de-
pending on discipline, such as convolution, stencil, filter and window function [16]. In this
thesis the computational pattern is denoted as stencil computations and is described in more
detail in Section 2.8. The functionality of MapOverlap is similar to Map in that it applies a
user-function at every index of a container, but it follows a very different accessing pattern.
While Map allows for multiple containers, MapOverlap does not. SkePU’s Map does allow
for random access whereas MapOverlap only allows for accesses to elements which are within
the same neighborhood. As a stencil operation MapOverlap must define a range and declare
that all indexes within this range are neighbors, these are the only elements the user-function
may access. This trades off the user-friendliness of the random access for the ability to handle
tasks which have too strict data dependencies to be used by Map. An example of the syntax
is seen in Figure 3.7.

MapPairs
MapPairs follows the cartesian product style pattern presented in Section 2.8. It takes in two
distinct sets of sets of vectors. The size of all vectors within the same set must be the same,
and the skeleton’s output is a matrix. Every index-pair of the two sets is combined and used as
an argument in the user-function to create an element in the output matrix. Let us denote two
vector-sets as V1 and V2 with the lengths N and M and their vectors as v11, v12, ..., v1N ∈ V1

and v21, v22, ..., v2M ∈ V2. Furthermore let the superscript of the vectors denote which index
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Figure 3.7: Example demonstrating the syntax of SkePU’s MapOverlap by Ernstsson[16].

f loat conv (
skepu : : Region2D<f loat> r ,
const skepu : : Mat<f loat> s t e n c i l
)

{
f loat r e s = 0 ;
for ( int i = −r . o i ; i <= r . o i ; ++i )

for ( int j = −r . o j ; j <= r . o j ; ++j )
r e s += r ( i , j ) * s t e n c i l ( i + r . o i , j + r . o j ) ;

return r e s ;
}

skepu : : Vector<f loat> convo lut ion ( skepu : : Vector<f loat> &v){
auto convol = skepu : : MapOverlap ( conv ) ;
Vector<f loat> s t e n c i l {1 , 2 , 4 , 2 , 1} ;
Vector<f loat> r e s u l t ( v . s i z e ( ) ) ;
convol . setOver lap ( 2 ) ;
return convol ( r e su l t , v , s t e n c i l , 1 0 ) ;

}

is referenced and let i and j be indexes. Lastly let Mat be the output matrix and f the
user-function, then we can express it as:

Matij = f(vi11, vi12, ..., vi1N , vj21, v
j
22, ..., v

j
2M)

The dimensions of Mat is thus N ⨉M , meaning that more vectors in the vector-sets do
not affect its dimensionality. Instead they provide additional arguments to the user-function.
Furthermore, like Map, MapPairs allows for a multi-type return value which is then put into
multiple destination matrices. An example of MapPairs’ syntax is given in Figure 3.8.

Figure 3.8: Example demonstrating the syntax of SkePU’s MapPairs provided by Ernsts-
son[16].

int mult_f ( int a , int b){
return a * b ;

}

void c a r t e s i a n ( s i z e_t Vsize , s i z e_t Hsize ){
auto pa i r s = skepu : : MapPairs (mult_f ) ;
skepu : : Vector<int> v1 ( Vsize , 3 ) , h1 ( Hsize , 7 ) ;
skepu : : Matrix<int> re s ( Vsize , Hs ize ) ;
p a i r s ( res , v1 , h1 ) ;

}

MapPairsReduce
MapPairsReduce is analogous to MapReduce as it is functionally the same as executing a
MapPairs followed by a Reduce. Like in MapReduce combining these operations together
makes it is possible to compute them more efficiently while using less memory. The reason for
this is that the matrix created by MapPairs can be instantly consumed by the reduce-function.
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MapPairsReduce may only perform a 2D reduction, either row-wise or column-wise. As such
the output of MapPairsReduce will always be a vector.

Figure 3.9: Example demonstrating the syntax of SkePU’s MapPairReduce by Ernstsson [16].

int mult_f ( int a , int b){
return a * b ;

}

int add ( int a , int b){
return a + b ;

}

void mappairsreduce ( s i z e_t Vsize , s i z e_t Hsize ){
auto mpr = skepu : : MapPairsReduce (mul , sum ) ;
skepu : : Vector<int> v1 ( Vsize ) , h1 ( Hsize ) ;
skepu : : Vector<int> re s ( Hsize ) ;
mpr . setReduceMode ( skepu : : ReduceMode : : ColWise ) ;
mpr( res , v1 , h1 ) ;

}
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4 Design and implementation

This chapter goes into depth about the prototype’s design and its implementation. Concepts
integral to how the prototype operates, such as its consistency model and communication pat-
tern among others, are explained here. As the design is also mentioned so are its consequences,
limitations and alternatives in order to provide a wider view of the issues it attempts to handle.
Lastly an explanation of how the benchmark programs were implemented and what they aim
to measure is provided at the end of this chapter.

4.1 Prototype feature delimitations

SkePU is a large project and as such our prototype only implements a subset of the features of
other backends. The chosen ones are three algorithmic skeletons: Map, Reduce and MapRe-
duce, combined with the two container types Matrix and Vector. These were selected as they
are among the most commonly used types within SkePU and together they suffice to solve
a large number of problems. Furthermore using SkePU’s extensive Map pattern it is possi-
ble to emulate some other patterns at worse performance. For example Map may perform a
cartesian product like MapPairs does by accessing any needed element with the random access
proxy container. As such the chosen classes are able to solve enough problems to be able to
be compared against the existing StarPU implementation without being limited by problem
variety.

However even within the implemented classes not all of their features are included in the
prototype. They are excluded as the prototype is able to handle many different problems with-
out them, and as such is able to be measured against the existing StarPU backend without
them. By simply not using these features in the benchmark programs a valid relative compar-
ison can still be made, although it does not necessarily represent the backends’ performance
in absolute terms. It is worth noting thus that the performance of the benchmark problems
are not the same as the backend’s performance on the underlying problem as certain features
are not used. This does not however affect the relative performance comparisons which is the
central point of the thesis. The following features are not implemented in the GPI backend:
multi-variable returns, proxy container patterns other than the one and two-dimensional ones,
Vec and Mat. Notably this excludes MatCol and MatRow, which are important optimizations
for any program which accesses entire rows and columns. Lastly, any reduction which is done
row-wise or column-wise is not supported by the prototype, only reductions into a single value
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is. For more details regarding these excluded features as well as the motivation for why they
were added to other backends, please see the paper by Ernstsson et al. [17].

4.2 Design

This section highlights the overarching design of the GPI backend and how it operates on a
high level.

Usage and program structure
While an important part of a backend is that it implements the SkePU interface, its execution
model need not be the same as other backends. This is a natural effect of SkePU’s wide
applicability, executing a binary file on a single machine is a different process than doing so
on a cluster. In line with this variance the GPI backend takes a slightly different approach
than the other backends and does not use the pre-compilation step. The main reason for the
pre-compilation is to transform the code from C++ to a backend-language which the backend
then may compile itself. This is crucial for backends which do not use C++ code internally
such as OpenCL. However as the GPI prototype does do this the pre-compilation is not needed.
Furthermore as the prototype is a proof of concept adding compatibility features does not help
it fulfill its stated purpose. Hence the decision to exclude the pre-compilation step was taken.
Instead a SkePU program meant to use the GPI backend is compiled directly with the GPI
compiler, and later executed with GPI’s execution tool.

As stated above SkePU is an interface to be implemented by the backends, and as such
the new GPI backend is essentially a stand-alone library written from scratch. It is used by
including the SkePU the library and setting the compilation flags accordingly. Notably there
are no dependencies between the GPI backend and any existing SkePU code even if they share
the same interface.

The execution model of the GPI backend is SPMD. This means that the code written by
the user is executed on all of the nodes separately with only the SkePU constructs performing
calls to remote nodes. Thus any work not done using SkePU is run in parallel as many times as
there are nodes, hence it should constitute only a small part of the overall work of the program
for performance reasons. The SkePU constructs use the arguments provided to them combined
with their node ID to divide their workload accordingly. Depending on the construct it may
create an OpenMP parallel region to handle the task using the multiple cores it may have
available. This program structure assumes homogeneity among the nodes and would lead to
load imbalances if some nodes were using better or worse hardware as they would traverse the
sequential, and their share of the parallel, parts faster or slower. Which is an issue as a program
is only finished after its slowest node is finished. Furthermore the program structure leads to
a sort of determinism which is leveraged to help deduce a node’s workload asynchronously. If
the user does not access the node IDs or uses if-statements with arguments derived from the
hardware as shown in Figure 4.1, the control flow of the program is the same for all nodes.
Hence, using only its ID and the total node count, a node is able to deduce a large amount of
information about a SkePU call since it assumes that every other node will perform the same
SkePU call with the exact same arguments at some point in time. Allowing for deduction
about the other nodes’ states is important as it may be done without any communications,
which in turn are slow.

State tracking with operation numbers
Due to the program structure explained above it is possible to create a global order of every
SkePU call for all the nodes. These calls are then divided into phases, and every phase is given
an incrementally increasing and unique operation number. For example Map is divided into
a waiting stage, an execution stage and a finished stage which would correspond to operation
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Figure 4.1: An example of syntax which the GPI prototype is unable to handle. The reason
is that the value within the if-statement depends on the node’s hardware’s state and the GPI
backend assumes an identical control flow for all the nodes. In other words every creation of
a container, skeleton object or execution of a skeleton is assumed to be done by every node,
in the same global order.

int main ( ){
int i , j ;
skepu : : Matrix<int> m{ i , j } ;

int add_f ( int a , int b){
return a + b ;

}
auto add = skepu : :Map( add_f ) ;

// I f the curren t time i s even
i f ( std : : chrono : : system_clock : : now( ) % 2 == 0){

add (m, m, m) ;
}

}

numbers: N , N + 1 and N + 2. By using these operation numbers, a node is thus able to
deduce the state another node is in currently and which operations it has not yet executed.
An important caveat is that a node can only deduce which operations another node has not
executed if it itself has executed more operation than the other one. In other words, it knows
which operations a node that is lagging behind will do, but it knows nothing about what a
node that has drifted ahead has done. Furthermore the operation numbers are bound to the
nodes themselves, whereas most other parts of the synchronization process are bound to a
container object. As such the operation numbers are used to order the other aspects of the
synchronization process, which are primarily based around the containers.

The method for propagating the nodes’ different operation numbers is based on a synchro-
nization schema known as vector clocks [10]. In this schema every node, processor or thread
depending on how it is used, has their own counter which is incremented whenever an ”event”
occurs. An event corresponds to either an independent calculation or a communication event.
Furthermore every node stores a vector of the highest occurred value for all the existing nodes,
including itself. Whenever it then receives a communication event it updates any values within
its vector to the incoming one if they are larger. This thus results in a system where it is pos-
sible to clearly see which events occurred before any given state. An illustration of the vector
clock schema is shown in Figure 4.2. There are different variations of the vector clock schema
depending on its usage, for example in a shared memory systems the size of the vector could
correspond to the number of shared objects while its elements are thread IDs [44]. Further-
more there exist more complex vector clock algorithms with better performance than the ones
presented so far [44].

The GPI backend’s synchronization model is heavily based on the vector clock schema
with the crucial difference that every node has the same local events. This does not mean that
every node necessarily performs the same computations but rather that every node performs
the same SkePU operations and hence passes through the same phases of these operations.
What a node does in these phases may vary, for example in the ”get” function within Matrix
some nodes must fetch the value remotely whereas others need not. As such the values within
the prototype’s vector clock correspond to certain phases of a SkePU operation. By leveraging
this, a node is able to deduce information regarding which transformations have been applied to
a container and which have not. Another benefit of the vector clock model is that information
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may propagate without direct contact, which is particularly beneficial at points which require
tight synchronization.

Figure 4.2: An example of how the vector clock schema could be implemented. The three lines
are processors and every arrow is an event.

Constraints
The synchronization process is based on operation numbers and constraints. A constraint is
a tuple containing a node ID and an operation number. At the end of an operation a node
adds constraints to indicate which nodes might read from it during this operation. Then
when the container wants to modify its content it has to fulfill all of its constraints before
it is safe to modify it. A constraint can be said to be fulfilled when the remote node has
reached an operation number larger than the constraint. Due to the SPMD nature a node is
able to deduce how the access pattern of an operation is going to look for all the other nodes
and as such set the constraints properly. The primary issue however comes in the form of
the random access pattern available in Map. That is when elements from other indexes than
just the current one is used. Here the user-function determines which nodes communicate
with each other. As a constraint indicates that a remote node will read from the current
node; this entails that the current node must be able to deduce which nodes a remote node
will read from. According to the famously unsolvable Halting problem this can only be done
by actually executing the user-function with the same arguments as the remote node [41].
This is clearly an unfeasible amount of work; just the argument transfer would result in a
transfer of size (#global_elements − #local_elements) ⋅ type_size bytes, for every node.
As constraints and the loose memory consistency attempts to limit the communication such
a cost is unacceptable. Instead every node is assumed to read from every other node if the
container is used with a random access pattern. This is a pessimistic assumption only used to
avoid the issues mentioned above. If the user-function only uses the current indexed element
in the container, then looser constraints can be used. In this case a node can deduce which
elements, and hence which remote nodes, all the nodes will access. Which in turn results in
constraints which more properly describes the data dependencies.

The constraints are set at the end of an operation and waited for at the start of it, ensuring
that data which a remote node might want is never replaced. This scheme guarantees that a
node which has drifted ahead does not replace needed data, but it does not guarantee that
the data has been produced yet. To complement this, all nodes must validate that the remote
node has reached the correct operation number before reading from them. This process is
explained in more detail further down.

Consistency model and double buffer
The ultimate purpose of the constraints and operation numbers discussed above is to allow for
a weak memory consistency. Every container has a double buffer of its data which other nodes
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are unable to read from. Whenever an operation modifies the container it always writes the
changes to the double buffer. To allow remote nodes to access this new data a container must
periodically flush its double buffer and put it into the actual GASPI segment. This is done as
sparingly and late as possible by letting nodes deduce whether a remote node might need to
read from them during an operation, and only then perform the flush. For example a simple
get(i) operation will make the node which holds i flush its changes but not any other node. In
order to track the changes every node saves the remote state of every other node through the
following two fields within the Matrix class: the last operation which modified it and the last
operation when it flushed its changes. With these fields every part of the container is able to
deduce at which operation number a remote node is safe to read from and when it is not. It
also adds fine grained synchronization where parts of a container may be flushed while others
are not. Thus the operation number where the flushed data is accessible may differ depending
on which node is being read. For example, suppose that node i changes one of its values at
operation number j and it got flushed at operation j + 1. If another node wants to read from
node i it now has to wait for node i to reach operation number j + 1. However for any other
remote node the required operation number to reach before reading may be lower than j+1 as
its value was not changed in operation j. The granularity of the scheme is thus at the level of a
node, where all values within a container that belongs to a node are either dirty or not. Lastly
note that the field tracking other node’s last flush operation is the last time they performed
a flush, not the last time they executed an operations where they flushed. To illustrate the
difference if a node made local changes at operation i and flushes at i + 1 and i + 2 then the
last flush field would say that this node flushed at i + 1.

Flushes
Flushes refer to the process of moving the data from the double buffer into the GASPI segment
where it may be read by other nodes. They are done in two cases, firstly if the local node
needs to modify its container which already is dirty. Then the existing changes are flushed
into the GASPI segment and the new ones applied to the double buffer. The second case is if
the local node deduces that another node needs to read data which exists in the double buffer,
which is only accessible locally. This architecture thus allows for every node to save two states
of its container and makes it the nodes’ responsibility to guarantee that the correct state is
available at certain operation numbers. The local nodes do however only have knowledge of
the operations they have processed so far and as flushes only are done when deemed necessary;
a waiting period may have to precede it. For example let operation i modify container A and
the subsequent 1000 operations not do so, but operation i + 1001 requires reading from the
container A. Before a node may read from another it must flush the changes from operation
i, but this flush will not be done until i + 1001 even though it could have been done earlier.
However in this case a node which has drifted ahead needs to wait for a slower one, which
is quite acceptable as it is the slowest node that determines the execution time. This case
would only lead to a slowdown if a node which is ahead needs to wait and later on becomes
the slowest node. This is an improbable scenario and as such this flushing implementation was
chosen.

Communication pattern
The benefit of the weak consistency model is that it allows for an infinite drift as long as there
are no data dependencies. A local node only needs to wait for a remote one if it either has
not produced and flushed the needed data, or if it needs to read a local value and is yet to
do so. With the states of remote nodes being propagated indirectly through the vector clock
and local deductions the expected communication is kept to a minimum. The communications
between nodes fall into two categories, polling for information about the remote nodes state
and reading remote elements from one of its containers. In particular, communication across
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different containers are never done as a container is responsible for all communications with
its remote partitions. This makes the design easier as the GASPI segments within every
container only need to be able to store remote data from other partitions. The dimensions of
this segment is thus adapted at these specific communication patterns and nothing else.

4.3 Matrix

This section describes in detail how the Matrix class is implemented and its purpose. It is the
largest class in the GPI backend with a wide set of responsibilities which leads it to interact
with most other classes in some manner.

Overall
Matrix is a two-dimensional container following SkePU’s Matrix interface. Its main responsi-
bilities are tracking the state of its local and remote elements as well as providing an interface
for accessing its remote elements. As such it works both as an abstraction layer for remote
communication and as a state tracker. Furthermore it also works as an alias for the vector
class by implementing a few extra functions such as a one-dimensional constructor. The mo-
tivation for the aliasing is that the differences between the two is minuscule implementation
wise and this solution was the most straight forward one while also not replicating any code
unnecessarily. If the GPI backend is to be extended beyond a proof of concept then the vector
could be implemented as a separate class.

Partitioning and workload balance
Matrix uses a simple one-dimensional partitioning of the global elements where the node with
the highest rank receives any left over elements. This one-dimensional partitioning of a two-
dimensional container means that rows and columns may be split across multiple nodes as
illustrated in Figures 4.4 and 4.5. Furthermore Figure 4.5 demonstrates another potentially
problematic partitioning result as a small matrix is split such that no node owns an entire row.
This case is however rare in practice and is the result of using more nodes than the problem
will benefit from. Regarding the overlapping rows it is worth noting that there may at most
be #nodes − 1 of them in any given matrix and if it is sufficiently large they will constitute a
low proportion of all rows. The reason why row splits are undesirable are due to it not being
uncommon for a user-function to need an entire row for its calculations. In such a case it is
both faster to fetch the row from a single node due to the high startup cost of remote reads,
while also requiring less synchronization.

Another potential issue of this partitioning scheme is the element imbalance which may
occur due to the last node receiving all elements which may not be evenly split. This extra
load can be up to #nodes − 1 elements, which may or may not be a significant amount of
elements depending on the container’s size. This issue is illustrated in Figure 4.4 and contrasted
by Figure 4.3. It is worth noting that if #elements >> #nodes then this imbalance will
become very small as a proportion to the overall amount of elements. For example if we
have N elements distributed among 3 nodes, then the last node may only receive at most two
extra elements. If N then grows large these two extra elements will become proportionally
insignificant.

Data transfers and caching
The Matrix class is important to the data transfers of the prototype as it manages the GASPI
segments, which are the destination and origin of all read requests. The elements of the local
partition of the Matrix are stored in a GASPI segment, but this segment also has extra memory
allocated for the transfer of remote elements. The size of this segment is the size of the local
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Figure 4.3: Partitioning of a matrix of size 4 × 4 with four nodes.

Figure 4.4: Partitioning of a matrix of size 4 × 4 with three nodes.

partition plus the global size of the container. Thus every remote element has its own unique
position in the segment at the cost of high memory usage. While the local elements in Matrix
also are stored in the same segment, logically the two parts are kept separate and referred to
as the container segment and communication buffer respectively. While the container segment
is only ever used for storing local values, the usages of the communication buffer are many
and determined by the algorithmic skeleton.

One of Matrix most important functions is proxy_get which is called from the proxy con-
tainer dummy class and allows for the access of any element, both local and remote. This class
is used by certain skeletons, namely Map and MapReduce, and its purpose is to provide the
user with a random accessing pattern of the elements. What proxy_get does is that it returns
a value from the container given an index and it does so in a thread safe manner. Conceptually
this function may either return the local or cached value instantly or it may need to transfer
it. If this is the case then it also transfers all elements of the remote node and puts them in
the communication buffer. Any further readings to this node will now read the cached data.
By leveraging the state tracking fields mentioned in section 4.2 as well as tracking the state
of the cache, the values within it may be reused for multiple operations. Thus the transfers
are very large but the transfered elements may be reused for multiple operations through the
cache, limiting the amount of transfers and hence their upfront overhead cost.
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Figure 4.5: Partitioning of a matrix of size 4 × 4 with eight nodes.

Furthermore in proxy_get the main struggle is its synchronization complexity. For example
different threads may want to read data from different containers of the same remote node.
In such a case they need to synchronize their access to the local vector clock, as well as their
access to the remote vector clock, in order to avoid overloading the remote node. To achieve
correctness proxy_get uses three layers of locks. The first of which is contained in the Matrix
class and is matched with a remote rank. These pairs thus ensure that only one thread is
able to transfer data from the same remote rank’s partition. Which is important as the data
transfers always move entire partitions and the first-level locks thus remove the possibility
of the same data being transfered twice. The second-level locks are shared among all local
container-objects and guard the access to the remote vector clocks. They are paired up with
a remote rank and thus every level-two lock corresponds to a remote rank. Before any local
thread is able to poll a remote node’s vector clock it first needs to gain access to the correct
level-two lock. This makes it so only one thread is able to poll the same remote node. The last
lock is the level-three lock, which unlike the other two levels is a single lock. A thread need to
access it before it is allowed to modify the local vector clock. This lock is also shared among
all local container objects within the same node. By putting these three levels together we
see that level-one prevents multiple transfers of the same data; level two prevents unnecessary
polling of a remote vector clock’s state, and level three simply ensures correct usage of the local
vector clock. A benefit of using this scheme is that it allows for multiple Matrix objects to read
from the same remote node concurrently. Note however, that as Matrix objects only read from
other partitions of the same objects; the concurrent reads occur when multiple objects want
to transfer different data simultaneously. Lastly, this transfer design also allows for concurrent
reads of different vector clocks through the level-two lock.

4.4 Map

Map is one of the larger classes in the GPI backend and the skeleton which is expected to
be used the most. Some important issues which are brought up in this section is how remote
elements are transfered through either pre-fetch or a proxy container. Furthermore the general
structure of how the class operates is explained as well as some of its behavior which is
marginally different from other backends.

Scheduling options
Every node is responsible for transforming the elements it owns, and the elements are in turn
divided evenly among a set of threads within a single node. The scheduling is thus doubly
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static as both the inter- and intra-node work partitioning is done statically. The internal
parallelization uses OpenMP which includes options for both dynamic and static scheduling,
hence it may easily be changed. The assumption for static scheduling is that every iteration
takes approximately the same amount of time. But, as the run time of the threads may
include waiting for a remote node to reach a certain state, this assumption is dubious. The
static scheduling was still chosen as it anecdotally resulted in a major speedup for Map when
using a trivial user-provided function such as add. This is of course the sort of problem which
static scheduling would excel at whereas the dynamic one would struggle. But the difference
provided to be sufficiently large, the static one was up towards 100 times faster, so that the
dynamic scheduler was deemed unable to handle such problems and instead the static scheduler
was chosen. However a more thorough evaluation of the two scheduling models would be an
interesting extension of the work and is needed in order to truly determine which is the better
fit for the GPI backend.

Type deduction and divergence from the SkePU interface
The GPI backend’s implementation of Map handles type deduction slightly differently than
the other backends. First it compares the arguments given to the Map object when it is
called, with the parameter type in the user-function. From this it can deduce how to handle
every argument. Note that the same user-function may behave differently depending on the
arguments given to a skeleton object as shown in Figure 4.6. By observing how the Map-
objects are invoked we can see that the argument integer desired by the user-function may
be supplied through either a container or as a stand-alone scalar. Deducing which case is
requested is done during the Map-object’s invocation unlike other SkePU backends which does
this during the object’s instantiation. One effect of doing the deduction at the call-site is that
the GPI backend does not need the concept of arity unlike the other backends. In the other
backends this concept is used to signal how many of the provided arguments are containers
and how many of them are not. It is provided at the creation of the skeleton objects and often
deduced automatically. But this means that there is less flexibility in reusing the same object
as the arity is bound to it. For example in Figure 4.6 only one case in A and another one in
B would be allowed in non-GPI backends as they can not handle different arities on the same
object.

Furthermore the arity is either stated explicitly or deduced automatically, however some
user-function signatures are ambiguous and hence the deduced arity may be incorrect. The
functions provided in Figure 4.6 are examples of such ambiguous ones. Thus another benefit
of avoiding the arity concept is the fact that the automatic type deduction of the GPI backend
is unambiguously correct. But more than this it also allows for containers and scalars to be
provided in an arbitrary order as long as they match the user-function’s signature. This is
different from the SkePU standard which states that scalars must come after any container
arguments and the difference is highlighted in Figure 4.7.

Execution and argument generation
In Map the workload is statically partitioned in the same way as the destination Matrix
container is. That is, every node is responsible for generating the result of all indexes which
it owns in the destination container, following the so called ”owner computes rule”. The first
step in this process is to build an argument tuple, which through type deduction is given four
possible values: an index, a scalar constant, a scalar value from a container and a random
access proxy container. The container-scalar values are fetched in a process called pre-fetching
where all elements which the node is responsible for in the destination container, but does not
currently possess, are fetched from remote nodes. This may occur due to the SkePU Map’s
syntax allowing for argument containers which are larger than the destination container and
may hence be partitioned differently. All such elements are fetched remotely and put in their
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Figure 4.6: A demonstration of how a user-function may behave differently depending on how
its skeleton object is called. Note that the arity is different between skeleton calls within the
same case, meaning that this example would only work in the GPI backend.

int i , j ;
skepu : : Matrix<int> m{ i , j } ;

int mult_f1 ( skepu : : Index1D i , skepu : : Vec<int> a , int b){
return a ( i . i ) * b ;

}

int mult_f2 ( int a , int b){
return a * b ;

}

auto mult1 = skepu : :Map(mult_f1 ) ;
auto mult2 = skepu : :Map(mult_f2 ) ;

// Cases A
mult1 (m, m, 2 ) ;
mult1 (m, m, m) ;

// Cases B
mult2 (m, m, m) ;
mult2 (m, m, 4 ) ;
mult2 (m, 4 , 4 ) ;

Figure 4.7: An example of the difference between the GPI prototype’s interface and the stan-
dard SkePU one. The improper version is acceptable in the GPI backend but not in the other
backends, whereas they both accept the proper one.

int i , j ;
skepu : : Matrix<int> m{ i , j } ;

int mult_proper ( skepu : : Index1D i , skepu : : Vec<int> c , int d){
return c ( i . i ) * d ;

}

int mult_improper ( skepu : : Index i , int d , skepu : : Vec<int> c ){
return c ( i . i ) * d ;

}

auto mult_proper = skepu : :Map(mult_proper ) ;
auto mult_improper = skepu : :Map(mult_improper ) ;

mult_proper (m, m, 2)
mult_improper (m, 2 , m)
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corresponding communication buffer, where they are later fed into the argument tuples. This
process thus knows beforehand exactly which elements it needs and thus fetches them in as
few reads as possible. It is worth noting that Matrix objects only communicate with other
objects of the same global container structure, which means that the transfers are handled
by the argument containers and not the destination one. As it currently stands the entire
pre-fetch chain of events is single threaded, the internal parallelization through threads only
starts after the pre-fetch is done.

Another way to access remote elements is with the random access proxy container, which
is essentially a dummy object holding a pointer to the container object which it belongs to.
By using this object in the user-function it allows for access to any value within the container.
Due to the light-weight nature of this object, creating and adding it to the argument tuple
is a computationally cheap operation. The remaining two argument types are fairly simple
concepts, the index is a type containing the current execution index and the constants-scalar
are values which are the same for all indexes. The tuple itself corresponds to the arguments
given to every execution of the user-function and is primarily needed due to variadic template
programming. The parallel execution begins after all the pre-fetching is done and it divides the
local indexes evenly among the existing threads. Every thread performs a two step execution
where it first builds the argument tuple, and then applies the user-function. In this phase if
a remote value is accessed through the random access proxy container it results in a call to
proxy_get which is explained in section 4.3.

Outside of this tuple-generating and user-function executing section Map performs various
other tasks. At the start of a Map call it waits for the constraints of both the destination
and argument containers, afterwards it flushes any existing argument container. The flush
is only done if there exist unflushed changes in the double buffer and it guarantees that the
correct values are made available for remote reading. At the end of a Map call new constraints
are set for every container used as an argument. By matching the provided arguments and
user-function parameters the harshness of the constraints depends on whether the container
was used with random access or pre-fetch. If it used random access then the constraint is set
harshly and assumes that all nodes read from it as a precaution. However if it used pre-fetch
then the node can deduce which nodes would pre-fetch it and hence set the constraint for only
these nodes.

4.5 Reduce

Unlike SkePU’s Map, its Reduce is a simpler skeleton far more similar to the computational
pattern it is based on. The GPI implementation follows a typical distributed approach where
every node is responsible for calculating their partial sum which is later combined with the
rest.

Accumulation
Much like in Map, every node is responsible for the indexes that it owns, all of which are used
in the local accumulation. It works by evenly dividing the local indexes among the available
threads and letting them accumulate a partial sum. These partial sums are then combined
by a single thread and put into the communication segment where they are globally available.
After this begins the distributed accumulation phase, which is single threaded. This is an
iterative process where, in every iteration, a node reads the partial sum of another node and
combines it with its own. With every subsequent iteration half of the nodes are done, resulting
in: ⌈(log2(#nodes))⌉ iterations. This results in a single node owning the final value, which
it will then broadcast to all the other nodes in a manner which is the inverse to how it was
generated; a single node reads the global sum, and in every subsequent iteration the number
of readers double as the number of nodes holding the final value also doubles. Within a single
iteration no node is read multiple times as to avoid overloading. At the end of this algorithm
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every node now holds the global sum. The first mentioned algorithm is a distributed reduce,
whereas the latter is a distributed broadcast. They are very similar and share the property of
only allowing a node to be read or perform a read at most once during an iteration. As such a
node only needs to handle at most ⌈(log2(#nodes))⌉ requests for either one of them, reducing
the chance of overloading a single node. The iterations are kept separate through operation
numbers, resulting in Reduce using a large amount of them every time it is executed. This
is however not an issue as the operation numbers are unsigned 64 bit integers resulting in
≈ 1.8 ⋅ 1019 possible values.

Meta tasks and data dependencies
Unlike Map, Reduce outputs a scalar and as such does not use a destination container. It also
does not need to flush any changes in its argument-containers as the only remote data needed
is the partial accumulation. This means that Reduce does not need to use any constraints,
instead other forms of synchronizations are used. As such every node is free to start its local
accumulation regardless of the states of the remote nodes, however the global accumulation
phase does of course require all nodes to partake. After the global accumulation phase however,
a particular data dependency occurs which does not fit the constraint model. A constraint
prevents a node from modifying its local values in a container segment, but not those in the
communication buffer. As such every node must validate that every remote node which is
going to read the global sum from it; has done so before exiting the Reduce. If a node did
not do this it may replace the global sum in its communication buffer before it was read. In
practice the Reduce skeleton requires such tight communication between all the nodes at this
point that almost no drift is possible. As such this wait is likely quite short.

4.6 MapReduce

The GPI implementation of MapReduce works quite differently depending on if it can reuse
an existing GASPI segment by having a container argument or if it can not. Both implemen-
tations are however similar and based on the previously explained implementations of Map
and Reduce.

Design and Structure
The implementation of MapReduce is based on both Map and Reduce, but it has a few key
differences. One of these is the fact that no argument to MapReduce is guaranteed to be a
container, which is a key assumption for the Map and Reduce implementation. By having a
container argument it is possible to use its partitioning scheme to divide the workload and
its communication buffer for the reduction part of MapReduce. If it does not exist, the Map
size needs to be provided beforehand and a GASPI segment created so that a reduction may
be done. As such the behavior of MapReduce is quite different depending on if a container
argument exists or not. To differentiate between the two cases the GPI backend looks at
whether the first argument is a container or not. In the SkePU standard, container arguments
are required to come before constant type arguments. Hence, if the first argument is a constant,
all following arguments should be as well. The GPI backend is able to handle any ordering of
the container- and constant-arguments for Map, but this assumption is still done as the user
is expected to follow the SkePU standard. However MapReduce does handle the case outside
of the standard where a constant is followed by a container like in the following example:
MapReduce(constant,matrix). But this handling will use the less optimized solution which
does not use the argument container’s GASPI segment for data transfers. This is mostly a
demonstration of how the GPI backend is able to handle certain problem formulations outside
of the SkePU standard and not something expected to be used.
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From a high structural level both versions of MapReduce are quite similar, they divide their
given indexes evenly among their available threads. And for every element they first build an
argument tuple, then execute Map while immediately consuming the generated value with
Reduce. Afterwards it enters a global accumulation phase similar to Reduce’s where it first
reduces all the partial values and then broadcasts the global value. The implementation thus
leverages one of the most important aspects of MapReduce and that is immediate consumption
of the generated Map value. This thus results in less memory being needed while also removing
the need to write down the intermediate value only to read it later.

With a container argument
In Map the number of elements it works on is the same as the size of the destination container.
In Reduce it is the size of the input container. But MapReduce is unable to do this as it has
no data-container and a Map is allowed to use fewer indexes than the container has elements.
As such the size of the MapReduce is defined before its execution, otherwise it defaults to
the size of the first container argument as per the standard. The execution works just like a
combination of Map and Reduce, it waits for the argument constraints and then flushes the
containers. Afterwards it pre-fetches and builds the argument tuple and applies the map-user-
function. The difference is that the result is stored in a local variable and immediately used
by the reduce-user-function. Thus the local accumulation is done simultaneously as the Map
part is executed. After this broadcast, the local accumulated values are combined exactly
like in Reduce with a distributed reduce and broadcast. The partial sums are stored in the
GASPI segment of the first container argument. This creates a data dependency which is
shared with Reduce and explained more thoroughly in Section 4.5. Briefly, the partial sums
may overwritten in the GASPI segment during the next operation; as such a node must ensure
that the partial accumulations are no longer needed before leaving the MapReduce operation.
Furthermore, unlike Map, MapReduce does not modify a destination container and as such
do not need to use constraints. Meaning that unlike Map there is no section at the end of
MapReduce which adds constraints.

Without a container argument
If the first argument provided is a constant then this case is chosen. While it is referred to as
the ”no container case” it may in fact have container arguments after the constant argument.
This does go against the SkePU interface and is discussed more above with summation being
that it is possible but unadvised and slightly slower to do this.

The use case for this version of MapReduce is to first call ”setDefaultSize” and then call
the MapReduce instance object, as seen in Figure 4.8. In the setDefaultSize function, a global
GASPI segment is created if one does not previously exist. This segment is then used during
the reduction part for the distributed scatter and gather of the local accumulations. The
execution of the MapReduce works the same as the case with a container, except for the usage
of the global segment. From a design perspective, another minor difference is that certain
meta-data and utilities are accessed through a global singleton. For example, the Matrix class
provides access to the vector clock and related waiting functions; which needed to be made
available through the global singleton as well to accommodates this MapReduce case. In the
other MapReduce case, as well as for the other skeletons, such utilities are accessed through
Matrix as an old, and now incorrect, assumption was that every skeletal invocation would
have a container argument. These utilities should be made only available through the global
singleton but due to time constraints this change has not been implemented yet. This minor
design oversight is unlikely to have any noticeable impact on the prototype however.
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Figure 4.8: Example syntax of SkePU’s MapReduce’s no container version

int add_f ( int a , int b){
return a + b ;

}

auto obj = MapReduce ( add_f , add_f ) ;
obj . s e tDe f au l t S i z e (N) ;
int r e s u l t = obj (10 , 10)

4.7 Benchmark programs

The programs presented here are used to benchmark the prototype, a more theoretical descrip-
tion of them is presented in Section 2.14. The programs are all based on the already existing
SkePU examples of the same name, which in turn are naive solutions to their theoretical
counterpart.

The n-body problem
The n-body problem program works by simulating a set of particles of the same mass in three
dimensions. Furthermore the particles are spawned in a predetermined manner, which ensures
that their movements are minimal and thus avoids any potential collisions. The implementa-
tion uses a SkePU Map where every particle first updates their acceleration by observing its
distance to all other particles. Afterwards it updates its velocity depending on the acceleration
and time interval, and finally it moves according to its velocity. It is thus a naive implemen-
tation which reads the data of every other particle through a proxy container. This program
is iterative and every iteration performs the calculations explained above. The execution time
which is being measured includes the iteration-loop as well as the initialization of the contain-
ers but not their creation. The evaluation of the prototype using this program uses 2 ⋅ 105
particles and 20 iterations.

The Mandelbrot program
This program is based on the Mandelbrot set and attempts to deduce which pixels in an image
belong to the set and which do not. The implementation used in this project is based on the
previously existing one from SkePU. It differs however by not gathering all the pixels on to any
one single node, nor print out the resulting image. Furthermore the program was made more
computationally intensive as previous runs of the already existing implementation proved to be
too short for reliable measurements to be made. As such, the threshold which determines that
a pixel has increased to such a large absolute value that it will never converge, was increased.
Furthermore the maximal number of iterations spent at a single pixel was increased from 103

to 104. The former change increases the amount of computations done for every pixel which
is not part of the set and thus reduces the load imbalance. However for pixels which are far
from being in the set the difference will be marginal as they increase fast enough that the new
threshold is reached quickly. The latter change increased the computational intensity of pixels
which do belong to the set as they are evaluated for more iterations before being classified.
This would thus increase the work imbalance and help even out the previous change.

From the SkePU syntax the implementation relies solely on a Map whose only arguments
are constants in the form of the dimensions of the image. This program is thus notable in the
fact that there is no communication in it and that the computational time between two pixels
may differ by a factor up to 104. The execution of this program as a benchmark uses a picture
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of 60000×60000 = 3.6 ⋅109 pixels. Every pixel corresponds to an element in the matrix where it
is modified by a SkePU Map and the program’s execution time only measures the time spent
within the Map. A smaller version of this program was run and the exported image saved in
Figure 2.9.

The Taylor program
This program attempts to calculate a Taylor series of the natural logarithm at a certain
point using a fixed number of terms. The implementation is mostly unchanged from the
original SkePU example it is based on, except for the code which measures the execution
time. By applying a MapReduce of size N, every element is first transformed according to
the Taylor series through the map-function and then summed up with addition as the reduce-
function. This program is not especially computationally intensive, but it demonstrates the
utility MapReduce has by allowing for a very large amount of elements to be used. It is thus
meant to use a much larger MapReduce than would be possible with a Map due to its memory
usage.

The matrix matrix multiplication program
There exists many different algorithms of matrix matrix multiplication, and even within SkePU
there are multiple different implementations. The one this program is based on uses the general
proxy container Mat and not the more specialized MatCol nor MatRow. As such this program
does not highlight a backend’s performance on a matrix matrix multiplication but rather its
relative performance compared to other runs of the same program. The reason for not using
MatCol nor MatRow is that neither of these are implemented in the GPI backend as discussed
in Section 4.1. The program itself uses a single SkePU Map with three equally sized squared
matrices of floats, two of which are randomly initialized either within the range of (0,9) or
(3,9). The dimensions of the three matrices are 18000 × 18000 and what the program does
is calculate the matrix matrix multiplication of the initialized matrices and stores it in the
uninitialized one. Note that unlike many other programs this one is not iterative, the matrix
matrix multiplication is only done once. Lastly, the measured execution time covers only the
SkePU Map call which performs the matrix matrix multiplication, meaning that both the
initializations and creation of the matrices are excluded from it.

The matrix vector multiplication program
This program is based on the SkePU example of the same name, and just like the matrix
matrix version it does not use the more specialized access patterns of MatCol or MatRow.
Furthermore it uses two vectors and one matrix of floats with the matrix being initialized
with values between three and nine and one of the vector with values between zero and nine.
Using a SkePU Map with the Mat access pattern it performs the matrix vector multiplication
and stores the result in the uninitialized vector. This Map is then used as many times as
there are iterations, alternating which vector is used as a data destination and which one is
used as an argument. The dimensions of the matrix is 50000 × 50000 while the vectors are
of size 50000 with the number of iterations being 104. The execution time measured only
includes the SkePU Map which performs the matrix vector multiplication and thus excludes
the initialization step of the containers as well as the creation of all objects.

42



5 Method

This chapter presents both what hardware the programs run on and which compiler was used
and what program they were used to compile. Furthermore it elaborates on how the data
points presented in this chapter were generated.

5.1 The Sigma and Tetralith cluster

All the runs presented in this thesis have been done on either the Sigma or Tetralith cluster.
These two clusters are operated by the National Supercomputer Centre (NSC) in collaboration
with LiU. The two clusters follow the same network architecture and use very similar hardware,
Sigma is essentially just a smaller version of Tetralith. While certain nodes have different
hardware, the ones which we used did not. These nodes have two Intel Xeon Gold 6130 CPUs,
which each have 16 cores, 32 hardware threads, 96GiB of main memory and a SSD disk1. Since
the clusters are expected to have equivalent performance, the test runs were split among the
two in an arbitrary fashion. The reason for this was that while the performance is expected
to be identical the allocated processing time of this thesis were split among them. However,
most of the runs presented in this paper were done on Sigma.

5.2 Installation and compilation

The cluster version of StarPU called StarPU-MPI was built on the cluster using gcc 7.3.0,
and the version of StarPU-MPI was 1.3. SkePU and GPI however were built using gcc 6.4.0.
The reason for this discrepancy are building issues which mandated changing the gcc version
from the default value on Sigma and Tetralith of 6.4.0 to 7.3.0. The programs themselves
were compiled using g++ and its MPI equivalent mpic++, all of them using g++ version
7.3.0. Furthermore the C++ version used was C++11, which is the oldest supported version
for SkePU, and the flag ”-O3” was added to all compiled programs to indicate that execution
speed is to be prioritized over memory usage.

The GPI programs were compiled directly at the cluster whereas the StarPU programs
were pre-compiled by another computer and then compiled at the cluster. The g++ version to

1NSC’s website describing Sigma and Tetralith’s hardware:
https://www.nsc.liu.se/systems/sigma
https://www.nsc.liu.se/systems/tetralith

43

https://www.nsc.liu.se/systems/sigma
https://www.nsc.liu.se/systems/tetralith


5.3. Creating the measurements

build StarPU and SkePU at this computer is 7.5.0 and the StarPU-MPI version 1.3. Furthmore
the GPI version used for this computer as well as the clusters was GPI-2 version 1.4.0.

5.3 Creating the measurements

The execution of the programs were limited with regard to time usage of the two clusters.
This project was alloted a certain amount of ”core-hours” and thus the programs were only
able to be run a limited amount of times as to not exceed the alloted core-hours. Furthermore
some of these core-hours were used to debug issues which only arose on the cluster and to test
run the programs in order to figure out their expected runtime. The result of this is that most
programs were only able to be run a single time when creating the result for the thesis. This
was deemed acceptable as during development the runtime between multiple runs of the same
program with the same backend was minuscule, typically differing around a few seconds for a
program which runs for thousands. Still this is a weakness of the generated data, but it was
chosen rather than cutting certain programs from evaluation.

The time measured by the programs primarily correspond to the time they spend in the
SkePU calls, which in turn corresponds to their most computationally intensive and most time
consuming phase. This means that the creation of containers is not included in the presented
execution time and neither are initializations, except for in the n-body problem. These factors
are not wanted in the measurements, as they might add new variables such as the quality of
their memory allocation and random number generation which would dilute the performance
differences of the actual SkePU skeletons. More details regarding this is laid out in Section 4.7
for every program. The execution time generated this way is different for every node and the
presented time is always that of the slowest node unless explicitly stated. The motivation for
this is that the program on a global scale can not be considered finished until every node is.
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6 Results

This chapter lays out the results of all the programs for both the StarPU and the GPI backend
and later on in the chapter, the variance of the programs’ and backends’ execution speed is
also presented.

6.1 The n-body problem

Minor issues
Due to an error in the implementation of the n-body-problem program the calculations were
slightly different between the two backends, although not their complexities. In the StarPU
backend the particles were all initialized along a line instead of spread around a three di-
mensional space. As such, two dimensions were never used leading to a constant velocity,
acceleration and position in these dimensions. However this does not affect the amount of
computations done and hence it is assumed that it should not affect the execution time in a
meaningful way. This erroneous initialization was discovered and changed in the GPI backend,
meaning that the two backends worked on different numerical values.

N GPI StarPU
1, 2 1.91 0.95
2, 4 1.96 1.95
4, 8 1.99 1.93
8, 16 1.98 1.87

Table 6.1: The differential speedup, which is the speedup between the node pair given in N ,
of the StarPU and GPI backend for the n-body-problem program.

Comparison
By observing the non-logarithmic graph in Figure 6.1 we can see that both backends start
with a similar execution time. But when the node count goes to two the execution time of the
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6.2. Matrix matrix multiplication

StarPU backend increases while that of the GPI backend decreases. After this divergence the
graphs do not converge until the node count is much higher, at 16. This is however an artifact
of the graph; if we look at the logarithmic one instead, we see that execution times continue
with about the same relative difference between them. In fact, by comparing the relative
differences it shows that at two nodes GPI has an execution time of 52.1% of StarPU, and at
16 nodes this becomes 47.3%. So while the two non-logarithmic graphs seem to be converging
their relative difference is in fact increasing. We can also see this in Table 6.1 where the
differential speedup of GPI is slightly higher than that of StarPU. For 16 nodes the scaling
of StarPU seems to be falling off slightly as the differential speedup is only 1.87, but more
data points would be needed to validate if it is a trend. Overall the performance of the GPI
backend is noticeably better than the StarPU backend for this task, it scales better and starts
doing so after two nodes. However, for a single node the StarPU backend is slightly faster,
although this is not a particularly noteworthy data point when comparing cluster execution.

6.2 Matrix matrix multiplication

As in the n-body problem we can see in Figure 6.2 that StarPU’s execution time increases
when going to two nodes whereas GPI’s decreases. Furthermore the pattern that StarPU is
quicker on a single node also holds, but in this case it is much more pronounced. Overall
we can see that StarPU outperforms GPI in all cases with the largest difference being at a
single node where it is almost five times faster. By observing the logarithmic graph of Figure
6.2 we can see that the log execution time of StarPU has a sharper decline than GPI, which
corresponds to better scaling. For N = 2 StarPU needs about 53.9% of GPI’s execution time
whereas for N = 16 it needs 44.3%. The relative difference between the two backends is thus
increasing and while the non-logarithmic graphs may make it look like they are converging
this is only the case in absolute numbers.

6.3 Matrix vector multiplication

In Figure 6.3 we see once again the characteristic increase of execution time for StarPU when
increasing from one node to two. But we also see that the scaling of StarPU is very inconsistent,
only becoming slightly faster at four nodes than at one, then stagnating and keeping about
the same execution time for eight nodes as for four. At eight nodes the StarPU backend seems
to reach its saturation point and becomes slower with increased node count. To contrast
this, the GPI backend has a much more consistent speedup and catches up with StarPU at
eight nodes and outperforms it at 16. In Table 6.2 this trend is shown even more clearly as
GPI has a consistent differential speedup whereas StarPU does not. However by looking at
these numbers it is clear that the scaling of GPI is limited and quite a bit away from linear
differential speedup, which would correspond to a factor of two. Notably the speedup between
eight and 16 nodes is particularly weak with a factor of 1.39 and may indicate that GPI is
close to the point where it does not scale anymore.

N GPI StarPU
1, 2 1.46 0.77
2, 4 1.67 1.51
4, 8 1.60 1.05
8, 16 1.39 0.66

Table 6.2: The differential speedup, which is the speedup between the node pair given in N ,
of the StarPU and GPI backend for the matrix vector multiplication program.
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6.4. The Mandelbrot Program

6.4 The Mandelbrot Program

For the Mandelbrot program the StarPU backend had almost no scaling as the execution time
of the program was: 1450, 1430, 1390 seconds for 1, 2 and 4 nodes respectively. Furthermore
there was almost no difference in execution time between the nodes, the difference between the
fastest and slowest node when using four nodes was 18 seconds. Due to these times seeming
to be almost unchanged with increasing node quantity the experiments were not run for more
than four nodes, allowing the computational hours of the cluster be spent on other parts of
the project.

The GPI backend starts by being substantially slower than StarPU for one node, having
about the doubled execution time. Unlike StarPU however this decreases noticeably with
increasing node count, and at N = 2 it has almost caught up with the StarPU backend as
shown in Figure 6.4. Furthermore we can see a large spread between the execution times of
the fastest and slowest node. The execution time of the fastest node increases quicker than
the average or slowest but then seems to plateau around N = 8. At this point there exist two
nodes which finish within 14 seconds and for N = 16 there are four nodes that terminate within
16 seconds. The difference between the fastest and slowest node for N = 8 and N = 16 is less
than two seconds, unnoticeable in the normal graph and over-emphasized in the logarithmic
one.

6.5 The Taylor program

Unlike the other programs the experiment for the Taylor series only concluded with a single
data point. Given the problem size of N = 1011 the GPI backend was able to calculate the
Taylor sum in just under 76 minutes using a single node, 4534 seconds to be more precise. This
was not done for the StarPU backend as this program is meant to demonstrate MapReduce’s
capabilities and to verify that the GPI backend’s implementation of it is correct.

6.6 Variance in execution time

The time each individual node took to perform the task in every program was measured and
their variance formalized in Table 6.3 and Table 6.4. In these tables the variance is zero when
there is only one node as there is only a single data point, but in the StarPU table the variance
in the matrix vector multiplication is also zero. For this program there are multiple data points,
they are just identical. In Section 6.4 it is mentioned that the Mandelbrot program is only
run with up to four nodes with the StarPU backend and hence some data is missing in Table
6.4’s Mandelbrot column, indicated by a ”-”.

By observing the two backends it is clear that the GPI backend has a much higher variance
than the StarPU one, the difference for the same program and nodes amount are always
magnitudinal, and sometimes upwards of six orders. But despite this, the amount of variance
in the programs seems to follow the same order within both backends. This is in descending
order of variance: Mandelbrot, matrix matrix multiplication, and n-body problem. Missing
from this ordering is the matrix vector multiplication which has no variance in the StarPU
backend but enough variance to put it between the matrix matrix multiplication and the
n-body problem in the GPI backend.

The metric ”deviation / mean” shows how large the deviation is as a proportion of the
mean and helps illustrate how much the nodes differ given the total runtime. Using it we can
see that for the StarPU backend the proportionally highest standard deviation is still only
about 0.6% of the mean execution time. In the GPI backend for the Mandelbrot program
this becomes much more pronounced however, reaching up to 85% of the mean execution
time. In this case a node which is within one standard deviation away from the mean will
only run for 15% of the mean runtime. Apart from this problem however the difference in
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6.6. Variance in execution time

the nodes’ execution time remains fairly low when compared to the mean, even for the GPI
backend. In both the n-body problem and matrix vector multiplication the deviation is less
than 0.1% of the mean for all tested node amount. It is significantly higher in the matrix
matrix multiplication program reaching up to 5% of the mean when using the GPI backend.
To contrast in the StarPU backend the variance never reaches above 0.22% of the mean in the
matrix matrix multiplication, demonstrating just how much lower its variance is.
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6.6. Variance in execution time

Figure 6.1: Runtime of the n-body problem with 2 ⋅ 105 particles running for 20 iterations.
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6.6. Variance in execution time

Figure 6.2: Runtime of the matrix matrix multiplication program M1 =M2⨉M3 where both
M2 and M3 is of dimension 18000 × 18000 totaling in 3.24 ⋅ 108 elements each.
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6.6. Variance in execution time

Figure 6.3: Runtime of the matrix vector multiplication program M = MV where M is of
dimension 50000×50000 and V of length 50000. M thus has 2.5 ⋅109 elements and the program
was run for 104 iterations.
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6.6. Variance in execution time

Figure 6.4: Mandelbrot program on a 6000 × 6000 matrix where the max iteration cap for
intensive pixels is 104.
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6.6. Variance in execution time
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7 Discussion

In this chapter the results of the programs are analyzed using the knowledge of how the pro-
totype works provided in the implementation chapter. First the performance of the programs
are discussed and how the design affects this result. Afterwards the design itself is evaluated
given how it affects the programs and other important factors such as usability. Lastly the
node variance of execution speed is discussed and then the thesis is analyzed in a wider societal
context.

7.1 Results of the programs

In this section the results of the programs are discussed and how the design affects this.

The n-body problem
This program showed the most promising results for the GPI backend as it performed better
than the StarPU one for all numbers of nodes except one. Afterwards at two nodes the StarPU
backend’s characteristic increase in execution time meant that the two backends diverge dras-
tically at this point. But it is not the case that they diverge at N = 2 only to converge later as
the scaling of GPI continues to be slightly better than StarPU’s as shown in the Table 6.1. As
such the points where the relative performance of the StarPU backend is the best compared to
the GPI backend is at N = 1 followed by N = 2 and then by the remaining indexes in ascending
order. Thus the GPI backend both scales better and has a lower execution time when using
at least two nodes.

These good results likely stems from the fact that this problem matches very well with the
underlying implementation of the GPI backend. Whenever a remote value is read through the
proxy container all remote values of the same node are also read, all of which are needed in the
problem. This means that all the elements in the matrix which are transfered alongside the
requested element are all used, which is unlikely to be the case given an arbitrary user-function.
Furthermore the particles are accessed from lowest to the highest index by the user-function,
which matches how they are partitioned internally by the Matrix class resulting in a high
cache hit rate. Thus this problem matches very well with the underlying design of the GPI
backend, more so than what can be expected by an arbitrary SkePU program. However it also
matches well with GPI itself as it first accesses all elements from one node and then performs
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7.1. Results of the programs

all calculations using these elements before accessing another node. Thus the program has
overlapped its computations and communication sections in a manner which GPI needs in
order to achieve good performance. Thus to conclude the GPI backend’s performance on this
task is significantly better than what can be expected and as such should not be viewed as
representing its performance in general. Instead it can serve as a demonstration of what the
backend is capable of when its design and given program lines up.

The matrix matrix multiplication program
For this program the GPI backend performs poorly for a few nodes while also scaling worse
than the StarPU backend, essentially showing a worse performances for any amount of nodes.
Compared with the n-body problem the GPI backend performs significantly worse here despite
some similarities between the problems. In both of them the entire content of a container is
transferred to all nodes through the proxy container. The difference however lies in how the
elements are transferred, for in the matrix matrix multiplication an entire column of elements
is needed before the first element can be calculated. Assuming that #elements ≫ #nodes a
column will always be distributed over all existing nodes. Combined with the fact that remote
reads fetch all elements of the target, it results in the whole container being transfered for the
first indexed element. An aspect which was pointed out as being needed for achieving good
performance with GPI is the need for computational and communicational overlapping [37].
As such having an intensive communication phase followed by a computation phase is ill fitted
with how GPI should be used, and as such poor performance is expected.

Another issue is the cache locality of how the transferred elements are used. They are stored
in a contiguous row-wise array and hence when accessing them column-wise poor cache locality
is expected. In fact, as the size of the matrix in this problem is very large, 18000 × 18000, it
is not possible for the node to cache it in its entirety. As such whenever the second element
in a row is accessed the whole column must first be read, and by this time the row has been
removed from the cache. This thus means that every column access is a guaranteed cache
miss, heavily slowing down the execution time. This is a general problem for matrix matrix
multiplication, but the way the GPI backend stores the remote values ensures that it occurs.
If the transfers were more granular, storing only partial rows in a contiguous memory, then
a single cacheline might correspond to multiple partial rows. In this case the cache might be
able to store a few columns in the cache, which if possible would reduce the cache miss rate.
The issues here are thus two fold, firstly the transfers are too coarse and thus front-load the
communications too much. Secondly the way the transferred elements are stored is ill-suited
for the cache.

Lastly it worth noting that the this problem is difficult to handle with a simple random
access pattern such as the proxy containers Vec and Mat. As such SkePU has more specialized
ones for these cases, such as MatRow and MatCol. This comparison is done without them as
they are not implemented in the GPI prototype as mentioned in Section 4.1, but this means
that results should only be viewed relative to each other. The StarPU backend’s performance
on a matrix matrix multiplication is better than the presented execution time in this thesis as
the program itself is unoptimized and does not use all of the StarPU backend’s features.

Matrix vector multiplication program
For this problem we can see that the GPI backend scales better while the StarPU one has
a more uniform run time which is lower up to and including eight nodes. The big contrast
between them is the constant speedup for the GPI backend for every point, as shown in Figure
6.3. As mentioned in Section 2.14 the complexity of matrix vector multiplication grows in
the same order of magnitude in both the communication and the computation aspect. Hence
achieving a speedup for it is more difficult as both factors need to scale. By comparing the
speedup in the n-body problem shown in Figure 6.1 and matrix vector multiplication’s speedup
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in Figure 6.2, we can see that the speedup in the later is lower even for the GPI backend. This
illustrates how it is more difficult to achieve speedup for the matrix vector multiplication.
The StarPU backend is thus able to achieve good scaling at the matrix matrix multiplication
problem but not at the matrix vector one. This seems to indicate that its issues lie with the
communicational aspect rather than the computational one.

The design of the GPI backend matches much better with this program rather than the
matrix matrix one. It only uses local values within the vector and it reads entire rows of the
Matrix to calculate the result. As discussed in Section 4.3 a row may only be owned by at
most two nodes assuming that #elements >> #nodes. Hence, while accessing a row in the
matrix a node has to do between zero and two remote reads depending on who owns the row.
Since these calls transfer all elements from the remote node this still results in a large scale
data transfer at the start of the execution, but fewer of these transfers are done compared with
the matrix matrix multiplication program. Furthermore the transfers may be more spread out
in the matrix vector program, for example the first and last element within the same row may
be owned by different nodes. This results in this iteration having two communication phases
separated by a computational phase. Furthermore once an element has been accessed from
a remote node, no more transfers will be done from it for subsequent indexes. As such an
iteration dominated by a long communication phase may be followed by multiple iterations
without any such phase. Which in turn matches decently with the desired interleaving of GPI
and may explain why the GPI backend’s performance is notably better for the matrix vector
multiplication relative the matrix matrix one.

The Taylor program
The Taylor program’s experiment demonstrated that the GPI backend is able to perform
tasks with MapReduce which would not be possible with a map followed by a reduce. In
this experiment to store the matrix of floats with size 1011 the current GPI implementation
would require 400 GiB of main memory for each node. Even with a less memory intensive
implementation it can not avoid allocating on average 400

N
GiB given N nodes. While this is

certainly not impossible, it would either require expensive hardware for low values of N or that
the program is only executable using multiple nodes. This experiment has demonstrated that
both of these issues can be sidestepped using a MapReduce instead of a Map for the Taylor
program.

The measured execution speed of 76 minutes is much slower than what would be reasonable
for a program of such size. Hence it is likely that some unwanted effect is also being measured,
such as for example the swap speed of the virtual memory. This thus hints at a performance
issue somewhere within the Taylor program or the GPI backend itself.

The Mandelbrot program
The StarPU backend generated curious results for the Mandelbrot program as the execution
time did not scale with increased nodes. It is possible that either a bug in the program or
in the backend might have lead to this strange non-scaling and more experiments are needed
to rule out this possibility. Assuming this is not the case, another explanation would be that
the additional overhead of StarPU’s load balancer is enough to offset any gains in increased
computational power. As this issue only arises in the Mandelbrot program, which does not
include a communications phase as stated in Section 4.7, the primary scaling overhead-cost
would come from StarPU’s scheduler. Furthermore the main property which differentiates
this program from the others is its large work imbalance. For a dynamic scheduler to perform
poorly at an unbalanced task is however unexpected as it is typically one of its main strengths
as discussed in Section 2.10. However as the StarPU backend is only dynamically scheduled
internally within a node, it may still struggle with imbalances between the nodes. Regardless,
further research is clearly needed before the cause of the poor scaling is able to be determined.

57



7.2. Design and implementation

Unlike the StarPU backend the GPI one is statically scheduled which may lead to many
issues with the Mandelbrot program. Firstly, the theoretical performance of a static scheduler
on the Mandelbrot program varies significantly depending on the quality of the partitioning
of the pixels. If a set of pixels is divided into two it is possible that all of the intensive ones
end up in one of them. Which means one partition gets essentially all of the work and the
other one gets none. The partitioning of the Mandelbrot program in the GPI backend is the
same as that of the Matrix class, hence every node gets a one-dimensional contiguous row or
rows of pixels. Figure 2.9 is a lower resolution version of the image which the Mandelbrot
program works on. By observing it we can see that most rows contains pixels both in and
outside of the set except near its top and bottom. As such, the load imbalance occurs when
the amount of nodes increases enough to make some partitions primarily contain pixels at the
top and bottom of the image. Per Figure 6.4 this seems to be when N = 8 as that is when the
fastest node stops scaling meaningfully. Furthermore the partitions around the center of the
image contain a large amount of intensive pixels. By decreasing their size while keeping the
intensive to non-intensive pixels ratio the amount of work decreases as the amount of nodes
increases. This is why the program gets a speedup with increased node amount while using a
static scheduler.

The internal parallelization of the GPI backend is also static, meaning that every thread is
given a set of pixels at compile time. This is likely to lead to the same load imbalance as the
one between nodes since some threads may get many more intensive pixels than the others.
However this is not measured in any experiment and as such it is not possible to tell as to
which extent such an imbalance exists and to what degree it affects the program. An indication
of this issue is seen in the large discrepancy between the GPI backend’s performance and the
StarPU one’s when using a single node. For this the GPI backend needed 2900 seconds to
the StarPU backend’s 1500 seconds, almost doubling its execution time. While this may be
due to a work imbalance among the threads it is important to note that the StarPU backend
outperformed the GPI backend in every program when using a single node. In most of them
the discrepancy was even larger than this, in fact this relative difference is the second lowest
one after the n-body problem. As such it is not clear whether this imbalance has a significant
effect on the program’s run time or not. But regardless of if it does or not, the fact that the GPI
backend is able to achieve a speedup using a doubly static scheduler for such an imbalanced
program is unexpectedly positive. Especially considering that no speedup is guaranteed due
to the static scheduling.

7.2 Design and implementation

This section outlines strengths and weakness of the GPI backend’s implementation and design
as well as discussing how they affect the experiments. Another focal point is on how well the
design is able to utilize GPI and which changes might improve this factor.

Drift and memory consistency
The design of the GPI backend has put a significant focus on keeping the memory consistency
weak and allowing a large drift between the nodes. This is achieved with state tracking logic
using operation numbers, flush states and tracking modifying operations. As such the design
only requires synchronization after a modification has been applied to a container with an
unflushed change, thus in theory allowing for an infinitely large drift as long as a container is
not used after a transformation. This feature is important to ensure that the prototype does
not enforce data constraints which do not exist. However the reality of the experiments does
not make use of it as they are all either iterative with an implicit barrier after every iteration, or
non iterative. As such the maximal drift is at most one iteration in all of the experiments. The
motivation for this feature is for the backend to use less communication and synchronization,
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which should lead to improved performance. But as there are no experiments which evaluate
the effect of this feature it is difficult to tell what impact it had on the performance.

Communication and computation overlapping
An important aspect of the GPI backend is the overlapping of computations and communica-
tions as it is a prerequisite for GPI to outperform MPI [37]. The prototype’s design attempts
to utilize this through its random access pattern through proxy containers used in Map and
MapReduce. The effectiveness of this however largely depends on the structure of the user-
function. For example, as discussed in Section 7.1, the program based on the n-body problem
does this well whereas the matrix matrix multiplication fails to do so. The prototype’s design
thus allows for the interweaving, but the user-functions seems to determine whether it actu-
ally occurs or not. The difference between a well-fit and ill-fitted user-function is seen in the
performance difference of aforementioned programs of Section 7.1. The result of this variance
is reduced user-friendliness as it requires that the user is aware of the internal workings of
the GPI backend. In contrast to this stands the purpose of an algorithmic skeleton, which
is to abstract away hardware details as explained in Section 2.9. Thus the current design
does leverage the strengths of GPI is some cases, such as the n-body problem and to a lesser
degree the matrix vector multiplication program, and in some cases such as the matrix matrix
multiplication program it does not. By making the data transfers more granular the design
could be made more robust and difficult to front-load with communication. Such a change
would likely improve the prototype’s performance for tasks such as the matrix matrix multi-
plication program. However programs which access all elements of a node sequentially and
already do not front-load the communications may perform worse with it. They would have
to do multiple reads, which have a high upfront cost, from the same node unlike the current
implementation. Dividing the execution into more communication and computations phases
might however offset this downside even for programs which are well adapted to the current
design. However as the variance of the program’s performance is so large it seems warranted
to attempt to normalize them more. Furthermore, if such a change results in making it more
difficult to frond load the GPI backend’s communication it could also results in improved
usability.

The GPI backend has another way of accessing elements, the pre-fetch method used when
the desired elements from a remote node are known before the execution of the user-function.
This accessing pattern is also very coarse in the way that it first fetches all remote values
before starting the computational phase. Dividing the phases in this way is problematic as it
actively prevents an interweaving of computations and communications, making poor use of
GPI. A more granular, streaming based, approach of fetching a subset of the remote elements
followed by executing the index-subset and then repeating, would make much better use of
GPI. The true performance of this feature is however hard to know as it was not compared
to the random access pattern in any experiment. But as it conceptually breaks an important
aspect of GPI it can safely be assumed that it is not beneficial for the execution time.

Memory handling
As explained in Section 4.2 the prototype uses a very large amount of memory as every con-
tainer object has a communication buffer with the size of the container’s global size. This
solution is essentially a stub in order to limit the amount of functionality needed to be im-
plemented. As such it is a lacking solution if the GPI backend is to be extended beyond a
proof-of-concept implementation. The problem which this stub hides is the fact that the sizes
of GASPI segments are immutable and the amount of them is limited to 256 segments. Given
these facts, three categories of implementation are proposed:

1. Expand the communication buffer when needed through creating new segments, limiting
the backend to only handle smaller programs with a few containers.
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2. Having a global segment handler shared among all containers, which dynamically creates
segments as transfer space is needed.

3. Having a single communication buffer per container which is logically divided into ”cache
lines” storing transferred data. When the buffer becomes full previously transferred data
is ejected, thus closely mimicking a cache.

All of these come with their own strength and weaknesses. The first one is easy to imple-
ment but severely limits the use-cases of the backend. The second one comes with an overhead
cost as these segments are adapted to the current task and attempting to reuse them for other
tasks is not always possible. For example a reduce only needs N ∗ T bytes where N is the
number of nodes and T is the size of the data type being reduced. If this reduce is followed
by a large map, then the old segment is too small and a new one has to be created. Thus
it must either over-allocate, which is the primary problem of the current implementation, or
perform multiple allocations. The allocation problem is inherent to all dynamic memory sys-
tems and it comes with a trade-off between efficient memory usage and increased execution
time through multiple allocations. The third solution requires elaborate multi-threading logic
in order to determine the state of the whole buffer and to know when a cache line needs to
be ejected. However it should be able to utilize a limited amount of memory better than the
second solution, and it will also allow for more containers as it does not create new dedicated
segments for data transfers. This solution is limited by thread synchronization overhead but
may use a limited memory more efficiently than the other solutions. Thus the most promising
alternatives are (2) for most systems but (3) for systems where memory is precious. Hence,
which method would be the best fit for improving the GPI backend would depend on how it
is intended to be used. If its scope does not change then (2) would fit the best.

There are of course multiple solutions outside of these three categories, some of which are
based on external libraries or tools. In the GPI specification the developers mention that they
do not want to implement a memory management functionality as its performance would be
too dependent on the specific problem [21]. Instead they have created a different tool based on
GPI called GPISpace, which is one abstraction-layer higher and thus provides its own solution
to this problem [36]. Using GPISpace would essentially be an entire new backend of its own,
but it is worth noting that there is a solution to this problem provided by the GPI team. Any
extension of the current backend needs to handle the memory allocation issues, and as seen in
this section there are many approaches possible.

7.3 Performance comparison

The performance of the GPI backend is highly dependent on the task, however when the task
and design line up it is capable of solving a problem at almost half the time of the StarPU
backend, as shown in the n-body problem. The issue is however that the coarse data transfer
makes it easy to front-load the communications to such an extent as to reduce the performance.
As such, the GPI backend seems to have a lower execution time if this can be avoided, which is
not user-friendly as it puts an undue responsibility on the user. Furthermore the GPI backend
scales better for most of the tested problems, but the StarPU backend typically outperforms
it for a lower node amount. For example, in every problem the StarPU backend has a better
performance with one node and in all but one case with two nodes. The previously mentioned
scaling trend is most clearly shown in the matrix vector multiplication program. In it the
GPI backend achieves mediocre scaling whereas the StarPU one does not scale at all. As such
the StarPU backend starts with a significantly faster execution time, but as more nodes are
added it is surpassed by the GPI backend, as seen in Figure 6.3. These things point to a trend
where the GPI backend is more adept at executing on a large number of nodes whereas the
StarPU one uses fewer nodes more effectively. The clear outlier of the trend is the matrix
matrix multiplication program where the StarPU backend is superior with both a few and
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many nodes. But for the matrix vector multiplication, n-body problem, and the Mandelbrot
program the trends holds.

Of particular note is the matrix vector multiplication as it is equally bound computationally
and through its communications, as explained in Section 2.14. In order to scale such a problem
both of these factors need to scale with an increased amount of nodes. Which is contrasted
with a computationally bound program such as a matrix matrix multiplication where increased
computational capacity is enough to scale the program. As the StarPU backend is able to scale
the matrix matrix multiplication but not the matrix vector multiplication it seems likely that
its bottleneck lies within its communications. This hypothesis is further strengthened by
the fact that the StarPU backend’s execution time is higher when using two nodes rather
than one for all of the tested programs. As such, the primary strength of the GPI backend
when compared to the StarPU backend seems to be its scaling potential through its different
communication schema. GPI itself is of course integral to this, hinting that it may be the
primary reason for the backend’s scaling potential.

Lastly the StarPU backend seems to struggle with its work load balance when iterations
are very uneven, as demonstrated by the Mandelbrot program. This is particularly strange
as it uses a dynamic scheduler internally but still gets out-performed by the doubly static
scheduler of GPI when using four or more nodes. Overall the potential for a bug to be the
reason for this performance needs to be considered. If this is not the case then it seems likely
that either the StarPU backend’s dynamic scheduler incurs a very high overhead cost or that
the work imbalance between its nodes prevents it from scaling.

7.4 Variance in execution time

The results presented in Section 6.6 show a very marginal variance in execution times for all
programs except the Mandelbrot one. This is expected considering the low drift potential
of the iterative programs such as the n-body problem and matrix vector multiplication. In
these every node has to communicate with other nodes and is unable to drift ahead more than
one iteration, as such the difference in execution time may not grow very large. The matrix
matrix multiplication is however done in a single iteration and in the GPI backend there is
no barrier preventing a node from finishing it earlier than another. Thus the drift in this
program is larger than for the iterative ones. The last program, the Mandelbrot one, has as
expected significantly higher variance than the other ones. Unlike the other programs it is
heavily imbalanced by design and in both backends this is illustrated. However, in the StarPU
backend even this program only makes the node’s execution speed vary by less than 1%. The
reason for this is likely that the locally dynamic scheduling of StarPU is able to better balance
its workload, which would also explain why it has a lower variance for all programs relative
to the GPI backend. However, if the StarPU backend would execute the Mandelbrot program
on more nodes, it is likely that some of the nodes would receive very little work and thus
vastly increase the variance. Apart from this, the perfectly synchronized execution speed of
the matrix vector multiplication for the StarPU backend is rather strange and likely due to
some issue within the program’s implementation or possibly even in the backend itself.

The result that the statically scheduled GPI backend has a higher variance for all programs
and node combinations is expected simply due to the different scheduling schemas. However
the execution speeds presented in previous sections indicate that in some of the runs the GPI
backend outperforms the StarPU backend, this is despite its variance always being higher. As
such it illustrates that workload imbalances and subsequent unequal execution speed among
the nodes do not necessarily mean that the system performs poorly. The overhead cost of
balancing the workload can exceed its benefit, which be a factor in the StarPU backend’s
performances on the Mandelbrot program.
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7.5 The work in a wider context

By attempting to improve the cluster execution of SkePU this will hopefully help bridge a
gap between the different communities which SkePU caters to. The common denominator
among these are the desire to execute code in parallel but other than that, they may be very
disparate groups. Some of them may use SkePU to execute parallel CPU code, parallel GPU
code or make use of its cluster capabilities. Improving SkePU and offering a single tool for
these different usages may help unify these communities, furthering an exchange of ideas.

Apart from this the usage of GPI may help to demonstrate that there exists alternative
tools to MPI and help with creating a more diverse ecosystem of message passing techniques.
This is not strictly positive as it may make migrating and integrating different systems more
difficult as they might not use the same technique. But it may also allow for more tools to
exist which are better adapted to fit different systems and use-cases. While this project in
itself will not have such an effect, it might be part of a larger evaluation of MPI alternatives,
and possible reduce its dominating status in message passing.

Given an even wider context, the work done in this thesis aims at making it easier to use the
complex hardware of a cluster. This in turn would make computationally demanding programs
easier to write and hence accessible for more people, companies and organizations. If physics
simulations become easier to write perhaps fewer on-ground experiments are needed, in turn
reducing the monetary and environmental cost of building it. Furthermore, as simulations do
not require any real-world construction they could be run more frequently and by more people
due to their lower startup cost. Thus allowing for more competition as smaller companies
would need fewer expensive on-ground experiments. From the scientific perspective making
it easier to write cluster-code reduces the need for outside expertise in the form of a parallel
programmer, allowing the research to progress faster. Hence the consequences of easier to use
clusters is likely that more simulations are run, and hence that more solutions are able to be
considered. From a societal perspective this might be viewed as more innovations being made
quicker. However in the short-term the effects may primarily lie with increased electricity
usage and hardware tear stemming from the larger cluster usage.
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8 Conclusion

In this section the research questions are answered and potential extensions of the thesis
presented.

8.1 Research questions

In this thesis it has been shown that the GPI backend’s ability to overlap its communication
and computation largely depends on the structure of the given user-function. An ill-fitted
user-function may front-load the communications with the random access proxy container and
as such create distinct computations and communications phases. If the prototype on the other
hand uses the other communication pattern, pre-fetch, the backend is guaranteed to not overlap
in the computations and communications. As such, it is clear that the prototype fails to have
this overlap in these cases. However, there are also cases where the prototype does manage to
achieve such an overlap, such as in the n-body problem and matrix vector multiplication. Hence
the answer to research question (2) is that the backend is able to overlap its computations
and communications, as this has been achieved in at least some cases. However, whether this
overlapping actually occurs largely depends on how a specific user-function uses the backend.
As such, while the backend is capable of overlapping its computations and communications it
is not a given, nor possible for all user-functions.

The execution time comparison between the GPI and StarPU backend does not point out
one as superior to the other. Instead what can be shown is that the StarPU backend is consis-
tently faster for fewer nodes whereas the GPI backend has better scaling potential for certain
tasks. However this scaling trend does not hold for all experiments as the StarPU backend
scales better when the program’s structure would result in front-loading its communications
in the GPI backend, such as the matrix matrix multiplication. Apart from this, heavily imbal-
anced tasks seem to favor the GPI backend despite it using a static scheduler unlike StarPU’s
locally dynamic one. As such the answer to research questions (1) is that the GPI backend
performs better relatively to the StarPU backend at tasks which do not front-load its commu-
nications, and at heavily imbalanced tasks. Furthermore the GPI backend performs poorly
when compared to the StarPU backend if only a few nodes are used. Similarly, in reference
to research question (3), we can conclude that the GPI backend scales better for tasks which
avoid front-loading and also tasks which are heavily load imbalanced.
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8.2 Future work

The work done in this thesis provides ample opportunity for future extensions in the form
of research and improvements of the prototype. Firstly more rigorous evaluation of the GPI
backend’s internal parallelization would be of interest. Comparing the dynamic and static
scheduling schema and their performance on different tasks would allow for a more informed
decision regarding which one to use. Furthermore, the tool used in the internal parallelization
OpenMP, may be compared with other ones. As SkePU has backends for both CUDA and
OpenCL these two would be a natural choice and allow for GPU usage. The final part of such
an extension would be to attempt to use one of SkePUs single node backends for the internal
parallel execution. Possibly by having a modular approach as to which of the single-node
backends is used internally.

Another direction for future work lies with using more and different metrics to evaluate the
GPI backend. Currently the one used is execution time, but other metrics such as memory and
communications usage would help give a more detailed view of the performance. In a similar
vein adding additional benchmarks to compare the results to other than the StarPU backend
would also help outline its the strengths and weaknesses. In this thesis it may be difficult to
tell whether performance differences arise from one backend performing well or from the other
one under-performing. By using more benchmarks such as stand-alone implementation of a
specific program using MPI, the results would be more robust and comparable.

Finally the last direction for future work based on this thesis comes in the form of imple-
menting the suggested improvements highlighted within it. The largest ones being the memory
management models outlined in Section 7.2 as well as making its data transfers more granular
as discussed in Section 7.2.
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