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Populärvetenskaplig Sammanfattning  

Nyckelord: Additiv tillverkning; Superlegeringar: Värmebehandling; 
Fasomvandling; Fasfältmodellering; 

Additiv tillverkning (AM) i superlegeringen 718 har under de senaste åren rönt ett 
ökande intresse eftersom metoden har ett antal fördelar jämfört med 
konventionella tillverkningsmetoder. Processen innebär dock att byggmaterialet 
utsätts för komplexa termiska förhållanden som påverkar det byggda materialets 
mikrostruktur. Ofta utförs dessutom en efterföljande värmebehandling vilket 
ytterligare förändrar det byggda materialets mikrostruktur. Det är därför en 
utmanande uppgift att kunna styra mikrostrukturen i processen för att kunna 
erhålla en önskad slutlig mikrostruktur som ger önskade materialegenskaper. En 
ökad förståelse för hur mikrostrukturen förändras under additiv tillverkning och 
efterföljande eftervärmebehandling är värdefull, vilket är syftet med detta arbete. 
Fasfältsmodellering har använts tillsammans med 
transformationskinetikmodellering för detta syfte. Två olika AM-processer; 
lasermetalldeponering med pulver som tillsatsmaterial (LMP-DED) och 
elektronstrålesmältning (EB-PBF) har studerats.  

Modelleringsarbetet av LMP-DED processen identifierade att 
stelningsförhållanden (termiska gradienter och kylhastigheter) som uppstår under 
processen signifikant påverkar den stelnade mikrostrukturen och dess 
fassammansättning, exempelvis den resulterande andelen Laves-fas. Ökad 
kylhastighet visade sig minska volymfraktionen Laves-fas samtidigt som dess 
fasmorfologi blev mer i form av diskreta partiklar, vilket är önskvärt för att 
förhindra sprickbildning. Resultaten visade även att de fasförändringar som sker 
under stelningsprocessen inte genomgår någon signifikant förändring under den 
termiska cykling som uppstår under processen. Anledningen var att temperaturen 
i materialet inte överstiger 600 ° C. Om temperaturen skulle höjas över 600 ° C, 
förväntas dock fasförändringar ske. När det gäller EB-PBF-processen resulterade 
den höga byggtemperaturen i byggkammaren en ''in situ'' värmebehandling, som i 
sig hade en homogeniseringseffekt på den stelnade mikrostrukturen. Anledningen 
till denna homogenisering är ett litet dendritavstånd och relativt låg volymfraktion 
av Laves fas. Vid LMP-DED observerades en segregering som ändrar 
jämviktsförhållanden och kinetik. Lokala överskott av γ '/ γ ″ och δ fas 
predikterades vilket även observerades experimentellt i det interdendritiska 
området jämfört med dendritkärnan beroende på vilken typ av värmebehandling 
som använts. 

Modelleringsarbete utfördes även för att utvärdera mekaniska egenskaper hos 
EB-PBF tillverkade objekt. Data avseende kristallografisk orientering samt 
materialdata från enkristallint material användes som indata i denna modellering. 

 

vii 
 

De anisotropa elastiska egenskaperna predikterades och jämfördes med 
publicerade experimentella litteraturdata vilket visade en god överensstämmelse. 
Lokalt påvisade EB-PBF-proverna signifikant anisotropa elastiska egenskaper på 
grund av den kristallografiska textur som observerats. Lägst E-modul 
observerades längs byggriktningen. Vinkelrätt mot byggriktningen visade sig de 
elastiska egenskaperna vara isotropa. Globalt visade sig de mekaniska 
egenskaperna vara jämförbara med ett transversellt isotropt fall. 
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In recent years, additive manufacturing (AM) of Alloy 718 has received increasing 
interest in the field of manufacturing engineering because of its attractive features 
compared with those of conventional manufacturing methods. Nevertheless, 
owing to the inherent nature of the process, the build material is exposed to 
complex thermal conditions that affect the microstructure. In addition, the post-
heat treatments applied to the built component further cause microstructural 
changes. Thus, obtaining the desired microstructure that gives the desired 
properties is still a challenging task. Therefore, understanding the microstructure 
formation during the build and subsequent post-heat treatment is important and 
is the objective of this thesis work. To this end, a computational modelling 
approach was used that combines multiphase-field modelling with transformation 
kinetics modelling. Two different AM processes, laser metal powder directed 
energy deposition (LM-PDED) and electron beam powder bed fusion (EB-PBF), 
were considered in this study. 

Based on the modelling work, it was observed that solidification conditions 
(thermal gradients and cooling rates) that occur during the AM process have an 
impact on the as-solidified microstructure in Alloy 718 and the resultant Laves 
phase formation. With an increase in cooling rate, the Laves phase volume 
fraction becomes lower and the morphology tends to become discrete particles, 
which is important for resisting the formation of liquation cracks in Alloy 718. It 
was also found that the precipitates formed during the solidification process did 
not undergo any significant change during subsequent thermal cycles associated 
with the deposition of subsequent layers, given that the deposition of the 
subsequent layer does not increase the global temperature of the build to 
> 600 °C. If the global temperature increases above 600 °C, then phase changes 
are expected, depending on the temperature value. In the case of the EB-PBF 
process, the high build temperature maintained in the build chamber resulted in 
an ‘‘in situ’’ heat treatment, which had a homogenisation effect on the as-solidified 
microstructure because of the smaller dendrite spacing and relatively low Laves 
phase size. In the case of the LM-PDED, the microsegregation of composition 
observed in the as-built microstructure was shown to change the equilibrium 
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conditions and precipitation kinetics of Alloy 718. As a result, excess precipitation 
of γ'/γ″ and δ was observed in the interdendritic region compared with the 
dendrite core, depending on the type of heat treatment used.  

In addition, modelling was performed to evaluate the elastic properties of 
EB-PBF Alloy 718. To this end, crystallographic orientation data gathered from 
EBSD data and single-crystal elastic constants were used. The prediction showed 
good agreement with published literature data. The hatch (bulk) region of the 
EB-PBF samples showed significant anisotropic elastic properties because of the 
strong crystallographic texture observed in the microstructure. The lowest 
Young’s modulus was observed along the build direction. Normal to the build 
direction, the elastic properties were shown to be isotropic. Overall, the elastic 
behaviour of the hatch region was similar to that of a transversely isotropic case. 
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1 Introduction 

1.1 Additive manufacturing 
Additive manufacturing (AM) is a manufacturing process in which the component 
is formed by a layer-by-layer approach based on a 3D model (from a CAD model). 
AM is also known as 3D printing, rapid manufacturing, rapid prototyping, or 
freeform fabrication. AM has recently received special interest in the field of 
manufacturing because of its attractive features compared with conventional 
manufacturing methods such as casting, shaping, and machining. Examples in this 
context include the ability to produce near-net-shape complex parts, low cost of 
retooling, and the possibility of changing the microstructure during processing 
[1]. The type of energy source that is used to melt the material in AM can be an 
arc, laser, or electron beam. The material can, for instance, be a metal, ceramic, or 
polymer, which can be in the form of a powder, wire, or sheet. The interest in 
producing parts by AM in metallic materials has significantly increased over the 
previous decade. The technique has attracted both industrial and scientific 
communities as a result of its broad applications and research potential.  

AM is widely used in high-value low-volume manufacturing industries, such as 
aerospace, biomedical implants, and tool manufacturing. AM is also interesting 
for sustainability reasons because, in comparison with conventional 
manufacturing, it reduces material waste. Conventional manufacturing methods 
such as casting and forging, as well as subtractive manufacturing methods, also 
impose limitations on design engineers. AM offers designers greater freedom, 
resulting in the creation of new types of designs with high strength and low 
weight. One example of a metal product that has utilised this ability is a redesigned 
fuel nozzle manufactured by GE aviation for the ‘LEAP’ engine in 2016 [2]. The 
new nozzle, which is a single part, has several advantages. It provides a better fuel 
flow geometry, which results in higher combustion efficiency (15%) compared 
with that of the previous design, which was fabricated by welding and brazing 20 
separate parts together. Additionally, the new design is five times stronger and 
25% lighter than the previous nozzle. In the aerospace sector, fabrication of 
components by AM can significantly reduce the buy-to-fly ratio, that is, the weight 
ratio between the raw material used for a component and the weight of the 
component itself. In traditional subtractive manufacturing, the buy-to-fly ratio 
can be as high as 20:1, which results in large material wastage. AM has the ability 
to produce near-net-shape structures, thus reducing this ratio to nearly 1:1 [3, 4]. 
AM has also been shown to be a viable method for repairing worn out 
components in the aerospace industry and to reduce resource usage, costs, and 
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repair time. In biomedical implant production, AM makes it possible to produce 
patient-specific implants directly from a CAD model generated from scanned 
data, thus reducing manufacturing cost, time, and material wastage. Moreover, 
AM is quite interesting for tool manufacturing. Tools can be generated with 
custom cooling channels and added functionality; examples include an integrated 
chip breaker in a machine tool design. To summarise, AM can enable cheaper, 
more flexible, and more sustainable manufacturing; it is especially interesting for 
high-value low-volume manufacturing industries. 

1.2 Challenges in metal AM 
Although AM has gained significant attention, several challenges must be 
overcome for AM to be used in industrial production more effectively. In 
particular, the AM of metallic components is a complex process that involves 
numerous process parameters. During manufacturing, the building material 
undergoes solidification and thermal cycling because of the layer-upon-layer 
building process. This causes complex thermal conditions that drive phase 
transformation from liquid to solid as well as phase transformation in solid-state. 
In addition, post-treatment, such as hot isostatic pressing (HIP) and heat 
treatment, causes further changes in the material. These material changes can 
significantly modify the functional performance of the component. Consequently, 
obtaining products with the desired quality and performance by AM is not a 
straightforward task. Thus, it is important to identify the effect of these thermal 
conditions on the microstructure and how these microstructures affect the 
functional performance and quality of the printed parts. Understanding these 
relationships will also make it possible to optimise the AM microstructures for 
desired applications. However, this is not a simple task. The number of variables 
(both process- and material-related) that affect the local thermal conditions in an 
AM build can be very high. Experimental process optimisation will thus be time-
consuming and costly. Computational modelling and simulation is an interesting 
alternative approach that can be of high value for the AM community, as it helps 
to reduce the number of trial and error style experiments. In addition, modelling 
and simulation can be a powerful tool to gain a deeper understanding of the 
process, thus making it possible to provide insight into complex process 
phenomena that might be impossible to gain experimentally [5]. Furthermore, 
modelling and simulation can create an accelerated path for process optimisation 
[6]. 
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1.3 Outline of the thesis 
The work presented in this thesis is divided into two parts. The first part, which 
is the main focus of this thesis, is related to the multiphase-field modelling work 
that was used to understand the relationship between the thermal conditions and 
microstructure formation during AM and the subsequent heat treatment related 
to Alloy 718. This is given in Chapter 3. The work presented in PPaappeerr  AA,,  BB and CC 
is related to this. 

The second part is related to the modelling work that reveals the relationships 
between the AM microstructure and the elastic properties. As the second part is 
not the core focus of the thesis, only a summary will be given in this thesis in 
Chapter 4. For more details, the reader is referred to the appended PPaappeerr  DD.  

Note: This thesis is an extension of the author’s Licentiate thesis “Microstructure 
Modelling of Additive Manufacturing of Alloy 718” [7]. However, some contents have 
been modified and updated in the present thesis. Additionally, some similarities 
can be found between the text and images in this thesis and the text and images 
in the appended Papers [8–11].  

  



2 
 

repair time. In biomedical implant production, AM makes it possible to produce 
patient-specific implants directly from a CAD model generated from scanned 
data, thus reducing manufacturing cost, time, and material wastage. Moreover, 
AM is quite interesting for tool manufacturing. Tools can be generated with 
custom cooling channels and added functionality; examples include an integrated 
chip breaker in a machine tool design. To summarise, AM can enable cheaper, 
more flexible, and more sustainable manufacturing; it is especially interesting for 
high-value low-volume manufacturing industries. 

1.2 Challenges in metal AM 
Although AM has gained significant attention, several challenges must be 
overcome for AM to be used in industrial production more effectively. In 
particular, the AM of metallic components is a complex process that involves 
numerous process parameters. During manufacturing, the building material 
undergoes solidification and thermal cycling because of the layer-upon-layer 
building process. This causes complex thermal conditions that drive phase 
transformation from liquid to solid as well as phase transformation in solid-state. 
In addition, post-treatment, such as hot isostatic pressing (HIP) and heat 
treatment, causes further changes in the material. These material changes can 
significantly modify the functional performance of the component. Consequently, 
obtaining products with the desired quality and performance by AM is not a 
straightforward task. Thus, it is important to identify the effect of these thermal 
conditions on the microstructure and how these microstructures affect the 
functional performance and quality of the printed parts. Understanding these 
relationships will also make it possible to optimise the AM microstructures for 
desired applications. However, this is not a simple task. The number of variables 
(both process- and material-related) that affect the local thermal conditions in an 
AM build can be very high. Experimental process optimisation will thus be time-
consuming and costly. Computational modelling and simulation is an interesting 
alternative approach that can be of high value for the AM community, as it helps 
to reduce the number of trial and error style experiments. In addition, modelling 
and simulation can be a powerful tool to gain a deeper understanding of the 
process, thus making it possible to provide insight into complex process 
phenomena that might be impossible to gain experimentally [5]. Furthermore, 
modelling and simulation can create an accelerated path for process optimisation 
[6]. 

 

OUTLINE OF THE THESIS 
 

3 
 

1.3 Outline of the thesis 
The work presented in this thesis is divided into two parts. The first part, which 
is the main focus of this thesis, is related to the multiphase-field modelling work 
that was used to understand the relationship between the thermal conditions and 
microstructure formation during AM and the subsequent heat treatment related 
to Alloy 718. This is given in Chapter 3. The work presented in PPaappeerr  AA,,  BB and CC 
is related to this. 

The second part is related to the modelling work that reveals the relationships 
between the AM microstructure and the elastic properties. As the second part is 
not the core focus of the thesis, only a summary will be given in this thesis in 
Chapter 4. For more details, the reader is referred to the appended PPaappeerr  DD.  

Note: This thesis is an extension of the author’s Licentiate thesis “Microstructure 
Modelling of Additive Manufacturing of Alloy 718” [7]. However, some contents have 
been modified and updated in the present thesis. Additionally, some similarities 
can be found between the text and images in this thesis and the text and images 
in the appended Papers [8–11].  

  



 

5 
 

2 Objectives, research questions, scope, 
and limitations 

2.1 Objectives and research questions 
1) The main objective of this thesis work was to utilise a modelling approach to 

gain an understanding of the relationships between thermal conditions and 
microstructure formation during AM and the subsequent heat treatment 
related to Alloy 718.  

The modelling work was accomplished by trying to answer the following 
research questions. 

RQ1 How can the microstructure evolution during additive 
manufacturing and subsequent heat treatments be modelled 
based on the thermal conditions? 

RQ2 How do these thermal conditions affect the microstructure 
formation during the additive manufacturing and subsequent 
heat treatments?  

RQ3 How does the segregation of elements that occur during 
solidification affect the phase transformation kinetics? 

 

2) The second objective of this work was to utilise a modelling approach to 
understand the relationship between the elastic properties and AM 
microstructure in Alloy 718.  

The modelling work was accomplished by trying to answer the following 
research questions. 

RQ4 How can the elastic properties be predicted based on the 
microstructure?   
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2.2 Scope and limitations 
• Process: The work was focused on laser metal powder directed energy 

deposition (LMP-DED) and electron beam powder bed fusion (EB-PBF) 
AM processes and the following post-heat treatment processes.  
 

• Material: The material used in this study was limited to the nickel–iron-based 
superalloy Alloy 718. 
 

• Phase: Only the formation of γ (matrix), γ'/γ'' (strengthening phases), Laves, 
and δ phases during the solidification and solid-state phase transformation 
were considered. 

 
• Elastic property modelling: Only the crystallographic orientation of the 

matrix in the hatch (bulk) region was considered.   
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Part 1 

3 Multiphase-field modelling of additive 
manufacturing of Alloy 718 

In this section, the work related to the main objective of this thesis is given, which 
is the multiphase-field modelling work. This chapter is structured as follows: 

• Literature review related to microstructure modelling of AM (Section 3.1).  
• A short background of the two AM processes used in this thesis (Section 3.2). 
• A short overview of Alloy 718 and its phases (Section 3.3).  
• Model implementation in MICRESS (Section 3.4). 
• Modelling work using JMatPro (Section 3.5). 
• Experimental work related to MICRESS (Section 3.6). 
• Results and discussion (Section 3.7). 

PPaappeerrss  AA,,  BB,, and  CC are related to the multiphase-field and JMatPro modelling 
work.  
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• Elastic property modelling: Only the crystallographic orientation of the 

matrix in the hatch (bulk) region was considered.   
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Part 1 

3 Multiphase-field modelling of additive 
manufacturing of Alloy 718 

In this section, the work related to the main objective of this thesis is given, which 
is the multiphase-field modelling work. This chapter is structured as follows: 

• Literature review related to microstructure modelling of AM (Section 3.1).  
• A short background of the two AM processes used in this thesis (Section 3.2). 
• A short overview of Alloy 718 and its phases (Section 3.3).  
• Model implementation in MICRESS (Section 3.4). 
• Modelling work using JMatPro (Section 3.5). 
• Experimental work related to MICRESS (Section 3.6). 
• Results and discussion (Section 3.7). 

PPaappeerrss  AA,,  BB,, and  CC are related to the multiphase-field and JMatPro modelling 
work.  
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3.1 Microstructure modelling and simulations 
in additive manufacturing 

Most of the computational modelling efforts that are currently undertaken in AM 
are related to process modelling (thermal and/or mechanical). The primary goals 
of these AM process models are to predict the melt pool shape, spatial time-
temperature variation, interface dynamics, and to determine the defect formation 
and stress build up [1,12]. Because of the difficulties in measuring these quantities 
experimentally, process models can serve as a powerful tool to obtain these 
quantities. These parameters can then be used as input conditions to model the 
microstructure during the process. Compared with the published literature related 
to process modelling, number of publications related to microstructure modelling 
in the context of AM are still low. 

 

 
Figure 1: Different metallurgical length scales that dominate properties and 

behaviours. Adapted from [13] 
 

The field of microstructure modelling itself is a very broad field. The modelling 
length scale can range from modelling the atomic interaction of a metallic system 
to modelling at the scale of component-level grain structures [14–16]. The 
material structures at multiple length scales influence the properties of the 
material (see Figure 1) [13]. The material models thus need to describe 
phenomena on each of these different length scales. Therefore, different types of 
models are used by researchers, depending on the length scale of the problem and 
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the intended outcome. In the following sections, some microstructure models 
that are widely used in AM are discussed. 

3.1.1 Transformation kinetics modelling  

The Johnson–Mehl–Avrami–Kohnogorov (JMAK) method is a modelling 
method that attempts to calculate the solid-state phase transformation based on 
the overall transformation kinetics (nucleation and growth) of phase 
transformation of a specific alloy at a constant temperature [17]. Using 
appropriate additive principles [18] and considering time–temperature–
transformation diagrams (TTT) as material data inputs, this method has been used 
to predict the extent of phase formation during the AM process with respect to 
time and space [19, 20].   

Though this modelling method is computationally efficient, it can only be used to 
model the transformation of one parent phase into one product phase, due to the 
formulation of the model. This is a limitation when it comes to model phase 
transformation in Alloy 718, as this alloy tends to have multiple phase 
transformations simultaneously (see section 3.3). To model the decomposition of 
one parent phase into several product phases at the same time, the simultaneous 
transformation kinetics (STK) model developed by Jones and Bhadeshia [21] can 
be used. The authors developed the STK model to describe the decomposition 
of austenite into several ferrite morphologies in steel using the JMAK model as 
the basis. Later, this model was applied to Alloy 718 by Makiewicz [22] to predict 
the γ′/γ″ phase fraction evolution during the laser metal directed energy 
deposition process. The remaining phases possible in 718 were disabled for this 
run due to a lack of quantification and parameters. The actual shape of the phases 
was not taken into consideration, i.e., they were modelled as spheres. Additionally, 
the effect of element segregation during solidification and precipitate dissolution 
caused by diffusion during heating were not considered in this STK model.  

In this thesis work, JMatPro [23] software was used to predict the 0.5% 
transformation TTT diagrams and continuous cooling transformation (CCT) 
diagrams. In this context, JMatPro uses the JMAK equation as the basis. In 
JMatPro, this equation has been modified to include the effect of non-spherical 
particles [24]. Where empirical values are used, for example, shape and nucleation 
density, particular values have been specified for the various precipitates in each 
material type [25]. Using additive principles [13], the TTT curves are converted to 
CCT curves. 

MICROSTRUCTURE MODELLING AND SIMULATIONS IN ADDITIVE 
MANUFACTURING 
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3.1.2 Mean field modelling  
Mean field modelling [26, 27] provides a useful method to reduce a problem with 
a large number of particles to a one-particle problem. This requires approximating 
the precipitate morphology by simple geometry and using mean values to describe 
the chemical concentration within the particle, matrix, and at the particle–matrix 
interface. The two state variables are particle size and number density; together, 
they define the particle size distribution. Within this framework, the key models 
are nucleation (source of new particles), growth (particle size changes) under the 
mean field, continuity (time evolution of particle size distribution), and mass 
balance. Therefore, this modelling method allows us to model the nucleation, 
growth, and coarsening of precipitates in multicomponent systems with the help 
of thermodynamic databases [27–29]. The commercial software packages TC-
PRISMA [30] and MatCalc [31] are based on this mean field approach.  

Several authors [27, 29, 32, 33] have used the mean field method to model the 
precipitation in AM of nickel-based superalloys during the process and/or 
subsequent heat treatments. However, it should be noted that in their work, the 
authors have modelled only solid-state precipitation because of the nature of the 
model implementation. No phase transformation during the solidification of the 
liquid and element segregation was modelled. Even though the work presented in 
[29, 33] modelled the effect of element segregation on phase precipitation using 
the local segregated compositions from the solidification simulation using 
DICTRA [34], neither simulation accounts for any homogenisation that occurs 
during post-build heat treatments. This limits the prediction of phase 
transformation at elevated temperatures, where back diffusion, nucleation, 
growth, and dissolution can take place simultaneously.  

3.1.3 Cellular automata modelling 
Cellular automata (CA) modelling is another widely used method for simulation 
of solidification and recrystallisation, as well as grain growth [14, 35]. The CA 
model requires rules that govern the transition from solid to liquid, from liquid to 
solid, and setting of crystallographic orientation, speed, and orientation of 
capturing neighbouring cells for crystal growth. CA follows the rules of 
solidification theory as well as some probability elements for nucleation. Although 
the original formulation of CA is to predict grain growth by excluding dendritic 
structures, advancements have been made by coupling CA with solute diffusion 
numerically to model dendritic structures [36–38]. In CA, the relationship 
between the undercooling and growth velocity of the interface is approximated 
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by a polynomial law. However, recent CA coupled phase-field (PF) models are 
capable of predicting this growth relationship at the solidification front using the 
coupled PF method [39]. One common application of CA is related to the 
prediction of grain structure evolution. Because these predictions provide 
information about grain size, their distribution, and orientation, one can use these 
predictions as inputs for crystal plasticity modelling to predict mechanical 
properties [40]. 

Several authors have used CA [41–49] to predict the macroscopic grain evolution 
(from liquid to solid) during AM without considering solute diffusion. The results 
indicate that the modelling method can be used to qualitatively understand the 
grain structure evolution during the AM process under various solidification 
conditions. Works by Koepf et al. [44, 47], show the applicability of CA for 
predicting grain evolution at the component level (3D). However, their model 
was not able to capture the nucleation of random grains during the epitaxial 
growth of the bulk grains in the component. Nie et al. [50] used a 2D CA model 
coupled with solute diffusion to model the microstructure growth at dendritic 
scale in Alloy 718 by assuming that Alloy 718 is a Ni–Nb system. Liu and Shin 
[51] used a 2D CA-PF model to predict the microstructure evolution in AM of 
Ti–6Al–4V. The 1–D PF component in the model provides the CA component 
with growth kinetics, including the growth velocity in the solidification front and 
the equilibrium solute partition at the liquid/solid interface. The 2D CA 
component in the model calculates the dendrite growth and solute redistribution 
based on the increment of the solidified fraction in the CA interface cells. 
Moreover, the PF model is improved by coupling the thermodynamic and solute 
mobility data of the Ti–Al–V system.  

3.1.4 Phase-field modelling  

Phase-field modelling was utilised in this thesis work to model the evolution of 
the microstructure. This method has been widely used to simulate microstructure 
evolution during solidification and solid-state phase transformations [52–57]. 
There are a wide variety of PF models in the literature; however, they are all based 
on the diffuse interface description. In the diffusive interface, the PF variable 
varies smoothly between the two phases. Therefore, in the PF method, the 
interface will be a part of the solution, i.e., there is no need to track the interface 
as in the classical sharp interface modelling methods [54, 55, 58]. This permits the 
handling of complex multi-dimensional patterns such as dendritic morphologies, 
which are characteristic of solidification processes. The use of a diffuse interface 
in material science dates back to van der Waals [54], who modelled a liquid–gas 
system using a density function that varies continuously at the gas/liquid interface 
more than a century ago. Ginzburg and Landau in 1950 [59] formulated a model 

MICROSTRUCTURE MODELLING AND SIMULATIONS IN ADDITIVE 
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for superconductivity using a complex valued order parameter and its gradients 
at the diffuse interface. In 1958, Cahn and Hilliard [60] proposed a 
thermodynamic formulation that considered gradients in thermodynamic 
quantities in heterogeneous systems with diffuse interfaces. The PF model 
developed by Ryo Kobayashi [61] in 1993 to model the dendritic growth of a pure 
substance in an undercooled melt is considered the pioneering work in the context 
of solidification simulation using a diffuse interface approach. 

There are two types of PF variables: conserved and non-conserved [62]. The 
conserved PF variables (e.g., local composition) must satisfy the local 
conservation condition. The temporal evolution of the conserved PF variables is 
obtained using the Cahn–Hilliard [62] equation (Eq 3.1). In this equation, 𝑥⃗𝑥𝑥𝑥 is the 
position, t is time, 𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖is the diffusivities of the species (i and j), 𝐹𝐹𝐹𝐹 is the total free 
energy density of the system, and 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖are the conserved variables.  

𝜕𝜕𝜕𝜕𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖(𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡)
𝜕𝜕𝜕𝜕𝑡𝑡𝑡𝑡

= ∇𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∇
𝛿𝛿𝛿𝛿𝐹𝐹𝐹𝐹

𝛿𝛿𝛿𝛿𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖(𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡)
 (3.1) 

The other type of PF model involves the use of non-conserved PF variables (also 
known as order parameters). These variables are introduced to distinguish the 
coexisting phases (with different structure) in the system. The introduction of this 
order parameter will give an extra degree of freedom, in addition to the alloy 
composition and temperature. The introduction of the order parameter is an 
advantage, as it allows for non-equilibrium processes. This is important because 
most of the technical processes are far from thermodynamic equilibrium, and they 
involve curvature and kinetic undercooling and supersaturation. The temporal 
evolution of these non-conserved order parameters is obtained using the 
Ginzburg and Landau equations (Eq. 3.2; also known as Allen–Cahn equation) 
[62]. In this equation, 𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝is the mobility of the non-conserved variables, 𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝. 

𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝(𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡)
𝜕𝜕𝜕𝜕𝑡𝑡𝑡𝑡

= −𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝∇
𝛿𝛿𝛿𝛿𝐹𝐹𝐹𝐹

𝛿𝛿𝛿𝛿𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝(𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡)
 (3.2) 

The main differences between the PF models that exist in the literature are 
primarily results of the treatment of various contributions to the total free energy 
density, 𝐹𝐹𝐹𝐹.  

The PF method was initially developed for pure and binary systems. Later in 1996, 
this was extended to multicomponent and multiphase systems by I. Steinbach et 
al. [57]. This model laid the foundation for the multiphase-field model 
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implemented in the MICRESS software that was used in this thesis work. Section 
3.4.1 will further outline the details of the model implementation in MICRESS.  

PF modelling has recently been introduced in the field of AM [56, 63–67]. Sahoo 
et al. [56] used PF modelling to investigate the effect of thermal gradients and 
beam scan speed on the microstructure formation during the manufacturing of 
Ti–6Al–4V in EB-PBF. It was shown that the columnar dendritic spacing and 
width of the dendrites decrease with an increase in the temperature gradient and 
beam scan speed. Acharya et al. [63] used the PF modelling approach to model 
the microstructure evolution during the manufacturing of Alloy 718 using the 
laser powder bed fusion process. Here, Alloy 718 was modelled as a Ni–Nb binary 
system. The model was used to predict different features in the microstructure, 
such as element segregation, dendrite size, dendritic orientation, and dendritic 
morphology. In [59] and [60], PF modelling was used to investigate the formation 
of Nb-rich droplets that formed during the laser powder bed fusion process of a 
Ni–Nb alloy. Kundin et al. [66] investigated the effect of growth velocity during 
the laser powder bed fusion process on the concentration profile for Alloy 718 
using a multiphase-field approach. It was found that the maximum tip velocity 
during the solidification process became slower than in the steady state. Karayagiz 
et al. [68] recently adopted the finite interface dissipation PF model proposed by 
Steinbach et al. [69] to model the Ni-Nb binary alloy under laser beam powder 
bed fusion process conditions. This model is capable of accounting for the 
velocity dependent element partitioning. They used the model to simulate the 
different solidification morphologies observed in the single-track experiments. 
Such a model (finite interface dissipation PF model) is important if the 
solidification velocities are in the regime of solute trapping.  
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3.2 Processes 

3.2.1 Laser metal directed energy deposition 
LM-DED is a type of AM process that enables the production of components by 
melting the material as it is being deposited. This approach can be used for 
ceramics, polymers, and metal matrix composites [70]. In this process, laser beam 
energy is directed and focused into a narrow region, melting both the substrate 
and the feedstock material [70] [71]. The feedstock material can be in either 
powder or wire form. Each deposition pass of the LM-DED produces a track of 
solidified material, and depositing multiple tracks together creates a 3D geometry. 
The deposition is controlled by either moving the heat source and/or moving the 
substrate. In a three-axis system, the motion is controlled by the movement of 
the deposition heat source, whereas in a four- or five-axis system, both the 
deposition heat source and the substrate are moved. Typically, a computer 
numerical control (CNC) machine or a robot arm is used for this purpose. The 
most common lasers used in LM-DED are diode lasers (semiconductors), CO2 
lasers (molecules), and Nd: YAG lasers (solid state). In the industry, LM-DED is 
also referred to as laser engineered net shaping (LENS), directed light fabrication 
(DLF), direct metal deposition (DMD), 3D laser cladding, laser-based metal 
deposition (LBMD), laser freeform fabrication (LFF), and others based on the 
manufacturer of the equipment [70]. Though the approach is almost the same, 
the differences between these machines generally include changes in laser power, 
laser spot size, laser type, powder delivery method, inert gas delivery method, 
feedback control scheme, and/or the type of motion control utilised [70]. 

This method has become popular as a repair method for corroded and worn gas 
turbine components because the parts can be repaired with minimal distortion 
and dilution [72]. The method is also used as a technique to build small 
components or add features to, for instance, cast components and thus add 
complexity to products [1]. This makes it possible to reduce the cost of direct-
casting components with complex features. The layer-by-layer material deposition 
results in repeated heating and cooling of the deposited material when subsequent 
layers are deposited. Depending on the nature of the thermal conditions (such as 
cooling rate, thermal gradient, maximum temperature, and number of thermal 
cycles), the material will undergo liquid to solid as well as solid-state phase 
transformation. Studies have shown that these phenomena will influence the 
microstructural changes and consequently affect the mechanical properties [72–
77]. Unlike in the EB-PBF process, post treatment by hot isostatic pressing (HIP) 
is not commonly used for LM-DED components. One reason is that this will 
alter the microstructure of the substrate material, which has already been tailored 
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implemented in the MICRESS software that was used in this thesis work. Section 
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for the desired application. The local post-heat treatment, that is, heat treatment 
of only the geometry that was built, is a solution to this problem.  

3.2.2 Electron beam powder bed fusion  

EB-PBF is a type of powder bed AM technique that was first commercialised in 
1997 by Arcam Corporation in Sweden. In the EB-PBF process, an electron beam 
is used to selectively melt the material using a layer-by-layer approach. EB-PBF 
has some unique features with respect to the manufacturing of biomedical 
implants and high-performance components used in aerospace and 
high-temperature applications. Faster deposition rates resulting from high beam 
energy and speed, lower residual stresses, the possibility of tailoring the 
microstructure [78–80], and reduced problems with oxidation are some of the 
advantages of the EB-PBF process [81]. However, because of the inherent nature 
of the process, the semi-sintered powder becomes difficult to remove in complex 
geometries. The components that are manufactured by EB-PBF have higher 
surface roughness compared with those manufactured by laser beam powder bed 
fusion (LB-PBF) and thus might require post-treatment.  

Figure 2 shows a schematic representation of the main components of an 
EB-PBF machine and the building process cycle. The electron beam unit of the 
machine comprises the electron generating part and the magnetic lenses used to 
control the beam. The principle of the electron gun is similar to that of the system 
that can be found in an electron microscope. The heated cathode filament emits 
electrons in the upper column, as shown in the top image. The potential 
difference between the cathode and anode is approximately 60 kV. The beam 
current capacity is usually in the range of 1–50 mA [82]. The shape and deflection 
of the electron beam are controlled by magnetic lenses in the lower part of the 
electron gun unit. The astigmatic lenses correct the beam shape, whereas the focus 
lenses control the size of the beam. The beam position on the build plate is 
controlled by the deflection lenses. The operation of the EB-PBF process takes 
place in the so-called ‘controlled vacuum’ environment. In this condition, a small 
helium pressure of 10−3 mbar is applied to prevent the build-up of electrical 
charges in the powder and to ensure thermal stability [82, 83]. Helium is used 
because it has less interference with the electron beam as a result of its smaller 
atom size. The build chamber of the machine consists of a steel build tank, 
powder feeder hoppers, and a raking system. The build tank contains a build plate 
on which the component is being printed. This plate can move parallel to the 
vertical axis of the electron gun unit. This movement depends on the layer 
thickness of the build geometry. The two powder-feeding hoppers contain the 
metallic powder that is used as the build material. The rake controls and 
distributes the powder on the build plane by taking powder from both sides. 
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Based on the CAD data, the component is built through a layer-by-layer approach, 
as shown schematically in Figure 2. The major steps involved in this process are 
as follows:  

1. Build plate heating before applying the first layer. The preheating temperature 
is slightly above the building temperature.  

2. Distribution of powder onto the start plate (raking).  
3. Preheating of the powder by an electron beam. This has two main purposes: 

first, to deliver energy to maintain the temperature within the building 
volume. Second, to sinter the powder to avoid surface charge accumulation 
on powder particles and thus the ‘smoking’ effect. During preheating, the 
build area is scanned several times using a defocused electron beam at high 
speed. The preheating temperature will depend on the material used for the 
process. The preheating temperature is approximately 300 °C for pure copper 
[84], whereas it is approximately 1100 °C for intermetallic species [85]. For 
Alloy 718, this value is approximately 1025 °C. 

4. Melting of the powder layer according to the sectioned CAD geometry data. 
First, the contour part of the 2D section is melted; then, the interior bulk 
(called “hatched”) area is melted. 

5. Lowering of the build platform by the desired value based on the powder 
layer thickness. 

6. Repetition of step 2 to step 5 until the build is completed. 
7. Cooling of the component down to room temperature after the build 

sequence is complete. The cooling process can be accelerated by injecting 
helium into the build chamber. As a result of the sintering of the powder 
during pre-heating, the build component will be embedded inside the sintered 
powder bed. Therefore, sandblasting using the same powder is used to 
remove the sintered powder. The recovered powder can be recycled and 
reused. 
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Figure 2: Schematic representation of the Arcam EB-PBF Machine [83] (reprinted with 

permission) and its building process cycle [82]. 

Once the build is complete, the component is recovered from the sintered powder 
bed. Additionally, the support structures that are added to the component must 
be removed. Furthermore, the EB-PBF build component will be subjected to 
necessary post-treatments such as surface modification, hot isostatic pressing 
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(HIP), or heat treatment cycles. The as-built surface of the EB-PBF component 
has a comparatively rough surface because of the sintering of powder particles at 
the surface of the component. To reduce the surface roughness, machining can 
be used, but it is limited by the complexity of the geometry. HIP is commonly 
performed to reduce the porosity inside the microstructure of the as-built 
component. The temperature condition in the HIP also helps to dissolve the 
microstructure heterogeneity in the as-built component. To obtain the desired 
mechanical properties, suitable post-heat treatments are commonly performed.  
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3.3 Alloy 718 

3.3.1 Background 
Alloy 718 is a nickel–iron-based superalloy. It has been extensively used in rocket 
motors, aircraft engines, nuclear reactors, and pumps [86]. The main reasons for 
its success are its relatively low cost, good mechanical properties, and corrosion 
properties at low and intermediate temperatures [87, 88]. However, its use in load-
bearing components for elevated-temperature applications is limited to 650 °C 
because of the strength loss beyond this temperature [89]. The composition of 
Alloy 718 is complex and involves multiple alloying elements, which are added to 
obtain the desired microstructure and properties. The nominal composition 
ranges for the alloy, according to the ASTM standard, and their effect on the 
microstructure are presented in Table 1. The Alloy 718 microstructure is 
dominated by a face-centred cubic (FCC) γ matrix, wherein precipitates such as 
γ'/γ″ (strengthening phases), δ, Laves, MC carbides, and nitrides can be found 
[90]. The crystal structure and representative chemical formula of these 
commonly observed phases are presented in Table 2. In this alloy, the δ phase is 
the equilibrium phase of metastable γ″. When the alloy is subjected to 
temperatures above 650 °C, γ″ will dissolve and δ will begin to precipitate. The 
exact microstructure (phase composition, phase distribution, morphology, and 
volume fraction) of this alloy is governed by the primary manufacturing 
technology and successive post heat treatments conditions. Figure 3 shows the 
reported phase precipitation windows for Alloy 718. It can be seen that there is 
an overlap between the δ and γ'/γ″ precipitation windows. Although δ is 
thermodynamically more stable than γ″, δ precipitation up to ~900 °C is always 
preceded by metastable γ″ precipitation [91, 92].  

Table 1: ASTM standard for Alloy 718 composition (wt%) [93] and the effect of the 
alloying elements [94], [95] 

Element Min Max Effect 

Nickel 50.0 55.0 
FCC matrix stabilisation, TCP phase 
precipitation inhibition 
 

Iron Bal.   
 

Chromium 17.0 21.0 
Solid-solution strengthening, 
improved hot-corrosion resistance 
 

Molybdenum 2.80 3.30 Solid-solution strengthening 
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Niobium + 
Tantalum 4.75 5.50 

γ″, NbC carbide, δ-Ni3Nb, and TaC 
carbide precipitation 
 

Titanium 0.65 1.15 γ' precipitation 
 

Aluminium 0.20 0.8 
γ' precipitation, retarded formation of 
η (Ni3Ti) 
 

Cobalt - 1.0 Higher solvus temperature of γ′ 
 

Copper - 0.3  
 

Manganese - 0.35  
 

Phosphorus - 0.015 Improved carbide precipitation 
 

Silicon - 0.35  
 

Sulphur - 0.015  
 

Boron - 0.006 Improved creep strength and ductility 
 

Carbon - 0.08 MC formation 
 

Table 2: Commonly observed phases in Alloy 718 

Phase Representative 
formula Crystal structure 

γ N/A FCC 
γ' Ni3(Al, Ti) FCC (ordered L12) 
γ'' Ni3Nb BCT (ordered D022) 
δ Ni3Nb Orthorhombic (ordered D0a) 

Laves (Ni, Fe,Cr)2(Nb,Mo,Ti) Hexagonal (C14) 
MC NbC, TiC Cubic (B1) 
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3.3.2 Non-equilibrium solidification 

During solidification processes, such as casting, welding, and AM, Alloy 718 tends 
to form a dendritic/cellular microstructure [75, 90, 96, 97], the length scale of 
which varies according to the solidification conditions [75, 98]. Knorovsky et al. 
[88] and Antonsson et al. [99] experimentally investigated the solidification 
sequence for Alloy 718. As the temperature drops in the liquid (L) melt, the L→ 
TiN transformation first occurs above the liquidus temperature. The resulting 
TiN particles occasionally act as nucleation sites for carbide precipitation at a later 
stage during solidification [99]. However, in the context of AM, TiN can also be 
present via the feedstock material and could remain unmelted during the melting 
process because of its higher melting point (2930 °C) [100]. 

 
 

Figure 3: Phase precipitation windows ([88, 90, 99]) in Alloy 718 during non-
equilibrium solidification and in solid-state phase transformation. It should be noted 
that even though the liquidus and solidus lines are shown as constant, these could 

also change depending on the nominal composition of the alloy. (from Paper A, 
reprinted with permission) 

 
When the temperature drops below the liquidus, solidification of the primary γ 
phase occurs. Because of their low solubility in the matrix, Nb and C are 
continuously rejected into the liquid. As the matrix grows, the Nb and C 
compositions in the liquid reach a level that enables NbC formation. This reaction 
consumes Nb and the majority of C in the remaining liquid, shifting the remaining 
liquid composition back to a lower level. As γ phase grows further, the segregation 
of Nb in the remaining liquid prompts another eutectic reaction, L→ γ + Laves, 
which terminates the solidification process. This is referred to as non-equilibrium 
solidification (see Figure 3).  
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During the solidification of the γ matrix, microsegregation of alloying elements is 
typically observed [90]. This is because the solubility of the alloying elements in 
the matrix phase is different from that in the liquid. Elements such as Nb, Mo, 
and Ti, which have a low solubility limit in the matrix, tend to segregate to the 
liquid. Elements such as Cr, Fe, and Al, which have a high solubility limit in the 
solid, tend to be trapped in the solid (see Figure 11). This segregation alters the 
local thermodynamics of Alloy 718 (see Figure 12) and is hence the driving force 
for phase formation. This is the reason for the formation of Laves and NbC in 
the interdendritic liquid region during solidification. In the context of AM of 
Alloy 718, the formed primary carbides and nitrides during non-equilibrium 
solidification do not change (in terms of size and distribution) noticeably at low 
temperatures because of their stability at these temperatures.  
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3.4 Microstructure modelling work 
This section offers the reader a description of the microstructure modelling work 
related to the present study. The chapter begins with a brief overview of the 
multiphase-field model that is implemented in the MICRESS software (the 
software used in this work) is provided. In addition, this chapter contains more 
detailed information regarding how the microstructure models were set up to 
predict the microstructure evolution during the EB-PBF and LMP-DED 
processes and the subsequent post-heat treatments. 

3.4.1 Phase-field model in MICRESS 
The PF simulations in this work were performed using the commercially available 
software MICRESS (version 6.4, Access e.V., Aachen, Germany). MICRESS is 
based on the multiphase-field approach [58, 63]. The multiphase-field theory 
describes the evolution of the multiple PF parameters 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼=1,2,..,𝑣𝑣𝑣𝑣(𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) in space, 
𝑥⃗𝑥𝑥𝑥, and time, 𝑡𝑡𝑡𝑡, with the constraint ∑ 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼(𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = 1𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1 . Here, 𝑣𝑣𝑣𝑣 is the total number 
of local coexisting phases. These multiple PF parameters represent the spatial 
distribution of multiple phases with different thermodynamic properties and/or 
multiple grains with different orientations. The PF parameter, 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼, will take a value 
of 1 if phase α is present locally and a value of 0 if the phase is not locally present. 
At the interface of phase α, 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 will vary smoothly from 0 to 1 over an interface 
thickness of η. Only a summary of the formulation of the time evolution 
equations that is implemented in MICRESS is presented here. More detailed 
information about the formulation can be found in [58, 101]. 

To describe the local composition of the multicomponent alloy, a concentration 
vector field 𝐶𝐶𝐶𝐶 (𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) is introduced. The components of this vector, 𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖=1,2,..,𝑖𝑖𝑖𝑖−1, 
are the concentrations (mole of solutes per unit volume) of the individual 
elements. Here, 𝑛𝑛𝑛𝑛 is the total number of elements (solutes) in the multicomponent 
system. By selecting a solvent (𝑖𝑖𝑖𝑖 = 𝑛𝑛𝑛𝑛), the number of independent solute 
concentrations is reduced to 𝑛𝑛𝑛𝑛 − 1. To explicitly partition the solute at the 
interface, additional individual phase compositions �𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼(𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡)� are introduced.  

The time evolution of 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 is calculated using the free energy function 𝐹𝐹𝐹𝐹, which 
integrates the density function 𝑓𝑓𝑓𝑓 over the domain Ω. 

𝐹𝐹𝐹𝐹�{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼}, 𝐶𝐶𝐶𝐶�⃗ � =  ∫ 𝑓𝑓𝑓𝑓(Ω {𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼}, 𝐶𝐶𝐶𝐶�⃗ ), (6.1) 
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where the brackets, {}, represent all phases of α, and not an individual α. The 
density functional, 𝑓𝑓𝑓𝑓, depends on the interface energy density, 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, and 
thermodynamic free energy density, 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ; thus, it can be written as follows: 

𝑓𝑓𝑓𝑓 =  𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼} +  𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ{{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼}, 𝐶𝐶𝐶𝐶�⃗ } (6.2) 

The interface energy density is derived as follows: 

𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼} =  � �
4𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛽𝛽𝛽𝛽0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝑣𝑣𝑣𝑣𝜂𝜂𝜂𝜂

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼

�−
𝜂𝜂𝜂𝜂2

𝜋𝜋𝜋𝜋2
∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 + 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

 (6.3) 

where 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
0  represents the interfacial energy of the interface between α and β. The 

term 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝜎𝜎𝜎𝜎  represents the anisotropy function [102]. In 2D, for cubic crystal 

systems, this function takes the form 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝜎𝜎𝜎𝜎 = 1 − 𝛿𝛿𝛿𝛿𝜎𝜎𝜎𝜎 cos(4𝜃𝜃𝜃𝜃) [101]. Here, 𝛿𝛿𝛿𝛿𝜎𝜎𝜎𝜎 is 

the interface stiffness coefficient and 𝜃𝜃𝜃𝜃 is the crystallographic orientation in 2D.   

The thermodynamic free energy density of the system is derived as follows: it is 
assumed that in a local unit volume element, there exists a numerical mixture of 
physical phases with individual phase compositions 𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼. Using the phase mixture 
approach and integrating mass balance with an additional Lagrange term, 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ 
becomes: 

𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶,𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼) =  �𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼�
𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

+ (𝐶𝐶𝐶𝐶��⃗ −�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 𝐶𝐶𝐶𝐶��⃑ 𝛼𝛼𝛼𝛼
𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

) 𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶) (6.4) 

Mass balance (mixture approach):  𝐶𝐶𝐶𝐶  = ∑ 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼  𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑣𝑣𝑣𝑣
𝛼𝛼𝛼𝛼=1  (6.5) 

𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼 denotes the free energy of the individual phases, which can be obtained from 
thermodynamic databases as a function of local composition and temperature. In 
Eq. (6.4), the Lagrange term, 𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶), is defined as a “multiphase mixture 
diffusion potential”  

𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖�{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶� =   �
𝜕𝜕𝜕𝜕𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶)

𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖
�
𝐶𝐶𝐶𝐶𝑗𝑗𝑗𝑗≠𝑖𝑖𝑖𝑖

=  �𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼)
𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼

𝑖𝑖𝑖𝑖

𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖

𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

  (6.6) 
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Here, 

 𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼) =   �𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼�
𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖

�
𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼
𝑗𝑗𝑗𝑗≠𝑖𝑖𝑖𝑖

  

The term 𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  determines the chemical driving force for solute diffusion within a 
phase and is thus called the “phase diffusion potential”’. For substitutional 
elements, the phase diffusion potential is given by the difference in chemical 
potentials for the elements in the phase. Here, n is the solvent.  

𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 �𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� =  𝜇𝜇𝜇𝜇𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 �𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� −  𝜇𝜇𝜇𝜇𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� (6.7) 

MICRESS assumes that the local diffusional exchange between the phases in an 
infinitesimally small volume element within the diffuse interface region is 
instantaneous and that the phases coexist at the same position without any 
diffusion length between them. Therefore, the individual phase compositions (in 
each infinitesimally small volume) will adapt instantly to a partial minimum (called 
the “local quasi-equilibrium”) [58, 101] of the local free energy, given by 

�
𝜕𝜕𝜕𝜕𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶,𝐶𝐶𝐶𝐶�⃗ 𝛼𝛼𝛼𝛼)

𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
�
𝜙𝜙𝜙𝜙, 𝐶𝐶𝐶𝐶���⃗ ,𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼

𝑗𝑗𝑗𝑗≠𝑖𝑖𝑖𝑖
= 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 �

𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼�
𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖

�
𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼
𝑗𝑗𝑗𝑗≠𝑖𝑖𝑖𝑖

−  𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖��𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�, 𝐶𝐶𝐶𝐶�⃗ � = 0 (6.8) 

This leads to the condition that all phase diffusion potentials are equal to the 
mixture diffusion potentials. 

𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶) =   𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼) (6.9) 

Phase transformation is driven by the difference in chemical potential between 
two (or more) phases. Diffusion is driven by the gradient in the diffusion 
potential. In total equilibrium, both the chemical and the diffusion potentials are 
equal in all phases and homogeneous throughout space. In local equilibrium, both 
the chemical and the diffusion potentials are equal at the interface, but may change 
with space. In local quasi-equilibrium, the diffusion potentials at the interfaces are 
locally equal in both phases, but the chemical potentials may differ, predominantly 
because of curvature and/or kinetic undercooling. (Under the assumption of 
diffusion control, the kinetic undercooling is negligible, but the curvature 
undercooling remains.). In contrast with common sharp interface models such as 
DICTRA, the PF method does not instantaneously adjust the interface position 
to thermodynamic equilibrium, but instead describes phase transformation based 
on a relaxation approach with finite kinetics.  
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where the brackets, {}, represent all phases of α, and not an individual α. The 
density functional, 𝑓𝑓𝑓𝑓, depends on the interface energy density, 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, and 
thermodynamic free energy density, 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ; thus, it can be written as follows: 

𝑓𝑓𝑓𝑓 =  𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼} +  𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ{{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼}, 𝐶𝐶𝐶𝐶�⃗ } (6.2) 

The interface energy density is derived as follows: 

𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼} =  � �
4𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛽𝛽𝛽𝛽0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝑣𝑣𝑣𝑣𝜂𝜂𝜂𝜂

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼

�−
𝜂𝜂𝜂𝜂2

𝜋𝜋𝜋𝜋2
∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 + 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

 (6.3) 

where 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
0  represents the interfacial energy of the interface between α and β. The 

term 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝜎𝜎𝜎𝜎  represents the anisotropy function [102]. In 2D, for cubic crystal 

systems, this function takes the form 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝜎𝜎𝜎𝜎 = 1 − 𝛿𝛿𝛿𝛿𝜎𝜎𝜎𝜎 cos(4𝜃𝜃𝜃𝜃) [101]. Here, 𝛿𝛿𝛿𝛿𝜎𝜎𝜎𝜎 is 

the interface stiffness coefficient and 𝜃𝜃𝜃𝜃 is the crystallographic orientation in 2D.   

The thermodynamic free energy density of the system is derived as follows: it is 
assumed that in a local unit volume element, there exists a numerical mixture of 
physical phases with individual phase compositions 𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼. Using the phase mixture 
approach and integrating mass balance with an additional Lagrange term, 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ 
becomes: 

𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶,𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼) =  �𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼�
𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

+ (𝐶𝐶𝐶𝐶��⃗ −�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 𝐶𝐶𝐶𝐶��⃑ 𝛼𝛼𝛼𝛼
𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

) 𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶) (6.4) 

Mass balance (mixture approach):  𝐶𝐶𝐶𝐶  = ∑ 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼  𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑣𝑣𝑣𝑣
𝛼𝛼𝛼𝛼=1  (6.5) 

𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼 denotes the free energy of the individual phases, which can be obtained from 
thermodynamic databases as a function of local composition and temperature. In 
Eq. (6.4), the Lagrange term, 𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶), is defined as a “multiphase mixture 
diffusion potential”  

𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖�{𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶� =   �
𝜕𝜕𝜕𝜕𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶)

𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖
�
𝐶𝐶𝐶𝐶𝑗𝑗𝑗𝑗≠𝑖𝑖𝑖𝑖

=  �𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼)
𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼

𝑖𝑖𝑖𝑖

𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖

𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

  (6.6) 
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Here, 

 𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼) =   �𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼�
𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖

�
𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼
𝑗𝑗𝑗𝑗≠𝑖𝑖𝑖𝑖

  

The term 𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  determines the chemical driving force for solute diffusion within a 
phase and is thus called the “phase diffusion potential”’. For substitutional 
elements, the phase diffusion potential is given by the difference in chemical 
potentials for the elements in the phase. Here, n is the solvent.  

𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 �𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� =  𝜇𝜇𝜇𝜇𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 �𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� −  𝜇𝜇𝜇𝜇𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� (6.7) 

MICRESS assumes that the local diffusional exchange between the phases in an 
infinitesimally small volume element within the diffuse interface region is 
instantaneous and that the phases coexist at the same position without any 
diffusion length between them. Therefore, the individual phase compositions (in 
each infinitesimally small volume) will adapt instantly to a partial minimum (called 
the “local quasi-equilibrium”) [58, 101] of the local free energy, given by 

�
𝜕𝜕𝜕𝜕𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖ℎ({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶,𝐶𝐶𝐶𝐶�⃗ 𝛼𝛼𝛼𝛼)

𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
�
𝜙𝜙𝜙𝜙, 𝐶𝐶𝐶𝐶���⃗ ,𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼

𝑗𝑗𝑗𝑗≠𝑖𝑖𝑖𝑖
= 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 �

𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼�
𝜕𝜕𝜕𝜕𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖

�
𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼
𝑗𝑗𝑗𝑗≠𝑖𝑖𝑖𝑖

−  𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖��𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�, 𝐶𝐶𝐶𝐶�⃗ � = 0 (6.8) 

This leads to the condition that all phase diffusion potentials are equal to the 
mixture diffusion potentials. 

𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶) =   𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼) (6.9) 

Phase transformation is driven by the difference in chemical potential between 
two (or more) phases. Diffusion is driven by the gradient in the diffusion 
potential. In total equilibrium, both the chemical and the diffusion potentials are 
equal in all phases and homogeneous throughout space. In local equilibrium, both 
the chemical and the diffusion potentials are equal at the interface, but may change 
with space. In local quasi-equilibrium, the diffusion potentials at the interfaces are 
locally equal in both phases, but the chemical potentials may differ, predominantly 
because of curvature and/or kinetic undercooling. (Under the assumption of 
diffusion control, the kinetic undercooling is negligible, but the curvature 
undercooling remains.). In contrast with common sharp interface models such as 
DICTRA, the PF method does not instantaneously adjust the interface position 
to thermodynamic equilibrium, but instead describes phase transformation based 
on a relaxation approach with finite kinetics.  
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Mathematically speaking, local quasi-equilibrium is obtained by minimising Gibbs 
energy for fixed phase fractions (determined by the local PF parameter), while 
thermodynamic equilibrium is obtained by minimising Gibbs energy under 
implicit instantaneous adjustment of phase fractions. Graphically, quasi-
equilibrium can be obtained by a parallel tangent [103] construction (see Figure 
4), with the distance between the tangents determining the driving force (Eq. 6.12) 
for the phase transition, and the local equilibrium denotes the special case with 
zero driving force (common tangent construction).  

 
Figure 4: Graphical representation of quasi-equilibrium condition for a binary alloy 

with two phases. The difference between parallel tangents corresponds to the 
thermodynamic driving force 𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼. 

 
The multiphase-field equation defining the time evolution of 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 = (𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) in 
multiple phase transformations is derived by minimising the total free energy 𝐹𝐹𝐹𝐹 
in Eq. (6.1) by combining Eqs. (6.3) and (6.4), according to the following relaxation 
principle: 

𝜙̇𝜙𝜙𝜙𝛼𝛼𝛼𝛼 =  �𝑀𝑀𝑀𝑀𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑀𝑀𝑀𝑀 �
𝛿𝛿𝛿𝛿𝐹𝐹𝐹𝐹
𝛿𝛿𝛿𝛿𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼

−
𝛿𝛿𝛿𝛿𝐹𝐹𝐹𝐹
𝛿𝛿𝛿𝛿𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼

�
𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼

 (6.10) 

Here, 𝑀𝑀𝑀𝑀𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 is the mobility of the α and β interfaces. The term 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑀𝑀𝑀𝑀  represents the 
anisotropy function for interfacial mobility [102]. In 2D, for cubic crystal systems, 
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this function takes the form 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑀𝑀𝑀𝑀 = 1 + 𝛿𝛿𝛿𝛿𝑀𝑀𝑀𝑀 cos(4𝜃𝜃𝜃𝜃) [101]. Here, 𝛿𝛿𝛿𝛿𝑀𝑀𝑀𝑀 is the 
interface mobility coefficient. 

Then, the general version of the evolution equation including the anisotropy can 
be written as follows:  

 

𝜙̇𝜙𝜙𝜙𝛼𝛼𝛼𝛼 = �𝑀𝑀𝑀𝑀𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑀𝑀𝑀𝑀 �𝑏𝑏𝑏𝑏𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼ΔG𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 − 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼

𝜎𝜎𝜎𝜎 𝐾𝐾𝐾𝐾𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝑎𝑎𝑎𝑎 + � 𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼

𝑖𝑖𝑖𝑖

𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼

�
𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼

 
(6.11) 

ΔG𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 = 𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� − 𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� −  ∑ 𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖(𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖 − 𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 )𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1   (6.12) 

𝑏𝑏𝑏𝑏𝛼𝛼𝛼𝛼𝛽𝛽𝛽𝛽 =
𝜋𝜋𝜋𝜋
𝜂𝜂𝜂𝜂 �
𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 + 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼� ��𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼� (6.13) 

𝐾𝐾𝐾𝐾𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑎𝑎𝑎𝑎 =  
2
𝑣𝑣𝑣𝑣
�
𝜋𝜋𝜋𝜋2

2𝜂𝜂𝜂𝜂2
�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 − 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼� +

1
2
�∇2𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 − ∇2𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

+ 
1
𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝜎𝜎𝜎𝜎 �∇𝑖𝑖𝑖𝑖 ��

𝜕𝜕𝜕𝜕𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝜕𝜕𝜕𝜕∇𝑖𝑖𝑖𝑖𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼
−

𝜕𝜕𝜕𝜕𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝜕𝜕𝜕𝜕∇𝑖𝑖𝑖𝑖𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼
� �

𝜋𝜋𝜋𝜋2

2𝜂𝜂𝜂𝜂2
�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

3

𝑖𝑖𝑖𝑖=1

−
1
2
�∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼��� −

1
 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝜎𝜎𝜎𝜎 ∇𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 �∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 − ∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�� 

(6.14) 

𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 =  
2
𝑣𝑣𝑣𝑣
�
1
2
�𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 − 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 � �

𝜋𝜋𝜋𝜋2

𝜂𝜂𝜂𝜂2
𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 + ∇2𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

+ 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 �∇𝑖𝑖𝑖𝑖 ��
𝜕𝜕𝜕𝜕𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝜕𝜕𝜕𝜕∇𝑖𝑖𝑖𝑖𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼
��

𝜋𝜋𝜋𝜋2

2𝜂𝜂𝜂𝜂2
�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

3

𝑖𝑖𝑖𝑖=1

−
1
2
�∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼���

− 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 �∇𝑖𝑖𝑖𝑖 ��
𝜕𝜕𝜕𝜕𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝜕𝜕𝜕𝜕∇𝑖𝑖𝑖𝑖𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼
� �

𝜋𝜋𝜋𝜋2

2𝜂𝜂𝜂𝜂2
�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

3

𝑖𝑖𝑖𝑖=1

−
1
2
�∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼��� +

1
2
�𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 ∇𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 − 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 ∇𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 �∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼� 

(6.15) 

where 𝐾𝐾𝐾𝐾𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝑎𝑎𝑎𝑎  is related to the local curvature of the interface and 𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 is related to 

the third-order junction forces.  
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Mathematically speaking, local quasi-equilibrium is obtained by minimising Gibbs 
energy for fixed phase fractions (determined by the local PF parameter), while 
thermodynamic equilibrium is obtained by minimising Gibbs energy under 
implicit instantaneous adjustment of phase fractions. Graphically, quasi-
equilibrium can be obtained by a parallel tangent [103] construction (see Figure 
4), with the distance between the tangents determining the driving force (Eq. 6.12) 
for the phase transition, and the local equilibrium denotes the special case with 
zero driving force (common tangent construction).  

 
Figure 4: Graphical representation of quasi-equilibrium condition for a binary alloy 

with two phases. The difference between parallel tangents corresponds to the 
thermodynamic driving force 𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼. 

 
The multiphase-field equation defining the time evolution of 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 = (𝑥⃗𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) in 
multiple phase transformations is derived by minimising the total free energy 𝐹𝐹𝐹𝐹 
in Eq. (6.1) by combining Eqs. (6.3) and (6.4), according to the following relaxation 
principle: 

𝜙̇𝜙𝜙𝜙𝛼𝛼𝛼𝛼 =  �𝑀𝑀𝑀𝑀𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑀𝑀𝑀𝑀 �
𝛿𝛿𝛿𝛿𝐹𝐹𝐹𝐹
𝛿𝛿𝛿𝛿𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼

−
𝛿𝛿𝛿𝛿𝐹𝐹𝐹𝐹
𝛿𝛿𝛿𝛿𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼

�
𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼

 (6.10) 

Here, 𝑀𝑀𝑀𝑀𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 is the mobility of the α and β interfaces. The term 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑀𝑀𝑀𝑀  represents the 
anisotropy function for interfacial mobility [102]. In 2D, for cubic crystal systems, 
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this function takes the form 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑀𝑀𝑀𝑀 = 1 + 𝛿𝛿𝛿𝛿𝑀𝑀𝑀𝑀 cos(4𝜃𝜃𝜃𝜃) [101]. Here, 𝛿𝛿𝛿𝛿𝑀𝑀𝑀𝑀 is the 
interface mobility coefficient. 

Then, the general version of the evolution equation including the anisotropy can 
be written as follows:  

 

𝜙̇𝜙𝜙𝜙𝛼𝛼𝛼𝛼 = �𝑀𝑀𝑀𝑀𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑀𝑀𝑀𝑀 �𝑏𝑏𝑏𝑏𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼ΔG𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 − 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼

𝜎𝜎𝜎𝜎 𝐾𝐾𝐾𝐾𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝑎𝑎𝑎𝑎 + � 𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼

𝑖𝑖𝑖𝑖

𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼

�
𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼≠𝛼𝛼𝛼𝛼

 
(6.11) 

ΔG𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 = 𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� − 𝑓𝑓𝑓𝑓𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼� −  ∑ 𝜇𝜇𝜇𝜇�𝑖𝑖𝑖𝑖(𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖 − 𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 )𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1   (6.12) 

𝑏𝑏𝑏𝑏𝛼𝛼𝛼𝛼𝛽𝛽𝛽𝛽 =
𝜋𝜋𝜋𝜋
𝜂𝜂𝜂𝜂 �
𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 + 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼� ��𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼� (6.13) 

𝐾𝐾𝐾𝐾𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝑎𝑎𝑎𝑎 =  
2
𝑣𝑣𝑣𝑣
�
𝜋𝜋𝜋𝜋2

2𝜂𝜂𝜂𝜂2
�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 − 𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼� +

1
2
�∇2𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 − ∇2𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

+ 
1
𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝜎𝜎𝜎𝜎 �∇𝑖𝑖𝑖𝑖 ��

𝜕𝜕𝜕𝜕𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝜕𝜕𝜕𝜕∇𝑖𝑖𝑖𝑖𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼
−

𝜕𝜕𝜕𝜕𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝜕𝜕𝜕𝜕∇𝑖𝑖𝑖𝑖𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼
� �

𝜋𝜋𝜋𝜋2

2𝜂𝜂𝜂𝜂2
�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

3

𝑖𝑖𝑖𝑖=1

−
1
2
�∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼��� −

1
 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝜎𝜎𝜎𝜎 ∇𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 �∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 − ∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�� 

(6.14) 

𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 =  
2
𝑣𝑣𝑣𝑣
�
1
2
�𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 − 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 � �

𝜋𝜋𝜋𝜋2

𝜂𝜂𝜂𝜂2
𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 + ∇2𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

+ 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 �∇𝑖𝑖𝑖𝑖 ��
𝜕𝜕𝜕𝜕𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝜕𝜕𝜕𝜕∇𝑖𝑖𝑖𝑖𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼
��

𝜋𝜋𝜋𝜋2

2𝜂𝜂𝜂𝜂2
�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

3

𝑖𝑖𝑖𝑖=1

−
1
2
�∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼���

− 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 �∇𝑖𝑖𝑖𝑖 ��
𝜕𝜕𝜕𝜕𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎

𝜕𝜕𝜕𝜕∇𝑖𝑖𝑖𝑖𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼
� �

𝜋𝜋𝜋𝜋2

2𝜂𝜂𝜂𝜂2
�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�

3

𝑖𝑖𝑖𝑖=1

−
1
2
�∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼��� +

1
2
�𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 ∇𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 − 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 ∇𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 �∇𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼� 

(6.15) 

where 𝐾𝐾𝐾𝐾𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
𝑎𝑎𝑎𝑎  is related to the local curvature of the interface and 𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 is related to 

the third-order junction forces.  
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However, a more simplified version of the 𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 term is implemented in 
MICRESS, neglecting the higher-order terms as follows. 

𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 =  
2
𝑣𝑣𝑣𝑣 �

1
2 �
𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼

𝜎𝜎𝜎𝜎 − 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 ��
𝜋𝜋𝜋𝜋2

𝜂𝜂𝜂𝜂2
𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 + ∇2𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�� (6.16) 

The interface motion depends on the curvature contribution (𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝐾𝐾𝐾𝐾𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼), but also 
on the thermodynamic driving force, ∆𝛥𝛥𝛥𝛥𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶,𝑇𝑇𝑇𝑇�. This driving force depends on 
the temperature, 𝑇𝑇𝑇𝑇, and the local multicomponent composition, 𝐶𝐶𝐶𝐶. 

The diffusion equation in MICRESS is derived from the free energy functional 
using the following relaxation approach. In the equation below, 𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is the 
multiphase chemical mobility coefficient.  

𝐶̇𝐶𝐶𝐶𝑖𝑖𝑖𝑖 =  ∇ ∙�𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�,𝐶𝐶𝐶𝐶�⃗ )∇
𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1

𝛿𝛿𝛿𝛿𝐹𝐹𝐹𝐹({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶�⃗ )
𝛿𝛿𝛿𝛿𝐶𝐶𝐶𝐶𝑗𝑗𝑗𝑗

 (6.17) 

After applying the free energy functional given in Eq. (6.1) to the above relaxation 
approach, we obtain 

𝐶̇𝐶𝐶𝐶𝑖𝑖𝑖𝑖(𝑥𝑥𝑥𝑥�⃗ , 𝑡𝑡𝑡𝑡) =  ∇ ∙�𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�,𝐶𝐶𝐶𝐶�⃗ )∇
𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1

𝜇𝜇𝜇𝜇�𝑗𝑗𝑗𝑗 (6.18) 

After applying the mixture approach, it is possible to relate the multiphase 
chemical mobilities, 𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , to measurable phase chemical mobilities, 𝑴𝑴𝑴𝑴𝛼𝛼𝛼𝛼

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , as 
follows:  

𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖��𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�,𝐶𝐶𝐶𝐶�⃗ � = �𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝑴𝑴𝑴𝑴𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼����⃗ )

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

 (6.19) 

Replacing the multiphase mobilities and multiphase diffusion potentials in 
Eq. (6.18) with phase-dependent quantities using quasi-equilibrium constraints 
leads to 

𝐶̇𝐶𝐶𝐶𝑖𝑖𝑖𝑖(𝑥𝑥𝑥𝑥�⃗ , 𝑡𝑡𝑡𝑡) =  ∇ ∙ ��𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝑴𝑴𝑴𝑴𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼����⃗ )∇

𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶�⃑ 𝛼𝛼𝛼𝛼) (6.20) 
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𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(phase chemical mobilities of solutes) are calculated by direct 

coupling to the thermodynamic (in this thesis-TCNI8) and mobility (in this thesis-
MOBNI4) databases via the TQ-interface in Thermo-Calc Software [104] at user-
specified temperature intervals. Between these temperature intervals, 
extrapolation is used. 

In MICRESS, these coupled sets of equations are solved numerically using the 
finite difference approach. 

3.4.2 Model setup in MICRESS related to LMP-DED 
The model setup presented in this section is related to the work presented in 
PPaappeerrss  AA and BB appended to this thesis. The objective of this study was to 
investigate the effect of microstructure formation during the LMP-DED and the 
manner in which the formed microstructure changes during post heat treatments. 

3.4.2.1 Modelling the effect of solidification conditions  

The objective of this study was to investigate the effect of varying thermal 
conditions (thermal gradients and cooling rates) on microstructure formation 
during the LMP-DED process.  

Modelling was performed in 2D. The size of the modelling domain was 
80 µm × 80 µm, with 0.1 µm grid spacing. A constant thermal gradient was 
applied from the top to the bottom of the domain. A constant cooling rate was 
applied to the entire domain. This mimics the movement of the liquidus isotherm 
from bottom to top in the simulation domain. No flux boundary condition was 
used in all domain boundaries. At the beginning of the simulation, a grain with an 
almost flat liquid/γ interface with random noise was set at the bottom of the 
simulation domain. The orientation of this grain was set so that its fast-growth 
direction, <001>, was parallel to the applied thermal gradient direction in the 
domain. This mimics the growth of epitaxial dendrites from a substrate or re-
melted layers. During the simulation, the nucleation of new γ grains was set 
randomly in the liquid using the analytical curvature model implemented in 
MICRESS [105], and nucleation was set for the new grains with a seed having a 
10 nm radius. The nucleation of these new grains was checked at each 0.05 K 
temperature drop.  

During solidification, the Laves phase was allowed for nucleation at the liquid–γ 
interface. To simulate the eutectic formation of Laves+γ, a nucleation site for 
eutectic γ was allowed to form at the liquid-Laves interface. The ‘seed-
undercooling’ model together with the ‘seed stabilisation’ model implemented in 
the MICRESS software [105] was used for this purpose. For both nucleations, a 
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However, a more simplified version of the 𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 term is implemented in 
MICRESS, neglecting the higher-order terms as follows. 

𝐽𝐽𝐽𝐽𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 =  
2
𝑣𝑣𝑣𝑣 �

1
2 �
𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼
0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼

𝜎𝜎𝜎𝜎 − 𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼0 𝑎𝑎𝑎𝑎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝜎𝜎𝜎𝜎 ��
𝜋𝜋𝜋𝜋2

𝜂𝜂𝜂𝜂2
𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼 + ∇2𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�� (6.16) 

The interface motion depends on the curvature contribution (𝜎𝜎𝜎𝜎𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝐾𝐾𝐾𝐾𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼), but also 
on the thermodynamic driving force, ∆𝛥𝛥𝛥𝛥𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶,𝑇𝑇𝑇𝑇�. This driving force depends on 
the temperature, 𝑇𝑇𝑇𝑇, and the local multicomponent composition, 𝐶𝐶𝐶𝐶. 

The diffusion equation in MICRESS is derived from the free energy functional 
using the following relaxation approach. In the equation below, 𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is the 
multiphase chemical mobility coefficient.  

𝐶̇𝐶𝐶𝐶𝑖𝑖𝑖𝑖 =  ∇ ∙�𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�,𝐶𝐶𝐶𝐶�⃗ )∇
𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1

𝛿𝛿𝛿𝛿𝐹𝐹𝐹𝐹({𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼},𝐶𝐶𝐶𝐶�⃗ )
𝛿𝛿𝛿𝛿𝐶𝐶𝐶𝐶𝑗𝑗𝑗𝑗

 (6.17) 

After applying the free energy functional given in Eq. (6.1) to the above relaxation 
approach, we obtain 

𝐶̇𝐶𝐶𝐶𝑖𝑖𝑖𝑖(𝑥𝑥𝑥𝑥�⃗ , 𝑡𝑡𝑡𝑡) =  ∇ ∙�𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(�𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�,𝐶𝐶𝐶𝐶�⃗ )∇
𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1

𝜇𝜇𝜇𝜇�𝑗𝑗𝑗𝑗 (6.18) 

After applying the mixture approach, it is possible to relate the multiphase 
chemical mobilities, 𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , to measurable phase chemical mobilities, 𝑴𝑴𝑴𝑴𝛼𝛼𝛼𝛼

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , as 
follows:  

𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖��𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼�,𝐶𝐶𝐶𝐶�⃗ � = �𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝑴𝑴𝑴𝑴𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼����⃗ )

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

 (6.19) 

Replacing the multiphase mobilities and multiphase diffusion potentials in 
Eq. (6.18) with phase-dependent quantities using quasi-equilibrium constraints 
leads to 

𝐶̇𝐶𝐶𝐶𝑖𝑖𝑖𝑖(𝑥𝑥𝑥𝑥�⃗ , 𝑡𝑡𝑡𝑡) =  ∇ ∙ ��𝜙𝜙𝜙𝜙𝛼𝛼𝛼𝛼𝑴𝑴𝑴𝑴𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝐶𝐶𝐶𝐶𝛼𝛼𝛼𝛼����⃗ )∇

𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1

𝑣𝑣𝑣𝑣

𝛼𝛼𝛼𝛼=1

𝜇𝜇𝜇𝜇�𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶�⃑ 𝛼𝛼𝛼𝛼) (6.20) 
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𝛥𝛥𝛥𝛥𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼�𝐶𝐶𝐶𝐶,𝑇𝑇𝑇𝑇� and 𝑴𝑴𝑴𝑴𝛼𝛼𝛼𝛼
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(phase chemical mobilities of solutes) are calculated by direct 

coupling to the thermodynamic (in this thesis-TCNI8) and mobility (in this thesis-
MOBNI4) databases via the TQ-interface in Thermo-Calc Software [104] at user-
specified temperature intervals. Between these temperature intervals, 
extrapolation is used. 

In MICRESS, these coupled sets of equations are solved numerically using the 
finite difference approach. 

3.4.2 Model setup in MICRESS related to LMP-DED 
The model setup presented in this section is related to the work presented in 
PPaappeerrss  AA and BB appended to this thesis. The objective of this study was to 
investigate the effect of microstructure formation during the LMP-DED and the 
manner in which the formed microstructure changes during post heat treatments. 

3.4.2.1 Modelling the effect of solidification conditions  

The objective of this study was to investigate the effect of varying thermal 
conditions (thermal gradients and cooling rates) on microstructure formation 
during the LMP-DED process.  

Modelling was performed in 2D. The size of the modelling domain was 
80 µm × 80 µm, with 0.1 µm grid spacing. A constant thermal gradient was 
applied from the top to the bottom of the domain. A constant cooling rate was 
applied to the entire domain. This mimics the movement of the liquidus isotherm 
from bottom to top in the simulation domain. No flux boundary condition was 
used in all domain boundaries. At the beginning of the simulation, a grain with an 
almost flat liquid/γ interface with random noise was set at the bottom of the 
simulation domain. The orientation of this grain was set so that its fast-growth 
direction, <001>, was parallel to the applied thermal gradient direction in the 
domain. This mimics the growth of epitaxial dendrites from a substrate or re-
melted layers. During the simulation, the nucleation of new γ grains was set 
randomly in the liquid using the analytical curvature model implemented in 
MICRESS [105], and nucleation was set for the new grains with a seed having a 
10 nm radius. The nucleation of these new grains was checked at each 0.05 K 
temperature drop.  

During solidification, the Laves phase was allowed for nucleation at the liquid–γ 
interface. To simulate the eutectic formation of Laves+γ, a nucleation site for 
eutectic γ was allowed to form at the liquid-Laves interface. The ‘seed-
undercooling’ model together with the ‘seed stabilisation’ model implemented in 
the MICRESS software [105] was used for this purpose. For both nucleations, a 
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critical undercooling value of 2 K was set. At each 5 K temperature drop, the 
nucleation was checked for the Laves and eutectic γ phases. For simplicity of the 
simulation, only the liquid/γ interface was modelled as an anisotropic interface 
having cubic crystal anisotropy [105].  

A summary of the modelling parameters can be found in Table 3. 
Thermodynamic and mobility data for the model were dynamically taken from 
the TCNI8 and MOBNI4 databases of Thermo-Calc. A full multicomponent 
diffusion matrix based on the local composition values was considered in the solid 
state. In the liquid state, only the diagonal terms in the diffusion matrix were 
considered.  

Table 3: Summary of the model parameters used for solidification condition 
simulations in MICRESS 

Domain size (µm X µm) 80 × 80 

Grid resolution-Δx (µm) 0.1 

Interface thickness (η) 2.5 ·Δx 

Interface energy - Liquid/γ (J/cm2)  1.2E−05 [66] 

Interface energy - Liquid/Laves (J/cm2) 6E−06 

Interface energy - γ/Laves (J/cm2) 5E−06 

Interfacial stiffness coefficient - Liquid/γ 0.2 

Interfacial mobility coefficient - Liquid/γ 0.2 

 

The MICRESS model setup used here is similar to the model setup reported by 
Nie et al. [50]. However, Nie et al. used a stochastic modelling approach and 
modelled the alloy system as a Ni-Nb binary system without explicitly considering 
the Laves phase formation. In this study, Alloy 718 was modelled as a seven-
element system (Table 4) and explicitly modelled the formation of the Laves 
phase in the microstructure. In addition, Nie et al. used a fixed orientation for the 
new γ grains that form in the liquid.  

Table 4: Nominal chemical composition of the raw powder and the nominal 
composition used for the PF simulation in LMP-DED 

Element (wt%) Powder Simulation 
Ni Bal. Bal. 
Cr 17.5 17.5 
Fe 19.4 19.4 
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Nb 5.0 5.0 
Mo 3.17 3.17 
Ti 1.07 1.07 
Al 0.68 0.68 
Co 0.2 - 
Mn 0.065 - 
Ta 0.003 - 
Si 0.088 - 
Cu 0.048 - 
C 0.031 - 
P 0.006 - 
B 0.003 - 

 

3.4.2.2 Modelling the effect of thermal cycling  

The objective of the modelling work was to investigate the effect of successive 
thermal cycling in the LMP-DED process on microstructure formation. 

A 2D domain was selected normal to the build direction in the 1st track of the 
LMP-DED sample. Therefore, the domain represents an isothermal section. The 
simulation domain size was taken as 25 µm × 20 µm, with 0.05-µm grid spacing. 
This domain size was sufficient to resolve the experimentally observed 
microstructural features without increasing the computational cost. The 
simulation began with the complete liquid state with the composition given in 
Table 4. Nine initial γ seeds were randomly positioned in the domain such that 
the distance between seeds was roughly equal to the experimentally measured 
primary dendrite arm spacing (PDAS) of 7.1 µm. The initial temperature of the 
simulation was set to 1337 °C. This liquidus temperature value was obtained from 
the Thermo-Calc equilibrium calculations for the current alloy composition. The 
experimentally measured time-temperature profile in the 1st deposited track was 
input into the model as the thermal condition. The rest of the simulation 
parameters, including the simplified nominal alloy composition, nucleation of the 
Laves phase, interfacial energy values, interface thickness, interfacial 
stiffness/mobility coefficient for anisotropy, diffusion considerations, and 
domain boundary conditions, were kept identical to the model setup discussed in 
Section 3.4.2.1. 

3.4.2.3 Modelling the solution heat treatment 

To investigate the effect of solution treatment on the deposited microstructure, a 
solution heat treatment simulation was performed in MICRESS. The 
microstructure results from the simulation discussed in section 3.4.2.2 were used as 
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critical undercooling value of 2 K was set. At each 5 K temperature drop, the 
nucleation was checked for the Laves and eutectic γ phases. For simplicity of the 
simulation, only the liquid/γ interface was modelled as an anisotropic interface 
having cubic crystal anisotropy [105].  

A summary of the modelling parameters can be found in Table 3. 
Thermodynamic and mobility data for the model were dynamically taken from 
the TCNI8 and MOBNI4 databases of Thermo-Calc. A full multicomponent 
diffusion matrix based on the local composition values was considered in the solid 
state. In the liquid state, only the diagonal terms in the diffusion matrix were 
considered.  

Table 3: Summary of the model parameters used for solidification condition 
simulations in MICRESS 

Domain size (µm X µm) 80 × 80 

Grid resolution-Δx (µm) 0.1 

Interface thickness (η) 2.5 ·Δx 

Interface energy - Liquid/γ (J/cm2)  1.2E−05 [66] 

Interface energy - Liquid/Laves (J/cm2) 6E−06 

Interface energy - γ/Laves (J/cm2) 5E−06 

Interfacial stiffness coefficient - Liquid/γ 0.2 

Interfacial mobility coefficient - Liquid/γ 0.2 

 

The MICRESS model setup used here is similar to the model setup reported by 
Nie et al. [50]. However, Nie et al. used a stochastic modelling approach and 
modelled the alloy system as a Ni-Nb binary system without explicitly considering 
the Laves phase formation. In this study, Alloy 718 was modelled as a seven-
element system (Table 4) and explicitly modelled the formation of the Laves 
phase in the microstructure. In addition, Nie et al. used a fixed orientation for the 
new γ grains that form in the liquid.  

Table 4: Nominal chemical composition of the raw powder and the nominal 
composition used for the PF simulation in LMP-DED 

Element (wt%) Powder Simulation 
Ni Bal. Bal. 
Cr 17.5 17.5 
Fe 19.4 19.4 
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Nb 5.0 5.0 
Mo 3.17 3.17 
Ti 1.07 1.07 
Al 0.68 0.68 
Co 0.2 - 
Mn 0.065 - 
Ta 0.003 - 
Si 0.088 - 
Cu 0.048 - 
C 0.031 - 
P 0.006 - 
B 0.003 - 

 

3.4.2.2 Modelling the effect of thermal cycling  

The objective of the modelling work was to investigate the effect of successive 
thermal cycling in the LMP-DED process on microstructure formation. 

A 2D domain was selected normal to the build direction in the 1st track of the 
LMP-DED sample. Therefore, the domain represents an isothermal section. The 
simulation domain size was taken as 25 µm × 20 µm, with 0.05-µm grid spacing. 
This domain size was sufficient to resolve the experimentally observed 
microstructural features without increasing the computational cost. The 
simulation began with the complete liquid state with the composition given in 
Table 4. Nine initial γ seeds were randomly positioned in the domain such that 
the distance between seeds was roughly equal to the experimentally measured 
primary dendrite arm spacing (PDAS) of 7.1 µm. The initial temperature of the 
simulation was set to 1337 °C. This liquidus temperature value was obtained from 
the Thermo-Calc equilibrium calculations for the current alloy composition. The 
experimentally measured time-temperature profile in the 1st deposited track was 
input into the model as the thermal condition. The rest of the simulation 
parameters, including the simplified nominal alloy composition, nucleation of the 
Laves phase, interfacial energy values, interface thickness, interfacial 
stiffness/mobility coefficient for anisotropy, diffusion considerations, and 
domain boundary conditions, were kept identical to the model setup discussed in 
Section 3.4.2.1. 

3.4.2.3 Modelling the solution heat treatment 

To investigate the effect of solution treatment on the deposited microstructure, a 
solution heat treatment simulation was performed in MICRESS. The 
microstructure results from the simulation discussed in section 3.4.2.2 were used as 
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the initial microstructure, and the simulation was carried out at 954 °C for 1 h. 
Only isothermal holding was considered, that is, heating and cooling were not 
included. During the simulation, orthorhombic δ-phase nucleation was allowed 
within the γ matrix randomly. The ‘seed-undercooling’ model together with ‘seed 
stabilisation’ model implemented in the MICRESS software [105] was used for 
this purpose. A minimum undercooling of 1 K was set for the nucleation of the 
δ phase. Because of the limitations of MICRESS, the δ/ γ interface was modelled 
with tetragonal anisotropy. A full multicomponent diffusion matrix based on the 
local composition values was considered in the solid state. A summary of the 
modelling parameters can be found in Table 5. 

Table 5: Summary of the model parameters for used solution heat treatment 
simulation in MICRESS 

Domain size (µm X µm) 25 × 20 

Grid resolution-Δx (µm) 0.05 

Interface thickness (η) 2.5 ·Δx 

Interface energy - γ/Laves (J/cm2) 5E−06 

Interface energy - δ/γ (J/cm2) 1E−05 [106] 

Interface energy - δ/Laves (J/cm2) 5E−06 

Interfacial stiffness coefficient - Liquid/γ 0.2 

Interfacial mobility coefficient - Liquid/γ 0.2 

Interfacial stiffness coefficient - δ/γ 0.05 

Interfacial mobility coefficient - δ /γ 0.05 

Elongation factor for δ/γ interfacial stiffness 2 

Elongation factor for δ/γ interface mobility 0.02 

 

3.4.2.4 Modelling the direct aging heat treatment 

To investigate the effect of direct aging (DA) heat treatment on the deposited 
microstructure, DA simulation (720 °C/8 h, cool furnace to 620 °C at 55 °C/h, 
hold at 620 °C/8 h) was performed in MICRESS. During the simulation, only the 
nucleation (randomly) of γ″ in the matrix was set for the sake of simplicity. γ″ 
nucleation was checked every 1 s. The grid resolution of the LMP-DED 
simulation was 50 µm. Therefore, the correct size and morphology of γ″ could 
not be resolved correctly under this grid resolution. To overcome this, an 
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analytical curvature model [105] implemented in MICRESS was used with a 10 
nm critical radius. The anisotropy of γ′ /γ″ was neglected, and an isotropic 
interaction model was adopted. An interfacial energy of 1E−05 J/cm2 [106] was 
used. No phase interaction between the Laves phase and γ″ was modelled. The 
rest of the parameters and domain boundary conditions were kept the same as for 
the model in section 3.4.2.1. A full multicomponent diffusion matrix based on the 
local composition values was considered in the solid state. 

3.4.3 Model setup in MICRESS related to EB-PBF 
The work presented in this section is related to the work presented in PPaappeerr  CC 
appended to this thesis. The objective of this study was to investigate the effect 
of elevated powder bed temperature in the EB-PBF process on microstructure 
formation through microstructure modelling. 

3.4.3.1 Modelling the as-solidified microstructure 

In this work, 2D PF simulations were carried out. The 2D domain was selected 
normal to the build direction of the EB-PBF sample. Therefore, the domain will 
be an isothermal cross-section and will be normal to the primary dendrite growth 
direction. The unit cell approach (representative area) proposed by Warnken et 
al. [107] was utilised. The edge length of the unit cell is given by the primary 
dendrite arm spacing (PDAS), and the unit cell contains one representative 
dendrite. Therefore, a unit cell size of 6 µm × 6 µm (PDAS was measured 
experimentally using SEM images) with 0.025 µm grid spacing was taken into 
account for the EB-PBF solidification simulation. Alloy 718 in the present work 
was modelled as a seven component system with the composition presented in 
Table 6. This simplification was made to reduce the computational effort 
required when calculating thermodynamic and mobility data from the databases. 
The thermodynamic and mobility data for the model were dynamically taken from 
the TCNI8 and MOBNI4 databases from Thermo-Calc. In addition, the full 
multi-component diffusion matrix based on the local composition values was 
taken into account. 
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composition used for the PF simulation in EB-PBF 

Element (wt%) Powder Simulation 
Ni Bal. Bal. 
Cr 19.1 19.1 
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the initial microstructure, and the simulation was carried out at 954 °C for 1 h. 
Only isothermal holding was considered, that is, heating and cooling were not 
included. During the simulation, orthorhombic δ-phase nucleation was allowed 
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Interface energy - δ/Laves (J/cm2) 5E−06 
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Interfacial mobility coefficient - Liquid/γ 0.2 

Interfacial stiffness coefficient - δ/γ 0.05 

Interfacial mobility coefficient - δ /γ 0.05 

Elongation factor for δ/γ interfacial stiffness 2 

Elongation factor for δ/γ interface mobility 0.02 
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Ti 0.91 0.91 
Al 0.58 0.58 
Co 0.07 - 
Mn 0.05 - 
Si 0.13 - 
Cu 0.1 - 
C 0.035 - 
N 0.0128 - 

 

The solidification simulation started with a complete liquid state with the 
composition given in Table 6. The initial γ phase nucleation seed was placed at 
the centre of the domain. Measuring the cooling rate of the EB-PBF process is 
difficult because of the inherent nature of the process. Therefore, a value of 
2000 K/s was assumed for the simulation. This value is in the range of the 
reported cooling rate value for EB-PBF Alloy 718 [108]. Periodic boundary 
conditions were assigned at the boundaries of the simulated domain.  

In the present multiphase-field modelling work, only the formation of the Laves 
phase was modelled to reduce the complexity of the model and thus the 
computational effort. The rest of the simulation parameters, including the 
simplified nominal alloy composition, nucleation of the Laves phase, interfacial 
energy values, interface thickness, and interfacial stiffness/mobility coefficient for 
anisotropy were kept identical to the model setup discussed in Section 3.4.2.1. 

3.4.3.2 Modelling the effect of elevated powder bed 
temperature 

To study the effect of an elevated powder bed (called “in situ heat treatment”) on 
the as-solidified microstructure, simulations were performed. For this purpose, 
an assumption was made that the entire build volume was in thermal equilibrium 
with the thermocouple at the bottom of the build plate. Hence, the solidification 
simulation was stopped at 1020 °C. This microstructure resulting from the 
solidification simulation was used as the input for the in situ heat treatment 
simulations. The model parameters were kept the same as those described in section 
3.4.2.1.  

3.4.3.3 Comparing the homogenisation kinetics in EB-PBF 
and cast Alloy 718 

It was experimentally observed that during this in situ heat treatment, the solidified 
microstructure began to homogenise. The time to achieve homogenisation was 
approximately 40 min, based on the EB-PBF machine log data file observations. 
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However, in cast Alloy 718, the homogenisation heat treatments are performed 
at high temperatures for periods longer than 40 min. Therefore, for comparison 
purposes, a hypothetical cast microstructure formation and subsequent 
homogenisation heat treatment were modelled. For the as-cast solidification 
microstructure simulations, a PDAS of 100 µm was selected, based on published 
data [98]. Therefore, the unit cell domain size of 100 µm × 100 µm with 0.5 µm 
grid resolution was selected in accordance with the unit cell model. A cooling rate 
of 1 K/s was selected based on published data [98]. For the homogenisation heat 
treatment, a temperature value of 1100 °C was taken into account according to 
the AMS5383E [109]. A summary of the modelling parameters can be found in 
Table 7. 

Table 7: Summary of the model parameters for EB-PBF and as-cast microstructure 
simulations in MICRESS 

 EB-PBF As-cast* 

Domain size (µm X µm) 6 × 6 100 ×100 

Grid resolution-Δx (µm) 0.025 0.5 

Interface thickness (η) 3 ·Δx 2.5 ·Δx 

Cooling rate (K/s) 2000 1 

Initial undercooling for γ†(K) 11 6 

Interface energy - Liquid/γ (J/cm2)  1.2E−05 [66] 

Interfacial stiffness coefficient - Liquid/γ 0.2 

Interfacial mobility coefficient - Liquid/γ 0.2 

Interface energy - liquid/Laves (J/cm2) 6E−06 

Interface energy - γ/Laves (J/cm2) 5E−06 
† The two different initial undercooling values are due to the two different initial 
nucleation sizes (resulting from the different resolutions of the models) for the γ 
phase.  

*Simulation was terminated when the material was fully solidified and therefore 
no further solid-state phase transformation during the cooling was modelled. 

3.4.4 Assumptions, simplifications, and limitations  
a) Simulations were performed in 2D on a dendritic scale. This approach was 

taken considering the available computational resources and calculation 
times.   
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no further solid-state phase transformation during the cooling was modelled. 

3.4.4 Assumptions, simplifications, and limitations  
a) Simulations were performed in 2D on a dendritic scale. This approach was 

taken considering the available computational resources and calculation 
times.   
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b) Though the MICRESS is capable of handling all the elements in Alloy 718, 
simplification was made to reduce the computational calculation time 
associated with thermodynamic and diffusion data calculations. Therefore, 
the alloy system was modelled as Ni–Cr–Fe–Mo–Nb–Ti–Al. This system 
contains the major elements that are needed for the formation of the γ, γ′, γ″, 
δ, and Laves phases (refer to Table 2). As seen in Figure 5, this simplification 
did not affect the equilibrium significantly, although the solution temperature 
for γ′ had some difference near 19 °C. A similar observation was made on the 
composition related to Table 8. 

 
Figure 5: Equilibrium volume fraction diagram predicted for Alloy 718 considering 

the full and reduced composition given in Table 6.  
 

c) N and C were not considered in this work even though they form TiN and 
NbC, respectively. The reason behind this is that the N and C proportions 
(wt%) in the alloy were low compared with those of the other major elements. 
In addition, the observed volume fractions of nitrides and carbides were very 
low (< 0.3%) in the microstructure. Therefore, the consumption of Ti and 
Nb during the formation of nitrides and carbides is considered to be 
insignificant, and it did not significantly influence the formation of the other 
phases.  

d) The effect of solid/liquid interface velocity (solidification velocities) 
dependent element partitioning was not taken into consideration. One reason 
is that this is still not implemented in MICRESS. However, this criterion is 
important if the solidification velocities are > 1 m/s, where solute trapping 
occurs [110]. In all the considered solidification simulations performed in this 
study, the solidification velocities are < 0.1 m/s. 
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e) The effect of latent heat release was ignored.  
f) Interfacial energies were assumed to be constant (i.e., 

temperature/composition independent).  
g) Interaction between the Laves phase and other phases were assumed to be 

isotropic.  
h) Effect of fluid flow in the melt on the dendritic growth was ignored.  
i) For all nucleation events in MICRESS, random noise was applied to mimic 

the stochastic nature of nucleation events. (More details about nucleation 
models implemented in MICRESS can be found in [105]).  

j) The effect of grain boundaries and dislocations on the phase transformation 
of the γ′, γ″, δ, and Laves phases was not considered.  

k) Effect of thermal stresses was ignored.  
l) Misfit strains generate during the phase transformation was not considered.  
m) The thermodynamic and mobility data update via the TQ interface was 

achieved at every 2 K temperature drop. 

3.5 Transformation diagram prediction 
The time and temperature dependency of the phase transformations during 
isothermal holding and continuous cooling can be represented by time–
temperature–transformation (TTT) diagrams and continuous cooling 
transformation (CCT) diagrams, respectively. They demonstrate the fraction of 
the phase transformation as a function of time and temperature. It should be 
noted that these diagrams have a strong dependency on the alloy composition 
because the change in the alloy composition will change the equilibrium and 
driving forces for the phase transformation. To generate the TTT diagram, the 
desired sample that has been held at a certain temperature is cooled to the chosen 
test temperature. Thereafter, it was held for a specific time and then quenched to 
room temperature. The resultant microstructure will be analysed to observe the 
fraction of phase transformation that occurred during the isothermal holding, and 
these data will be utilised to generate the TTT diagram. A similar approach was 
used to generate the CCT diagrams. Instead of using isothermal holding, the 
sample was cooled to room temperature at a constant cooling rate. The 
microstructure was analysed in the same way as for the TTT diagram to evaluate 
the fraction of the transformation. 

JMatPro is a multi-platform commercial software that has the capability of 
predicting the material properties and behaviour of multicomponent alloys. It was 
used to predict the TTT and CCT diagrams for a given alloy composition. In the 
present study, JMatPro ver. 10.2 was utilised. The nominal alloy composition and 
segregated compositions predicted from multiphase-field simulations were 
utilised to predict the TTT and CCT diagrams. 
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3.6 Experimental work 

3.6.1 Experimental work related to LMP-DED 
(Paper B) 

Gas-atomised Alloy 718 powder was utilised to generate the LMP-DED built 
samples in this study. The powder was deposited onto an as-cast Alloy 718 
substrate using a coaxial nozzle equipped with a 6-kW ytterbium fibre laser. The 
nozzle set-up was mounted on an IRB-4400 ABB Robot, which was used to 
control the motion during deposition of the Alloy 718 samples. Single-wall 
samples, which comprised a single layer, 2 layers, 3 layers, and 15 layers in the 
build direction, were deposited. The width of the single wall was equal to the 
width of a single track, and the lengths of the walls were approximately 35 mm. 
Table 4 shows the nominal compositions of the powders. The particle size of the 
powder was in the range of 20–75 μm. A volumetric powder feeding system was 
utilised to deliver the powder to the coaxial nozzle with an angular outlet. Argon 
was used as the carrier gas and as the shielding gas. Table 8 lists the process 
parameters used in the present study to generate the deposits. Temperature 
measurements that served as input for the modelling work in this study were made 
at the substrate level using type-K thermocouples according to the method 
previously described by Segerstark et al. [111]. The heat treatment performed in 
this LMP-DED study was in accordance with the suggestion by Barron [112], and 
it comprised solutioning the sample using an air furnace at 954 °C/1 h, air-
cooling, followed by ageing at 760 °C/5 h-furnace cooled + 650 °C/1 h, and air-
cooling. This heat treatment is generally used in the case of Alloy 718 repaired jet 
engine components to avoid coarsening of γ″ precipitates present in the base 
component [113]. 

Table 8: LMP-DED process parameters used in this study 

Parameter Value 
Laser power (W) 1000 

Scanning speed (mm/s) 10 
Powder feed rate (g/min) 10 

Powder standoff distance* (mm) -1 
Shielding gas flow rate (l/min) 11.5 

Carrier gas flow rate (l/min) 3.2 
 Laser spot diameter (mm) 1.6 

* Powder standoff distance is the distance between the powder focus point and 
the deposition surface. 
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For microstructure evaluation, samples were sectioned (normal to the longitudinal 
direction of the deposition) and mounted using non-conductive Bakelite. A Zeiss 
EVO 50 scanning electron microscope (SEM) was used to analyse the 
microstructure. To quantify the area fractions of the Nb-rich constituents, SEM 
images were analysed using the open source software ImageJ. Microhardness 
measurements were performed using a Vickers micro-hardness testing machine 
with a load of 0.5 N and a dwell time of 10 s. 

3.6.2 Experimental work related to EB-PBF 
(Paper C) 

Plasma-atomised powder (nominal size ranging from 25 to 106 μm) supplied by 
Arcam AB was used to manufacture Alloy 718 samples in this work. The chemical 
composition of the powder is listed in Table 6. An Arcam A2X EB-PBF machine 
was used to manufacture the samples, employing Arcam’s ‘standard’ settings (melt 
parameter version – Inco 4.2.76) for Alloy 718. The manufacturing process 
started after the powder bed was pre-heated to approximately 1020 °C (measured 
under the base plate), and this temperature was maintained throughout the 
process. It should be noted that in this context, the powder bed temperature is 
the global temperature of the powder bed during the building process. When the 
material is melted, the temperature increases locally above the melting 
temperature and then cools down to the global powder bed temperature. Each 
deposition cycle consisted of 1) pre-heating of the current powder layer, 2) 
contour melting of the frame of the build, 3) hatch melting of the interior of the 
build, rotating approximately 65° from the previous scanning vector of the 
previous layer, 4) post-heating of the current layer, and 5) lowering down the 
powder bed and raking new powder to form a uniform layer with a thickness of 
75 μm for the next cycle.  

In this batch, 16 blocks of identical size were fabricated, and the dimension of 
each block obtained was approximately 35 mm (length) × 10 mm (width) × 33 
mm (height).The elevated powder bed temperature (> 1020 °C) acts as an ‘in situ’ 
heat treatment for the as-solidified sample. The time at which a specific solidified 
layer spends at this elevated temperature will vary along the build direction. This 
will cause the material to have a microstructure gradient along the build direction 
of the sample. To characterise the microstructural gradient, cross-sections parallel 
to the build direction were examined at different heights from the top surface. 
The samples were mounted, mechanically ground successively from 500 grit to 
4000 grit, polished with diamond suspension from 3 to ¼ μm, and with OP-U 
colloidal silica suspension. A Hitachi SU70 FEG scanning electron microscope 
(SEM), equipped with energy-dispersive X-ray spectroscopy (EDS), was 
employed to detail the phases (γ′/γ″, Laves, δ, and MC) in the microstructural 
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and chemical compositions, operating at an accelerating voltage of 20 kV. To 
calculate the volume fraction of the Laves phase, SEM images were converted to 
binary images using the ImageJ program. This was achieved by distinguishing the 
contrast between the matrix and the Laves phase. Note that, as Laves and NbC 
cannot be simply distinguished under the SEM because they demonstrate the 
same contrast, the measured Laves volume fraction actually includes both the 
Laves phase and NbC. Electron probe microscopic analysis was performed using 
JEOL JXA-8500F equipment on samples that were cut normal to the build 
direction. 
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images were analysed using the open source software ImageJ. Microhardness 
measurements were performed using a Vickers micro-hardness testing machine 
with a load of 0.5 N and a dwell time of 10 s. 

3.6.2 Experimental work related to EB-PBF 
(Paper C) 

Plasma-atomised powder (nominal size ranging from 25 to 106 μm) supplied by 
Arcam AB was used to manufacture Alloy 718 samples in this work. The chemical 
composition of the powder is listed in Table 6. An Arcam A2X EB-PBF machine 
was used to manufacture the samples, employing Arcam’s ‘standard’ settings (melt 
parameter version – Inco 4.2.76) for Alloy 718. The manufacturing process 
started after the powder bed was pre-heated to approximately 1020 °C (measured 
under the base plate), and this temperature was maintained throughout the 
process. It should be noted that in this context, the powder bed temperature is 
the global temperature of the powder bed during the building process. When the 
material is melted, the temperature increases locally above the melting 
temperature and then cools down to the global powder bed temperature. Each 
deposition cycle consisted of 1) pre-heating of the current powder layer, 2) 
contour melting of the frame of the build, 3) hatch melting of the interior of the 
build, rotating approximately 65° from the previous scanning vector of the 
previous layer, 4) post-heating of the current layer, and 5) lowering down the 
powder bed and raking new powder to form a uniform layer with a thickness of 
75 μm for the next cycle.  

In this batch, 16 blocks of identical size were fabricated, and the dimension of 
each block obtained was approximately 35 mm (length) × 10 mm (width) × 33 
mm (height).The elevated powder bed temperature (> 1020 °C) acts as an ‘in situ’ 
heat treatment for the as-solidified sample. The time at which a specific solidified 
layer spends at this elevated temperature will vary along the build direction. This 
will cause the material to have a microstructure gradient along the build direction 
of the sample. To characterise the microstructural gradient, cross-sections parallel 
to the build direction were examined at different heights from the top surface. 
The samples were mounted, mechanically ground successively from 500 grit to 
4000 grit, polished with diamond suspension from 3 to ¼ μm, and with OP-U 
colloidal silica suspension. A Hitachi SU70 FEG scanning electron microscope 
(SEM), equipped with energy-dispersive X-ray spectroscopy (EDS), was 
employed to detail the phases (γ′/γ″, Laves, δ, and MC) in the microstructural 
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and chemical compositions, operating at an accelerating voltage of 20 kV. To 
calculate the volume fraction of the Laves phase, SEM images were converted to 
binary images using the ImageJ program. This was achieved by distinguishing the 
contrast between the matrix and the Laves phase. Note that, as Laves and NbC 
cannot be simply distinguished under the SEM because they demonstrate the 
same contrast, the measured Laves volume fraction actually includes both the 
Laves phase and NbC. Electron probe microscopic analysis was performed using 
JEOL JXA-8500F equipment on samples that were cut normal to the build 
direction. 
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3.7 Results and discussion 

3.7.1 Laser metal directed energy deposition 
The results and discussion given in this section are related to the work presented 
in Papers A and B appended to this thesis.  

3.7.1.1 Effect of solidification conditions on non-equilibrium 
solidification 

The effect of the thermal gradient and cooling rate on the dendritic structure of 
Alloy 718 is shown in Figure 6. It can be seen that the dendritic structure during 
solidification changes with the cooling rate and thermal gradient. This ultimately 
affects the size and morphology of the Laves-phase particles, as shown in Figure 
7. At low cooling rates, the dendritic structure is coarser. Therefore, the resultant 
Laves phase precipitates are also coarse, and its morphology tends to have long-
chain form, which has been demonstrated to have a negative effect on the 
microstructure, as it promotes liquation cracking [50]. As Laves form during the 
final solidification stage, they begin to melt around the eutectic-forming 
temperature when the temperature of the material is increased. If a Laves phase 
has a long-chain morphology, liquid can form along with this chain morphology 
at the reheating stage during thermal cycling above the eutectic-forming 
temperature. When combined with the tensile stresses generated at the reheating 
stage, this liquation can easily lead to cracking.  
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Figure 6: Variation in the dendrite structure under different solidification conditions. 

(from Paper A, reprinted with permission) 
 

 
Figure 7: Variation in the Laves-phase morphology under different solidification 

conditions. (from Paper A, reprinted with permission) 
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As the cooling rate increases, the amount of undercooling experienced by the 
liquid increases for a given time. Higher undercooling results in higher excess free 
energy in the liquid, which is consumed by the liquid–solid interface that is created 
(though nucleation and/or growth). When the amount of excess free energy 
becomes large, more liquid–solid interfaces are created per unit area. 
Consequently, the resultant dendritic structure is finer on the length scale. In fine 
dendritic microstructures, the thickness and spacing of the primary and secondary 
dendrite arms become smaller. Therefore, toward the end of solidification, the 
remaining liquid areas are trapped between these fine dendritic structures. This 
results in fine and discrete Laves-phase particles at the end of the solidification. 
When the Laves phase is distributed in the microstructure as discrete and fine 
particles, the propensity for hot-crack formation is reduced, as a continuous liquid 
film is difficult to generate. In addition, as the cooling rate increases, the resultant 
Laves phase area fraction is reduced, as shown in Figure 8.   

 

 
 

Figure 8: Variation of Laves-phase area fraction under different solidification 
conditions. (from Paper A, reprinted with permission) 
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Figure 8: Variation of Laves-phase area fraction under different solidification 
conditions. (from Paper A, reprinted with permission) 
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The model prediction shows good qualitative agreement with the experimental 
observations reported by Nie et al. [50] (see Figure 9). 

 
Figure 9: (a), (c) Variation in the Laves-phase morphology under two different 
solidification conditions and (b), (d) respective experimentally observed Laves 
phase morphology in the microstructure (size: 80 µm x 80 µm). (from Paper A, 

reprinted with permission) 
 

3.7.1.2  Impact of composition segregation 

After non-equilibrium solidification (see Figure 3), solid-state phase 
transformations occur as the temperature continues to fall. The main phases that 
can precipitate in the solid state are γ'/γ″ and δ. Immediately after non-equilibrium 
solidification, there exists a composition gradient from the dendrite core to the 
interdendritic region in the γ matrix. Therefore, the local equilibrium conditions 
and driving forces for solid-state phase transformation change from the dendrite 
core to the interdendritic region.  

Figure 10 shows a simulated Alloy 718 microstructure at the end of 
non-equilibrium solidification in the LMP-DED process, and Figure 11 shows 
the segregated 1-D composition profiles along a line that goes from the dendrite 
core to the interdendritic region. The most segregated elements are Nb and Fe, 
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whereas the least segregated elements are Ti and Al. The generally accepted 
chemical composition formula for both γ″ and δ is Ni3Nb. Therefore, the 
distribution of Nb has a profound effect on the distribution of γ″ and δ. The 
generally accepted chemical formula for γ' is Ni3(Al, Ti). Thus, the distribution of 
Al and Ti affects the distribution of γ'. From the 1-D segregation profiles shown 
in Figure 11, the Al segregation level is quite low, indicating a relatively 
homogenous distribution of Al in the microstructure. However, this is not the 
case for Ti; preferential segregation of Ti is clear, and its distribution could thus 
affect the distribution of γ'. Nevertheless, as the segregation of Nb is higher than 
that of Al and Ti, it can be expected that the variation in the distribution of γ″ is 
more pronounced than that of γ' in the matrix. 

 

 
Figure 10: As-built microstructure at the end of non-equilibrium solidification 

simulation described in section 3.4.2.2. Scale shows the Nb distribution in wt%.  
Domain size: 25 µm × 20 µm. (from Paper A, reprinted with permission) 
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Figure 11: 1–D composition profiles extracted from a line that goes from dendrite 

core to interdendritic region in Figure 10. (from Paper A, reprinted with permission) 
 

To gain insight into the effect of segregation on the local equilibrium conditions 
of Alloy 718, equilibrium volume fraction diagrams were generated using the 
JMatPro software package, considering the composition in the dendrite core and 
the interdendritic region in Figure 11. For comparison, the equilibrium volume 
fraction related to the nominal composition of Alloy 718 was also generated, and 
the results are shown in Figure 12. It can be clearly seen that segregation has a 
direct effect on the equilibrium conditions for γ'/γ″ and δ. Away from the 
dendrite core and close to the interdendritic region, there is an increase in the 
volume fraction of the γ'/γ″ and δ phases; moreover, the equilibrium 
transformation temperature for the phases changes.  
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Figure 12: Equilibrium volume fractions of γ', γ″, and δ predicted using JMatPro for 

nominal, interdendritic, and dendrite core composition. Composition of the 
interdendritic and dendrite core taken from Figure 11. In the calculation of γ″, δ was 

suspended. (from Paper A, reprinted with permission) 
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3.7.1.3 Effect of successive thermal cycling 

Figure 13 shows the time–temperature history of the 1st layer of a 15-layer single-
wall deposited sample. Only measurement data related to the first 6 layers of the 
15-layer deposition sample are shown here. As can be seen from the figure, the 
1st layer is subjected to multiple thermal cycles during the deposition of multiple 
succeeding layers. Figure 14 shows the Nb distribution map at the end of the 1st 
and 2nd thermal cycles. There is no noticeable difference in the Nb distribution 
and the formed Laves phase at the end of the 1st and 2nd thermal cycles. One 
possible reason for this could be that, in the 2nd thermal cycle, the temperature in 
the 1st deposited layer was less than 1000 °C and, therefore, not high enough to 
have an impact on the elemental diffusion and dissolution of the Laves phase. In 
addition, the time that the 1st deposited layer spent above 600 °C during the 2nd 
thermal cycle was ~2 s, which is too short to have any considerable impact on 
elemental diffusion in Alloy 718. Based on these observations, it can be expected 
that there will be a negligible impact on elemental diffusion and the Laves phase 
upon further thermal cycling (3rd, 4th, …). This is also corroborated by the 
experimentally measured Laves Phase+NbC area fraction measurements in the 
1st deposited layer, which revealed no noticeable change with further deposition 
of layers (refer to Figure 15). 

 
Figure 13: Time–temperature history measured at the 1st deposited layer of the 

15-layer single wall sample. Only measurement data related to the first 6 layers of 
the 15-layer deposition sample are shown here. 
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Figure 14: Nb distribution map (a) after the 1st thermal cycle and (b) after the 2nd 

thermal cycle from MICRESS simulations. (from Paper B, reprinted with 
permission) 

 
Figure 16 shows the measured hardness values in the first layer of the LMP-DED 
deposited samples. From the thermal measurements depicted in Figure 13, it can 
be seen that during the deposition of successive layers, the 1st deposited layer 
temperature goes through the γ'/γ'' precipitation window for three consecutive 
thermal cycles. Hence, it is expected that the hardness in the 1st layer might 
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progressively increase following deposition of the 2nd and 3rd layers. However, this 
was not clearly evident from the measured hardness values shown in Figure 16. 
It is plausible that, even though the 1st deposited layer passes through the γ'/γ'' 
precipitation window multiple times, the cumulative time that it spends within the 
precipitation window is inadequate to have a significant impact on the growth of 
γ'/γ'' and, therefore, on the hardness values. However, the situation could be 
different under the thermal conditions shown in Figure 17. 

 
Figure 15: Laves + NbC area fraction in the 1st layer of the deposited samples, with 
varying number of total deposited layers in the single-walled samples. (from Paper 

B, reprinted with permission) 
 

 
Figure 16: Hardness measurements taken at the 1st deposited layer of the 
samples, with varying number of total deposited layers in the single-walled 

samples. (from Paper B, reprinted with permission) 
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Thermal cycle A in Figure 17 illustrates a case where the deposition of multiple 
layers is performed without sufficient inter-pass waiting time to cool down the 
previously deposited material to a temperature close to room temperature. Under 
these conditions, the global temperature of the deposited material rises because 
of heat accumulation. The experimentally measured temperature profile in Tian 
et al. [72] resembles this condition. This rise in the global temperature has an 
effect similar to that of an heat treatment (HT), both to the deposited and to the 
base material, if the temperature is above ~600 °C. If the thermal conditions 
during processing resemble those in thermal cycle A, then this may be thought of 
as in situ ageing HT for the previously deposited material. Therefore, with time, 
γ'/γ″ begins to precipitate in the material, and this precipitation is influenced by 
local compositional segregation in the microstructure. It should be noted that the 
rise in the global temperature (> ~600 °C) also affects the substrate material. The 
amount of γ'/γ″ precipitates in the interdendritic region is larger than that in the 
dendrite core as a result of the higher equilibrium volume fraction expected for 
local variation in the chemical composition. In addition, these precipitates grow 
in size with the time that the material spends in the in situ ageing. This generates 
a gradient of γ'/γ″ precipitates from the interdendritic region to the dendrite core, 
as well as from the bottom to the top of the deposited sample. Therefore, there 
will be a hardness gradient in the material from top to bottom, which was 
experimentally confirmed by Tian et al. [72] (Figures 4 and 7 in their paper).  

 
Figure 17: Schematic representation of different thermal cycles in the LMP-DED 

process. Note that the start of the thermal cycles shows the final solidification. That 
means thermal cycles that cause the first melting and further remelting are not 

shown in this schematic.  
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In Figure 17, the thermal cycle B is similar to thermal cycle A, but the heat 
accumulation is greater; therefore, the rise in the global temperature is higher. 
Such thermal conditions were reported by Li et al. [114] during high-deposition-
rate LM-DED of Alloy 718. In this thermal cycle, the global temperature of the 
material first rises to a higher value (> 1000 °C) and then decreases gradually 
during the deposition process because of heat conduction. When the temperature 
decreases, it passes through both the γ'/γ″ and δ precipitation windows. Thus, in 
this case, γ'/γ″ and δ precipitate in the microstructure. However, their distribution 
is not uniform because of local compositional segregation. As described 
previously, γ'/γ″ and δ predominantly precipitate around the Laves phase in the 
interdendritic region. As the bottom of the sample spends more time at a higher 
temperature than the top, there will be a difference in the amount of γ'/γ″ and δ 
between the bottom and top. Such a heterogeneous distribution along the height, 
as well as from the dendrite core to the interdendritic region, has been reported 
by Li et al. [114].  

It should be noted that for all these thermal cycles, the Laves phase formed during 
the non-equilibrium solidification of a given layer does not significantly change 
because of the thermal cycling that occurs during subsequent layer depositions. 
This is primarily due to the fact that in these thermal cycles, the time-temperature 
conditions are not sufficient to dissolve the Laves phase significantly. Therefore, 
to modify the Laves phase, the process parameters of the LM-DED should be 
changed so that the thermal conditions during non-equilibrium solidification 
change; otherwise, post-HT is necessary to alter the formed Laves phase. It 
should also be noted that the non-equilibrium solidification conditions (thermal 
gradient and cooling rate) can, to a certain degree, change during the deposition 
of the material as a result of the geometry of the deposited part. This could 
influence the Laves phase formation locally during the non-equilibrium 
solidification from the bottom to the top of the build. 

3.7.1.4 Effect of post heat treatments 

The phase transformation during solution treatment and DA of LMP-DED Alloy 
718 was investigated in this study.  

As mentioned in the previous section, the thermal cycle shown in Figure 13 
produces a microstructure with a segregated γ matrix, Laves, and MC phases. The 
presence of compositional segregation in the matrix has a direct effect on the 
phase transformation during different post-HTs. To explain this transformation, 
TTT diagrams, as shown in Figure 18, were generated using the JMatPro software 
package by considering the composition in the dendrite core and the 
interdendritic region from Figure 11. 
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Figure 18: TTT diagram obtained using the JMatPro software package by 

considering compositions in the dendrite core and the interdendritic region in Figure 
11. Dotted lines represent 0.5% precipitation close to the Laves phase, and solid 
lines represent 0.5% precipitation in the dendrite core. (from Paper B, reprinted 

with permission) 
 

The JMatPro predictions indicate that there is a clear difference (more than an 
order of magnitude difference in time) in the precipitation kinetics of γ'/γ″ and δ 
resulting from the compositional segregation. In the interdendritic region, 
precipitates form more rapidly than in the dendrite core. Moreover, the nose of 
the TTT curves related to the interdendritic region (dotted lines) corresponds to 
a higher temperature than that of the curves related to the dendrite core (solid 
lines). Further, ageing treatment is performed to precipitate the strengthening 
phases γ′/γ″. As shown in Figure 12, the equilibrium volume fraction of γ′/γ″ is 
higher in the interdendritic region than in the dendrite core. Accordingly, a high 
volume fraction of γ′/γ″ forms towards the interdendritic region during DA 
treatment. The accelerated phase precipitation kinetics causes γ′/γ″ to precipitate 
at an earlier stage of HT in the interdendritic region than in the dendrite core. 
Hence, the γ′/γ″ precipitates in the interdendritic region experience greater 
growth than those in the dendrite core. From the segregation level of the elements 
forming γ′ and γ″, as shown in Figure 11, it is reasonable to assume that the 
growth of γ′′ is supported more than that of γ′. Therefore, even if the equilibrium 
predictions indicate a high volume fraction for γ′ in the interdendritic region, this 
fraction may not be high compared with that of γ′′. 
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RESULTS AND DISCUSSION 

57 
 

 
Figure 18: TTT diagram obtained using the JMatPro software package by 

considering compositions in the dendrite core and the interdendritic region in Figure 
11. Dotted lines represent 0.5% precipitation close to the Laves phase, and solid 
lines represent 0.5% precipitation in the dendrite core. (from Paper B, reprinted 

with permission) 
 

The JMatPro predictions indicate that there is a clear difference (more than an 
order of magnitude difference in time) in the precipitation kinetics of γ'/γ″ and δ 
resulting from the compositional segregation. In the interdendritic region, 
precipitates form more rapidly than in the dendrite core. Moreover, the nose of 
the TTT curves related to the interdendritic region (dotted lines) corresponds to 
a higher temperature than that of the curves related to the dendrite core (solid 
lines). Further, ageing treatment is performed to precipitate the strengthening 
phases γ′/γ″. As shown in Figure 12, the equilibrium volume fraction of γ′/γ″ is 
higher in the interdendritic region than in the dendrite core. Accordingly, a high 
volume fraction of γ′/γ″ forms towards the interdendritic region during DA 
treatment. The accelerated phase precipitation kinetics causes γ′/γ″ to precipitate 
at an earlier stage of HT in the interdendritic region than in the dendrite core. 
Hence, the γ′/γ″ precipitates in the interdendritic region experience greater 
growth than those in the dendrite core. From the segregation level of the elements 
forming γ′ and γ″, as shown in Figure 11, it is reasonable to assume that the 
growth of γ′′ is supported more than that of γ′. Therefore, even if the equilibrium 
predictions indicate a high volume fraction for γ′ in the interdendritic region, this 
fraction may not be high compared with that of γ′′. 
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Figure 19: MICRESS-simulated AD microstructure at the end of thermal cycles 

similar to thermal cycle-A, and the same microstructure after DA simulation.  
Domain size: 25 µm × 20 µm. Scale shows the Nb distribution in wt%.  

(from Paper A, reprinted with permission) 
 

The effect of element segregation on the precipitation of γ″ during DA MICRESS 
simulations is shown in Figure 19. The results qualitatively agree with the 
experimental observations in [72, 86]. In contrast with the dendrite core, towards 
the interdendritic region, the number density and size of the precipitates increase. 
It can be assumed that because of the lack of γ′′ precipitates, the dendrite core is 
softer than the interdendritic area. Consequently, there is a mechanical property 
gradient from the dendrite core to the interdendritic region. However, at the 
macro level, this DA Alloy 718 microstructure possesses relatively higher strength 
compared with the as-built condition [8]. It should be noted that the temperature 
in the DA treatment is not sufficiently high to dissolve/change the Laves phase 
or grain structure. Thus, the increase in strength in this condition compared with 
the AD condition is due to the precipitation of γ′/γ′′. This raises the fundamental 
question of how DA LMP-DED Alloy 718 can result in relatively higher strength 
(in comparison with AMS5662 wrought standard), even though the distribution 
of strengthening phases is non-uniform in the microstructure. One possible 
reason could be that the microstructure has a property gradient from the dendrite 
core to the interdendritic region. This microstructure can be treated as a 
composite material with a softer phase (dendrite core area) embedded in a hard 
phase (interdendritic area). These two (soft and hard) areas mimic the dendritic 
structure inside the grain. Therefore, the hypothesis is that a hierarchical structure 
with these two regions and its spatial structure inside the grains give rise to higher 
strength on the macroscale. This could be verified using crystal plasticity/finite 
element modelling to study the effect of such a hierarchical microstructure on 
macroscale properties; this will be addressed in future work.  

 

RESULTS AND DISCUSSION 

59 
 

 

 

 
Figure 20: (a) MICRESS simulation showing the microstructure normal to the build 
direction before and after solution treatment at 954 °C/1 h, domain size: 25 µm × 
20 µm; figure shows the Nb distribution in wt%. (b) Experimental microstructure 

normal to the build direction after 954 °C/1 h. (from Paper A, reprinted with 
permission) 

 
Figure 20(a) shows the Nb distribution map of the microstructure after the 
solution heat treatment (at 954 °C for 1 h) simulation. The needle-like phases that 
can be seen in the microstructure represent the δ phase. Some Laves-phase 
particles can be seen in the microstructure, even though a majority of them have 
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solution heat treatment (at 954 °C for 1 h) simulation. The needle-like phases that 
can be seen in the microstructure represent the δ phase. Some Laves-phase 
particles can be seen in the microstructure, even though a majority of them have 
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dissolved. These δ needles (δ phase will look like needles in a 2D cross-section 
and have a platelet morphology in 3D) precipitate close to the Laves phase and in 
the interdendritic region of the microstructure. Nb released during dissolution of 
the Laves phase also tends to diffuse to the surrounding interdendritic areas and 
aid the growth of the δ phase. This observation is qualitatively in agreement with 
the experimentally observed microstructure in a heat-treated 15-layer sample, as 
shown in Figure 20(b), with δ needles [113] observed mostly in the interdendritic 
region, which is predicted by the simulation.  

Normally, the solution HT is used to precipitate the δ phase at the grain 
boundaries, as it is performed below the δ solvus temperature. The presence of 
the δ phase at the grain boundaries has been demonstrated to have a beneficial 
effect on stress rupture ductility and to inhibit the growth tendency of the matrix 
grains during the forging process [115–117]. However, the presence of 
compositional segregation in the AD LMP-DED microstructure causes δ to 
precipitate inside the grains as well because of the presence of multiple 
dendrite/cells inside a single grain. In the interdendritic area, the δ phase 
precipitates and grows in large quantities because of the large equilibrium volume 
fraction (Figure 12) and increased precipitation kinetics (Figure 18).  

3.7.2 Electron beam powder bed fusion 
The results and discussion given in this section are related to the work presented 
in Paper C appended to this thesis. 

3.7.2.1 Effect of elevated powder bed temperature 

Because of the inherent nature of this process, the printed material undergoes 
multiple thermal cycles when successive layers are printed. During this sequential 
printing, the uppermost layers undergo remelting. Depending on the beam 
parameters and movement, the number of layers that are remolten varies. When 
layer melting/remelting occurs, non-equilibrium solidification occurs, as 
discussed in Section 3.3.2. The resulting as-solidified microstructure has a 
segregated dendritic structure, with interdendritic Laves and NbC phases [97, 
108]. Upon building further layers, the microstructure undergoes thermal cycling. 
However, it does not change significantly with the thermal cycles because of their 
shorter exposure time. The most significant effect on the microstructure is 
exerted by the elevated build temperature (> 1000 °C for Alloy 718) that occurs 
during the EB-PBF processing of Alloy 718. This temperature acts as an in situ 
HT and causes microstructural changes. The time that a specific layer undergoes 
this “in situ” heat treatment changes according to the height of the object under 
construction, which creates a gradient in the microstructure from the top to the 
bottom of the sample. Figure 21 shows the measured thermocouple data from 
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the bottom of the build plate. According to the temperature measurements shown 
in Figure 21, it is expected that the powder bed temperature remained above 
1020 °C throughout the building of the samples. Therefore, this elevated 
temperature acted as an “in situ” heat treatment and changed the “as solidified” 
microstructure. 

 
Figure 21: Thermocouple measurement from the bottom of the build plate during 

the EB-PBF process. 
 

Experimental examinations of the microstructure of the sample clearly indicate 
the presence of a microstructure gradient along the build direction. This gradient 
along the build direction was visible when observing the bright particles in the 
interdendritic regions of the microstructure. These particles were confirmed as 
the Laves phase and NbC/(Nb,Ti)(C,N) according to transmission electron 
microscopy (TEM) analysis [97]. The area fractions of these phases were 
measured by image analysis to determine the evolution of the gradients of these 
phases. The measured Laves + NbC/(Nb,Ti)(C,N) area fractions are shown in 
Figure 22. 
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Figure 22: Measured Laves + NbC/(Nb,Ti)(C,N) volume fraction and Nb wt% in the 
dendrite core from top surface of the sample. Shaded areas represent the possible 

last-solidified region not subjected to “in situ” heat treatment. (from Paper C, 
reprinted with permission) 

 
The area fraction of the Laves + NbC/(Nb,Ti)(C,N) phase began to decrease 
gradually as the distance increased, which can be attributed directly to the 
dissolution of the Laves phase during the “in situ” heat treatment. Because of their 
high stability, NbC/(Nb,Ti)(C,N) were not affected by the “in situ” heat 
treatment; thus, their area fractions were expected to remain unchanged with the 
build height. The Laves phase was no longer visible at a depth of ~1800 µm from 
the top surface and was expected to be fully dissolved. This distance of 1800 µm 
is roughly around the 30th layer, counting from the top of the build sample. 
Considering the total build time and the total number of layers, we estimated that 
the 30th layer was exposed to “in situ” heat treatment for roughly 40 min. 

As mentioned before, Nb is considered to be one of the most important alloying 
elements in alloy 718 [90], [50]. The formation of phases such as γ′/γ′′, Laves, 
and δ is directly related to the level of Nb in the microstructure [90]. Nb is also 
the most severely segregated element in the microstructure of Alloy 718, so it is 
relatively easy to measure its segregation. Figure 22 shows the variation in the 
proportion of Nb (Nb wt%) at the centre of the dendrite core as a function of 
the distance from the top surface of the sample. The changes in Nb wt% exhibited 
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the opposite relationship to the variations in the Laves + NbC/(Nb,Ti)(C,N) area 
fractions, thereby indicating that the Nb trapped inside the Laves phase in the 
“solidified” microstructure was released and diffused back into the dendrite core 
as a consequence of the “in situ” heat treatment. At a distance of ~1800 µm from 
the top surface, the Nb wt% in the dendrite core was similar to the nominal 
composition of the powder material used in this study, which indicates that the 
“solidified” microstructure tended to homogenise during the 40-min “in situ” heat 
treatment. 

Figure 23(a) shows the elemental distributions of Nb at the end of the 
solidification simulation. This represents the as-solidified microstructure. The 
formed Laves phase during solidification is observed in the interdendritic region. 
Figure 23(b) shows the Nb distribution change during the “in situ” heat 
treatment along line AB. As can be seen from the simulation data, the segregated 
elements in the as-built condition tended to homogenise after 40 min during the 
“in situ” heat treatment at 1020 °C. This segregation is expected to be reduced by 
further “in situ” heat treatment, and the microstructure is expected to reach its 
nominal composition inside the matrix. However, in the “in situ” simulation, the 
Laves phase was dissolved after ~25 min. The heat treatment simulation of the 
cast microstructure did not indicate the same homogenisation compared with the 
EB-PBF microstructure, as shown in Figure 24(b). Some of the Laves phase still 
remained at the end of the heat treatment simulation for the cast microstructure. 
In contrast, complete dissolution of the Laves phase was achieved in the heat 
treatment simulation of the EB-PBF microstructure, which could have been 
related to the smaller size of the Laves-phase particles in the EB-PBF sample 
compared with the cast Alloy 718. Smaller particles will dissolve in a shorter time 
compared with larger particles. Another reason for the relatively rapid 
homogenisation in the EB-PBF microstructure is the smaller PDAS, as the 
microstructure obtained in the EB-PBF process will have a relatively smaller (~ 
one order of magnitude) PDAS compared with cast products. This difference will 
lead to segregation at a finer scale and a smaller diffusion length for the elements. 
As a consequence, EB-PBF microstructures tend to homogenise more rapidly 
compared with cast microstructures. It has been shown that other AM processes, 
such as LM-DED and selective laser melting of Alloy 718, result in PDAS values 
with a similar order of magnitude to EB-PBF [66, 118], which indicates that the 
segregated microstructures produced in these processes can be homogenised 
rather rapidly compared with cast products. This difference could facilitate the 
design of new heat treatment protocols for AM microstructures. 
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Figure 22: Measured Laves + NbC/(Nb,Ti)(C,N) volume fraction and Nb wt% in the 
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Figure 23: (a) Nb distribution map at the end of non-equilibrium solidification in EB-

PBF, (b) Nb distribution map along line AB during “in situ” heat treatment in EB-
PBF process. (from Paper C, reprinted with permission) 
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Figure 24: (a) Nb distribution map at the end of solidification in cast Alloy 718, (b) 
Nb distribution map along line AB during homogenisation heat treatment in cast 

Alloy 718. (from Paper C, reprinted with permission) 

3.7.3 Critical discussion of the modelling results 
The results and discussion presented in sections 3.7.1 and 3.7.2 provide answers to 
the research questions stated in section 2.1. It has been shown that the multiphase-
field modelling approach described in this thesis is capable of modelling the 
microstructure evolution in AM Alloy 718. This work resulted in a better 
understanding of how the thermal conditions affect the microstructure formation 
during the process and subsequent heat treatments. It should be noted that the 
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Figure 24: (a) Nb distribution map at the end of solidification in cast Alloy 718, (b) 
Nb distribution map along line AB during homogenisation heat treatment in cast 

Alloy 718. (from Paper C, reprinted with permission) 

3.7.3 Critical discussion of the modelling results 
The results and discussion presented in sections 3.7.1 and 3.7.2 provide answers to 
the research questions stated in section 2.1. It has been shown that the multiphase-
field modelling approach described in this thesis is capable of modelling the 
microstructure evolution in AM Alloy 718. This work resulted in a better 
understanding of how the thermal conditions affect the microstructure formation 
during the process and subsequent heat treatments. It should be noted that the 
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modelling approach used in this work can also be used to study the relationships 
between thermal conditions and microstructure formation in other manufacturing 
methods with the restriction of diffusion-controlled phase transformations. 

The overall results presented in this thesis are qualitative. Predicting quantitative 
results at the moment is still a challenge. One of the main reasons for this is the 
errors that were identified in the TCNI8 database, including the fact that the phase 
diagram description for Alloy 718 in the TCNI8 database contains some errors. 
As shown in Paper C, there is a major difference between the Nb concentration 
predicted in the Laves phase and the experimentally observed value. This could 
influence the equilibrium volume fraction and driving force values for the Laves 
phase. In addition, the representation of equilibrium volume fractions for γ′ and 
γ″ in TCNI8 was identified to be wrong. The database predicts a higher volume 
fraction for γ′ than γ″, whereas experimental data [119, 120] show the opposite 
trend. Another reason is the uncertainties associated with the mobility database 
(MOBNI4) used in this work. No experimental validation was performed to this 
extent in this study.  

Another problem that challenges the quantitative prediction of results is the 
correct representation of the frequency of nucleation (time or temperature 
intervals for checking nucleation), the number of nucleation sites, and the initial 
radius of the nucleation seed. In the present work, no calibration was performed 
from this aspect because of the lack of experimental data. Even if the parameters 
related to nucleation were calibrated for a given thermal condition (either given 
constant temperature or given cooling rate), it might be the case that the calibrated 
parameters may not be adopted in another thermal condition. In general, this is a 
fundamental challenge that all microstructure models face. Thus, further research 
is needed to determine the nucleation parameters using detailed experimental 
data. The nucleation parameters used in the present work are either selected based 
on trial and error or with an educated guess. Having said this, the simulation work 
presented in this thesis was able to reveal the important relationships between the 
process conditions and the underlying microstructure formation during the AM 
process, as well as in subsequent heat treatments.  

The interfacial energy is an important parameter in PF simulations, as it influences 
the curvature undercooling and morphology of the phase. According to the 
author’s knowledge, there are no experimentally measured values that are 
available in the literature regarding the interfacial values for the phases considered 
in this study. Therefore, in the present simulations, the interfacial values reported 
in other PF studies of Alloy 718 were used. However, interfacial values for the 
Laves phase were not available in the literature at the time of the modelling work. 
However, a recent work by H. Jin et al. [121] reported the interfacial energy for 
the Laves phase (Ni2Nb) in a Ni matrix. They showed that the most stable version 
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of the Laves phase had an interfacial energy of 4.32E−05 J/cm2. This value is 
approximately one order of magnitude larger than the interfacial value used in the 
modelling work presented in section 3.4.2.1. To investigate the impact of this, the 
simulation that was performed in Section 3.4.2.2 was run with the above Laves-
phase interfacial energy for liquid/Laves and γ/Laves. The results are shown in 
Figure 25. No significant difference was observed regarding either the Laves-
phase morphology or volume fraction.  

 

 
 

Figure 25: As-built microstructure at the end of non-equilibrium solidification 
simulation: (a) with modified Laves phase energy and (b) with Laves phase energy 

given in Table 3. The domain size is 25 µm × 20 µm. 
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of the Laves phase had an interfacial energy of 4.32E−05 J/cm2. This value is 
approximately one order of magnitude larger than the interfacial value used in the 
modelling work presented in section 3.4.2.1. To investigate the impact of this, the 
simulation that was performed in Section 3.4.2.2 was run with the above Laves-
phase interfacial energy for liquid/Laves and γ/Laves. The results are shown in 
Figure 25. No significant difference was observed regarding either the Laves-
phase morphology or volume fraction.  

 

 
 

Figure 25: As-built microstructure at the end of non-equilibrium solidification 
simulation: (a) with modified Laves phase energy and (b) with Laves phase energy 

given in Table 3. The domain size is 25 µm × 20 µm. 
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One of the main drawbacks of PF models is that they are computationally 
demanding; thus, component-scale simulations are still not feasible. However, 
using techniques such as adaptive grids can reduce the computational time 
required for PF simulation. In addition, the adaptive grid will also be helpful for 
resolving the of fine-scale precipitates in a larger grid-size simulation. 

When it comes to post heat treatment simulations related to EB-PBF, no 
simulations were performed in MICRESS. The reason for this is as follows: The 
EB-PBF-built Alloy 718 is commonly subjected to HIP treatment to remove 
defects such as pores and lack of fusions that exist in the as-built material. This is 
usually performed at 1120–1185 °C in an inert atmosphere for 4 h (according to 
ASTM F3055 standard). This means that after HIP treatment, phases such as γ′, 
γ″, and δ will completely dissolve and the chemical composition of the matrix will 
be homogenised. Then, this homogenised matrix will be the starting point for γ′, 
γ″, and δ phase precipitation. In such a scenario, data related to the phase 
transformation aspect in Alloy 718 are already available in the literature [115], 
[117]–[125], and thus modelling was not performed for EB-PBF-built Alloy 718 
heat treatments. 
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Part 2 

4 Elastic property modelling of AM 
Alloy 718 

This chapter provides a short summary related to the modelling work that was 
undertaken to investigate the elastic properties of EB-PBF Alloy 718. For more 
details, the reader is advised to refer to PPaappeerr  DD  appended to this thesis.  

In this study, the anisotropic elastic properties of EB-PBF Alloy 718 was 
modelled using experimentally acquired EBSD data. To compare the results with 
the experimental data, only the EBSD data taken from the hatch region were used. 
Along the build direction, the samples preferentially showed a strong <001> 
crystallographic orientation. This type of texture in the hatch region is commonly 
observed in the EB-PBF Alloy 718 when the samples are built using standard 
Alloy 718 parameters recommended by the equipment manufacturer. Based on 
the crystallographic orientation data gathered from EBSD data and single crystal 
elastic constants, the Young’s modulus values in the build direction and normal 
to the build direction were calculated using object-oriented finite element code, 
OOF2 [131]. The prediction showed good agreement with published data. The 
hatch region of the EB-PBF samples showed significant anisotropic elastic 
properties. The lowest Young’s modulus was observed along the build direction. 
Normal to the build direction, the elastic properties were shown to be isotropic. 
Overall, the elastic behaviour of the hatch region was similar to that of a 
transversely isotropic case. Using the Hill criteria [132], the full anisotropic elastic 
stiffness matrix was calculated. This data is important in component-level finite 
element simulation of EB-PBF build components. It should also be noted that as 
a result of this anisotropy, the mechanical performance of the component will 
change depending on how the build part is oriented in the build chamber. It is 
also worth mentioning that the proposed modelling method can be used to 
evaluate the elastic properties of functionally graded or tailored microstructures 
using AM.  

One can extend this work to predict the flow curves of a material using the crystal 
plasticity finite element approach. However, this was not performed in the current 
study.  
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5 Summary and conclusions 

The research work conducted in this thesis demonstrates microstructure 
modelling work related to AM of Alloy 718. The main objective of this work was 
to utilise a computational modelling approach to gain an understanding of the 
relationships between thermal conditions and microstructure formation during 
AM and the subsequent heat treatment related to Alloy 718. Two different AM 
processes, namely, LMP-DED and EB-PBF, were considered. In addition to 
modelling the alloy system with seven elements, the work presented in this thesis 
is the first modelling (to the best of the authors knowledge) work that involves 
the modelling of actual Laves phase formation in this alloy. The results obtained 
from the modelling work have been published in four peer-reviewed journal 
articles, which are appended to this thesis.   

Based on the results presented in section 3.7, the following conclusions can be 
drawn that provide answers to the research questions defined in section 2.1.  

RQ1: How can the microstructure evolution during additive 
manufacturing and subsequent heat treatments be modelled 
based on the thermal conditions? 

• The combined approach involving multiphase multicomponent PF 
modelling and transformation kinetic modelling can be used to model the 
microstructure formation during AM of Alloy 718 and subsequent heat 
treatments. This approach was able to reveal the important relationships 
between the thermal conditions and microstructure formation. Details 
regarding the modelling approach can be found in Section 3.4 and 3.5.  

RQ2: How do these thermal conditions affect the microstructure 
formation during the additive manufacturing and subsequent 
heat treatments? 

• Solidification conditions (thermal gradient and cooling rate) that occur during 
the AM process do have an impact on the microstructure evolution and the 
resultant Laves phase formation. With an increase in cooling rate, the Laves 
phase volume fraction becomes lower and the morphology tends to become 
discrete particles. The impact of the cooling rate is more pronounced than 
the impact of the thermal gradients (for more details, refer to section 3.7.1.1). 

• Precipitates that formed during deposition do not undergo any significant 
change during subsequent thermal cycles associated with the deposition of 
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subsequent layers, given that the deposition of the subsequent layer does not 
increase the global temperature > 600 °C. If the global temperature were to 
increase above 600 °C, then phase changes would be expected, depending on 
the temperature value (for more details, refer to section 3.7.1.3). 

• In the case of the EB-PBF process, the high build temperature during 
production resulted in an ‘‘in situ’’ heat treatment, which had a 
homogenisation effect on the as-solidified microstructure (for more details, 
refer to section 3.7.2). 

• Because of the smaller dendrite spacing and relatively small Laves phase size, 
AM Alloy 718 exhibited more rapid homogenisation compared with the cast 
material (for more details, refer to section 3.7.2). 

RQ3: How does the segregation of elements that occur during 
solidification affect phase transformation kinetics? 

• Microsegregation of the composition observed in the as-built microstructure 
was shown to change the equilibrium conditions and precipitation kinetics of 
Alloy 718. As a result, excess precipitation of γ'/γ″ and δ is observed in the 
interdendritic region compared with the dendrite core depending on the type 
of heat treatment that is used (for more details, refer to section 3.7.1.2). 

RQ4: How can the elastic properties be predicted based on the 
microstructure?   

• Using the crystallographic orientation data and single crystal elastic constants, 
the elastic properties can be modelled using the finite element method. In 
addition, the Hill criteria could also be used to calculate the full stillness 
matrix. (for more details, refer to chapter 4) 
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6 Future work 

When looking at the recent developments in metal AM, it is evident that metal 
AM has begun to revolutionise the manufacturing industry. It has opened up new 
possibilities for engineers that did not exist with traditional manufacturing 
techniques. Nevertheless, to be able to fully employ its potential, further research 
is needed that provides a solid understanding of the process–microstructure–
property relationships with metal AM. To this end, the main research work 
presented in this thesis utilised a modelling approach to reveal the relationship 
between the thermal condition and microstructure formation in AM of Alloy 718. 
The approach provided in this thesis can also be extended to other alloy systems. 
While providing answers to the research questions defined in this thesis, it was 
identified that further work is needed to fully capitalise on the capability of the 
microstructure modelling framework. It is therefore suggested that future 
research should be aimed at the following areas. 

As mentioned in section 3.7.3, further work is required to determine the nucleation 
parameters of the phases. Detailed experimental work should be performed to 
obtain these nucleation parameters for a variety of alloys. In addition, further 
work is also needed to determine the interfacial energy of the phase boundaries 
as a function of temperature. First-principles calculations using density functional 
theory could shed light on this aspect. The outcome of this research work will 
improve the accuracy and predictability of the microstructure models. 
Thermodynamic databases provided from Thermo-Calc databases also provide 
the values for interfacial energies for the phase boundaries. However, at present, 
the accuracy of these values is questionable. The accuracy of the thermodynamic 
and mobility databases should also be improved. This will not only help to 
improve the microstructure prediction, but will also help to design new alloy 
systems for AM-specific applications.  

In the present study, the elastic interactions were neglected because of the lack of 
elastic data available for each phase. Therefore, future research could aim to 
obtain these values for individual phases. Experimental techniques such as 
nanoindentation can shed light on this aspect. This will help predict the overall 
elastic properties of the predicted microstructure. In addition, the PF models 
provide information related to phase volume fractions and their growth and 
morphology. This information could be used as inputs to constitutive models that 
predict the mechanical properties.  
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Additive manufacturing allows the production of a wide range of grain 
microstructures, from columnar to equiaxed grains, in a single part. Consequently, 
designing HIP and HTs applicable to all these different grain structures will 
definitely be a challenging task, as these structures tend to behave differently 
under post-HIP and HT conditions. Therefore, microstructure models at the 
grain scale could be used to gain an understanding of how temperature and phases 
affect grain growth. To this end, PF models could also be used. However, 
challenges remain when determining parameters related to grain boundary 
energies and mobilities.  

When it comes to mechanical property modelling (eg: tensile stress–strain 
response, fatigue), future research could focus on the crystal plasticity modelling 
approach. This approach can be used to model the tensile behaviour of different 
grain structures and their combinations, as AM has been proven to be a 
manufacturing method that enables local grain structure control. Another 
advantage of AM is that it enables designers to incorporate lattice structures into 
the component to reduce the weight. However, finite element modelling of a full-
scale component with all the actual lattice structures will require a huge amount 
of computational resources and, in some cases, it might not even be practical. 
Hence, homogenisation approaches should be developed to correctly model and 
transfer the mechanical response of the unit cell of a lattice structure to an 
equivalent continuum unit cell model, which can be efficiently used to reduce the 
computational cost. 
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a b s t r a c t 

This paper presents a discussion on the phase-transformation aspects of additively manufactured Alloy 718 dur- 
ing the additive manufacturing (AM) process and subsequent commonly used post-heat treatments. To this end, 
fundamental theoretical principles, thermodynamic and kinetics modeling, and existing literature data are em- 
ployed. Two different AM processes, namely, laser-directed energy deposition and electron-beam powder-bed 
fusion are considered. The general aspects of phase formation during solidification and solid state in Alloy 718 
are first examined, followed by a detailed discussion on phase transformations during the two processes and 
subsequent standard post heat-treatments. The effect of cooling rates, thermal gradients, and thermal cycling 
on the phase transformation in Alloy 718 during the AM processes are considered. Special attention is given 
to illustrate how the segregated composition during the solidification could affect the phase transformations in 
the Alloy 718. The information provided in this study will contribute to a better understanding of the overall 
process–structure–property relationship in the AM of Alloy 718 718. 

1. Introduction 

In recent years, compared with conventional manufacturing meth- 
ods, additive manufacturing (AM) of nickel-based super Alloy 718 s has 
attracted considerable attention in aerospace and power generation ap- 
plications [1] . In AM, a certain part is manufactured using a layer-by- 
layer approach using a 3D-digital model of the part. An important fea- 
ture of this process is that it allows the production of complex, near-net- 
shape objects (even through generative design), with minimal material 
waste. Furthermore, it enables part integration, thus reducing the num- 
ber of assemblies and sub-assemblies required in the fabrication process. 
In addition, it allows manufacturing on demand, thereby reducing the 
need for a large inventory of spare parts. For these reasons, AM is consid- 
ered a suitable manufacturing method for nickel-based super Alloy 718 
components for aerospace and power-generation applications [ 2 , 3 ]. 

However, certain challenges should be overcome before AM could be 
used more effectively in aerospace and power-generation applications. 
One such challenge is to obtain the appropriate microstructure that pro- 
vides the desired mechanical performance to the AM component. During 
the layer-by-layer deposition process, the material undergoes melting, 
solidification, and thermal cycling. This induces a liquid-to-solid phase 
transformation, as well as solid-state transformations. Therefore, the as- 
built microstructure of the component often leads to a heterogeneous 
microstructure with heterogeneous mechanical properties on a macro- 
scopic length scale [1] . To overcome this, the common practice is to use 
suitable post-heat treatment (HT) protocols, with or without hot iso- 

static pressing (HIP), for the as-built part. These HTs further change the 
microstructure according to its composition segregation level, phases, 
and grain structure (morphology and texture). Therefore, to achieve the 
desired properties, it is necessary to understand the phase transforma- 
tions during the formation of the as-built microstructure and under dif- 
ferent HTs before the appropriate optimization is performed. 

This study focuses on understanding the phase transformation of ad- 
ditively manufactured Alloy 718. Specifically, we use fundamental the- 
oretical principles, thermodynamic and kinetics modeling, and existing 
literature data to explain the observed phase changes during the AM 
and post-HT of Alloy 718. Two different AM processes, namely, laser- 
directed energy deposition (L-DED) and electron-beam powder-bed fu- 
sion (EB-PBF) are considered. General aspects of the phase formation 
in Alloy 718 are first examined, followed by a discussion on the phase 
transformations during the two processes and subsequent HTs. 

2. Alloy 718 

Alloy 718 is a nickel–iron-based super Alloy 718. It has been ex- 
tensively used in rocket motors, aircraft engines, nuclear reactors, and 
pumps [4] . The main reasons for its success are its relatively low cost 
and good mechanical as well as corrosion properties at low and inter- 
mediate temperatures [ 5 , 6 ]. However, its use in load-bearing compo- 
nents for elevated-temperature applications is limited to 650 °C ow- 
ing to the strength loss beyond this temperature [7] . The composition 
of Alloy 718 is complex and involves several Alloy 718 ing elements, 
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Fig. 1. Phase precipitation windows ([6,9,12]) 
in Alloy 718during non-equilibrium solidifica- 
tion and in solid-state transformation. 

which are added to obtain the desired microstructure and properties. 
The nominal composition ranges for the Alloy 718 (according to the 
ASTM standard), their effect on the microstructure and crystal structure 
information of the commonly observed phases in Alloy 718 can be found 
in reference [8] . The Alloy 718 microstructure is primarily dominated 
by a face-centered cubic (FCC) 𝛾𝛾 matrix, wherein precipitates such as 
𝛾𝛾 ’/ 𝛾𝛾″ (strengthening phases), 𝛿𝛿, Laves, MC carbides, and nitrides can be 
found [9] . The 𝛿𝛿 phase is the equilibrium phase of the metastable 𝛾𝛾″ . 
The exact microstructure (phase composition, phase distribution, mor- 
phology, and volume fraction) of this Alloy 718 is mainly governed by 
the primary manufacturing technology and successive post-HT condi- 
tions. Fig. 1 shows the reported phase precipitation windows for Alloy 
718. It can be seen that there is an overlap between the 𝛿𝛿 and 𝛾𝛾 ’/ 𝛾𝛾″ pre- 
cipitation windows. Although 𝛿𝛿 is thermodynamically more stable than 
𝛾𝛾″ , 𝛿𝛿 precipitation up to ~900°C is always preceded by 𝛾𝛾″ precipitation 
[ 10 , 11 ]. 

2.1. Non-equilibrium solidification 

During solidification processes, such as casting, welding, and AM, 
Alloy 718 tends to form a dendritic/cellular microstructure [ 9 , 13–15 ], 
the length scale of which varies according to the solidification conditions 
[ 15 , 16 ]. Knorovsky et al. [6] and Antonsson et al. [12] experimentally 
investigated the solidification sequence for Alloy 718. As temperature 
drops in the liquid (L) melt, the L → TiN transformation first occurs above 
the liquidus temperature. The resulting TiN particles occasionally act as 
nucleation sites for carbide precipitation at a later stage in the solidifi- 
cation [12] . However in the context of AM, TiN can also come via the 
feedstock material and could remain unmelt due to their higher melting 
point (2930 °C) [17] . 

When the temperature drops below liquidus, the solidification of the 
primary 𝛾𝛾 phase takes place. During the solidification of the 𝛾𝛾 matrix, 
segregation of Alloy 718 ing elements is typically observed [9] . This is 
because the solubility of the Alloy 718 ing elements in the matrix phase 
is different from that in the liquid. Elements such as Nb, Mo, and Ti, 
which have a low solubility limit in the matrix, tend to segregate to the 
liquid. Elements such as Cr, Fe, and Al, which have a high solubility 
limit in the solid, tend to be trapped in the solid. This segregation alters 
the local thermodynamics of Alloy 718 and, hence, the driving force 
for phase formation. Therefore, phases such as Laves and NbC begin to 
form in the interdendritic liquid region during solidification. Owing to 
their low solubility in the matrix, Nb and C are continuously rejected 
into the liquid. As the matrix grows, the Nb and C compositions in the 
liquid reach a level that enables NbC formation. This reaction consumes 
Nb and the majority of C in the remaining liquid, shifting the remaining 
liquid composition back to a lower level. As 𝛾𝛾 grows further, the segrega- 
tion of Nb in the remaining liquid prompts another eutectic reaction L →

𝛾𝛾 + Laves, which terminates the solidification process. This is referred to 
as non-equilibrium solidification ( Fig. 1 ). In the context of AM of Alloy 
718, the formed primary carbides and nitrides during non-equilibrium 
solidification do not change (in terms of size and distribution) notice- 
ably at low temperatures owing to their stability at these temperatures. 
Therefore, in this study, the focus is on understanding the transforma- 
tion of the 𝛾𝛾 ’/ 𝛾𝛾″ , 𝛿𝛿, and Laves phases. 

2.2. Effect of solidification conditions on non-equilibrium solidification 

The partitioning of the elements and the level of segregation depend 
on the solidification conditions of the process, and it affects the forma- 
tion of the secondary phases [12] during non-equilibrium solidification. 

Antonsson et al. [12] studied the effect of the cooling rate (from 
2.5 × 10 − 1 to 2 × 10 4 °C/s) on the solidification of Alloy 718. During 
the rapid solidification that occurs at higher cooling rates ( > 10 4 °C/s), it 
was observed that the interdendritic region contains less Nb, and Laves 
phases are not present. Owing to the rapid solidification, the solutes 
become trapped in the moving solid/liquid interface because of the in- 
complete solute partitioning [18] . This results in less Nb segregation to 
the interdendritic liquid and hence insufficient concentration for Laves- 
phase formation. In contrast, during slower solidification (similar to the 
conditions in traditional casting), the interdendritic region was observed 
to have more dominant Nb and Laves phases. 

However, in laser-beam powder-bed fusion (LB-PBF) of Alloy 718, 
Laves-phase formation is observed under non-equilibrium solidification 
conditions [ 19 , 20 ], even though the reported cooling rates during the 
solidification of the melt pool are in the order of 10 5 °C/s [ 21 , 22 ]. This 
contradicts the observation made by Antonsson et al., highlighting the 
fact that one cannot simply use the cooling rate alone as a criterion to 
describe whether the solidification process would result in Laves-phase 
formation; rather, one should also consider the solid–liquid interface 
velocity, thermal gradients, and undercooling conditions [18] . In the 
literature on the microstructure of additively manufactured Alloy 718, 
it has been demonstrated that Laves phases are present, implying that 
non-equilibrium solidification conditions occur [23–26] . This indicates 
that the solidification conditions during these processes do not trap a 
significant fraction of Alloy 718 ing elements in the moving solid/liquid 
interface, allowing the occurrence of element partition and hence Laves- 
phase formation (see Fig. 2 ). 

The presence of Laves phases in the microstructure has a negative 
effect on the mechanical properties of Alloy 718(tensile strength, duc- 
tility, fatigue life, and fracture toughness) [ 29 , 30 ], owing to its brittle 
nature. Usually, liquation cracking is often observed in the microstruc- 
ture when Laves phases are present in a long-chain morphology [30] . 
The low melting point of the Laves phase and the long-chain morphology 
will promote liquation cracking. As the Laves phase forms toward the 
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Fig. 2. Microstructures obtained from different process, exhibiting the formed Laves + NbC (white precipitates) at the end of non-equilibrium solidification. In 
L-DED, EB-PBF, and LB-PBF, the build direction is from bottom to top. 
Source: Sources: cast [12] , welding [27] , L-DED [15] , EB-PBF [14] and LB-BPF [28] . 

end of non-equilibrium solidification, its morphology is directly related 
to the morphology of the dendritic structure at that time. Therefore, by 
changing the dendrite morphology during the solidification process, the 
morphology of the Laves phase can be changed and potentially affect 
the propensity for liquation cracking. 

It is well known in the casting and welding community that the den- 
dritic structure during the solidification process can be altered by chang- 
ing the solidification conditions, that is, thermal gradient ( G ), cooling 
rate ( ̇𝑇𝑇 ) , and liquid–solid interface velocity ( 𝑅𝑅 = 𝑇̇𝑇 𝐺𝐺 ) [ 31 , 32 ]. This is 
true in the case of AM of Alloy 718 as well, where it can be achieved by 
changing the process parameters that directly affect the thermal condi- 
tions in the melt pool. Depending on these conditions, the resulting den- 
dritic structure could have a columnar, equiaxed, or mixed morphology 
[ 33 , 34 ]. 

The effect of the thermal gradient (from bottom to top in the domain) 
and cooling rate on the dendritic structure of Alloy 718 is shown in 
Fig. 3 . These results were obtained from multiphase-field simulations 
of Alloy 718 under different thermal conditions. Information about this 
modelling is presented in Appendix A. 

It can be seen in Fig. 3 (a) that the dendritic structure during so- 
lidification changes with the cooling rate and thermal gradient. This 
ultimately affects the size and morphology of the Laves-phase parti- 
cles, as shown in Fig. 3 (b). At low cooling rates, the dendritic struc- 
ture is coarser. Therefore, the resultant Laves-phase structure is also 
coarse, and its morphology tends to the long-chain form, which has 
been demonstrated to have a negative effect on the microstructure, as it 
promotes liquation cracking [30] . As Laves phases form during the final 
solidification stage, they begin to melt around the eutectic-forming tem- 
perature when the temperature of the material is raised. If a Laves phase 
has a long-chain morphology, liquid can form along with this chain 
morphology at the reheating stage during thermal cycling above the 
eutectic-forming temperature. When combined with the tensile stresses 
generated at the reheating stage, this liquation can easily lead to crack- 
ing. 

As the cooling rate increases, the amount of undercooling experi- 
enced by the liquid becomes higher for a given time. Higher undercool- 
ing results in higher excess free energy in the liquid, which is consumed 
by the liquid-solid interface that is created (though nucleation and/or 

growth). When the amount of excess free energy becomes large, more 
and more liquid–solid interfaces are created per unit area. Consequently, 
the resultant dendritic structure is finer on the length scale. In fine den- 
dritic microstructures, the thickness and spacing of the primary and sec- 
ondary dendrite arms become smaller. Therefore, toward the end of the 
solidification, the remaining liquid areas are trapped between these fine 
dendric structures. This results in fine and discrete Laves-phase particles 
at the end of the solidification. When the Laves phase distributes in the 
microstructure as discrete and fine particles, the propensity for hot-crack 
formation is reduced, as a continuous liquid film is difficult to generate. 
In addition, as the cooling rate increases, the resultant Laves-phase area 
fraction is reduced, as shown in Fig. 3 (c). 

2.3. Solid-state phase transformation after non-equilibrium solidification 

After non-equilibrium solidification, solid-state phase transforma- 
tions take place as the temperature continues to fall. The main phases 
that can precipitate in the solid state are 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿. Immediately after 
non-equilibrium solidification, there exists a composition gradient from 
the dendrite core to the interdendritic region in the 𝛾𝛾 matrix. Therefore, 
the local equilibrium conditions and driving forces for solid-state phase 
transformation change from the dendrite core to the interdendritic re- 
gion [ 24 , 35 , 36 ]. 

Fig. 4 shows a simulated Alloy 718 microstructure at the end of a 
non-equilibrium solidification [23] in the L-DED process and the segre- 
gated 1-D composition profiles along a line from the dendrite core to 
the interdendritic region. Reader is refered to [23] for details about the 
modelling work. In this simulation, Alloy 718 is modeled as a seven- 
element system with Ni-Fe-Cr-Mo-Nb-Ti-Al. The most segregated ele- 
ments are Nb and Fe, whereas the least segregated are Ti and Al. The 
generally accepted chemical composition formula for both 𝛾𝛾″ and 𝛿𝛿 is 
Ni 3 Nb [4] . Therefore, the distribution of Nb has a profound effect on the 
distribution of 𝛾𝛾″ and 𝛿𝛿. The generally accepted chemical formula for 𝛾𝛾 ’ 
is Ni 3 (Al, Ti) [4] . Thus, the distribution of Al and Ti affects the distri- 
bution of 𝛾𝛾 ’. These modeling results agree well with the experimental 
observations made by Sui et al. [4] . From the 1-D segregation profiles, 
the Al segregation level is quite low, indicating a relatively homogenous 
distribution of Al in the microstructure. However, this is not the case for 
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Fig. 3. (a) Variation in the dendrite structure under 
different solidification conditions. 
(b) Variation in the Laves-phase morphology under dif- 
ferent solidification conditions. 
(c) Variation of Laves-phase area fraction under differ- 
ent solidification conditions. 
Both (a) and (b) were taken at the end of non- 
equilibrium solidification simulation described in Ap- 
pendix A. Domain size is 80 μm × 80 μm. 
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Fig. 4. (a) As-built microstructure at the end of non-equilibrium solidification 
simulation performed using MICRESS, domain size 25 μm × 20 μm. Scale shows 
the Nb distribution in wt%. 
(b) 1D composition profiles extracted from a multiphase field simulation at the 
end of the non-equilibrium simulation. 
Note: Simulation results were taken from a previous simulation work published 
in [23] . 

Ti; preferential segregation of Ti is clear, and thus its distribution could 
affect the distribution of 𝛾𝛾 ’. Nevertheless, as the segregation of Nb is 
higher than that of Al and Ti, it can be expected that the variation in 
the distribution of 𝛾𝛾″ is more pronounced than that of 𝛾𝛾 ’ in the matrix. 

To gain insight into the effect of segregation on the local equilibrium 
conditions of Alloy 718, equilibrium volume fraction diagrams were 
generated using the JMatPro (JMatPro is a trademark of Sun Microsys- 
tems, Inc - ver10.2) software package considering the composition in 
the dendrite core and the interdendritic region in Fig. 4 . For compari- 
son, the equilibrium volume fraction related to the nominal composition 
of Alloy 718 was also generated, and the results are shown in Fig. 5 . It 
can be clearly seen that segregation has a direct effect on the equilib- 
rium conditions for 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿. Away from the dendrite core and close 
to the interdendritic region, there is an increase in the volume fraction 
for the 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 phases; moreover, the equilibrium transformation 
temperature for the phases changes. 

Fig. 5. Equilibrium volume fractions of 𝛾𝛾 ’, 𝛾𝛾″ , and 𝛿𝛿 predicted using JMatPro 
for nominal, interdendritic, and dendrite core composition. Composition for the 
interdendritic and dendrite core was taken from Fig. 4 (b). In the calculation of 
𝛾𝛾″ , 𝛿𝛿 was suspended. 

2.4. Effect of cooling rate on solid-state phase transformation after 
non-equilibrium solidification 

The solid-state phase transformation in Alloy 718 is a diffusion- 
controlled process. That is, the phase transformation is affected by el- 
ement diffusion. As the element diffusion coefficient in the 𝛾𝛾 phase is 
lower than that in the liquid phase, the extent of solid-state phase trans- 
formation is influenced by the cooling rate of the process. In the case of 
slow cooling (as in traditional casting) shown in Fig. 6 , the as-solidified 
material spends a relatively longer time in the precipitation windows of 
the 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 phases. Therefore, there is sufficient time for phase nu- 
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Fig. 6. Schematic representation of slow and 
fast cooling. 

Fig. 7. (a) SEM image of the interdendritic area of an as-cast Alloy 718. 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 phases have precipitated around the Laves. Taken from [9] . 
(b) Nano-SEM image of the interdendritic region of LMDED Alloy 718. 𝛾𝛾 ’/ 𝛾𝛾″ has precipitated around the Laves phase. Taken from [38] . 

cleation and growth. At the end of the slow cooling process, 𝛾𝛾 ’/ 𝛾𝛾″ and 
𝛿𝛿 phases can be observed in the microstructure. These tend to nucle- 
ate and grow in size primarily in the segregated interdendritic regions 
(close to Laves phases that are also present), as in the case of cast Alloy 
718( Fig. 7 (a)) [37] . The reason for this is similar to the explanation of 
the segregation affecting the equilibrium conditions and inducing phase 
transformation in Alloy 718. The size growth of these phases is also sup- 
ported by the high element concentration in the interdendritic region. 
However, as the segregation of Nb is comparatively higher than that of 
Al and Ti, the growth of the 𝛾𝛾″ and 𝛿𝛿 phases in the interdendritic region 
is expected to be higher compared to that of the 𝛾𝛾 ’ phase. 

In the case of rapid cooling (as in AM), as shown in Fig. 6 , the as- 
solidified material spends a small amount time in the precipitations win- 
dows of 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿. Therefore, these phases only have a short period 
time for nucleation and growth in the microstructure. The precipita- 
tion, in this case, is likely to occur in interdendritic regions owing to the 
compositional segregation. However, the size of the 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 phases is 
quite small compared with that of the cast material upon initial cooling 
to temperatures below 500 °C. In an experimental study by Segerstark 
et al. [38] , where transmission electron microscopy was used, nano-size 
precipitation of 𝛾𝛾 ’/ 𝛾𝛾″ was observed in the interdendritic region of the 
final layer of material that had been deposited through laser metal pow- 
der directed energy deposition. However, no 𝛿𝛿 phase was observed in 

the as-built microstructure. It is interesting to note that the 𝛿𝛿 phase pre- 
cipitates in the interdendritic region when the process has slow cooling 
(as in casting), but not when the process has faster cooling (as in AM). 
The time that the microstructure spent in the 𝛿𝛿 precipitation window in 
AM is shorter than that during casting ( Fig. 5 ). Thus, there is more time 
for the 𝛿𝛿 phase to grow in casting. 

This implies that the final microstructure of Alloy 718 is influenced 
by the cooling rate of the process, and therefore different microstruc- 
tures resulting from different process conditions will respond differently 
when subjected to further HTs. 

3. Laser-directed energy deposition 

Laser-directed energy deposition is a directed energy deposition AM 
process, where laser energy is directed and focused into a narrow re- 
gion in the substrate/previously deposited layer, melting both the sub- 
strate/previously deposited layer and the feedstock material that is be- 
ing deposited. The latter can be in the form of either powder or wire. 
This method is widely used to repair corroded and worn gas-turbine 
components because it involves minimal distortion and dilution [36] . 
Moreover, it is used to construct small components or add features to, 
for instance, cast components, thus adding complexity to products [2] . 
Thereby, the cost of components with complex features can be reduced. 
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Fig. 8. Schematic representation of different 
the thermal cycles in L-DED process. 
Note that the start of the thermal cycles shows 
the final solidification. That means thermal cy- 
cles that cause the first melting and further 
remelting are not shown in this schematic. 

3.1. Phase formation during L-DED of Alloy 718 

Owing to the inherent nature of L-DED, the material undergoes mul- 
tiple thermal cycles when adjacent tracks/beads are deposited. Depend- 
ing on the nature of these thermal cycles, phase transformations occur, 
resulting in different microstructures that contain different phases and 
phase fractions. 

In L-DED, during the solidification of Alloy 718, phase transforma- 
tions occur as described in Section 2 . After the solidification of the 
material, the underlying microstructure has a segregated dendritic mi- 
crostructure with interdendritic Laves and NbC phases [23] . Thereafter, 
this microstructure undergoes changes during the ensuing thermal cy- 
cles owing to the subsequent material deposition. For a better under- 
standing of the solid-state phase transformation during this thermal cy- 
cling, we consider the thermal cycles shown in Fig. 8 . These thermal 
cycles resemble the thermal conditions that are typically encountered 
during material deposition. 

In thermal cycle A, there is sufficient time between the deposition of 
successive layers so that the material addition does not cause a rise in 
the global temperature of the deposited material. This type of thermal 
cycling resembles the thermal cycles reported in [ 23 , 38 , 39 ]. In this case, 
even though the temperature goes through the precipitation windows of 
𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 during the thermal cycling, no significant phase transforma- 
tion is observed. This is because the time that the material spends in 
these precipitation windows is quite short. Thus, diffusion and hence 
phase growth cannot occur. In addition, this type of thermal cycling 
does not significantly affect the Laves phases formed during the first cy- 
cle. This has been experimentally demonstrated in [23] . However, the 
situation may be different under such thermal conditions as those in 
thermal cycle B. 

Thermal cycle B illustrates a case where the deposition of multi- 
ple layers is performed without sufficient inter-pass waiting time to 
cool down the previously deposited material to a temperature close to 
room temperature. In these conditions, the global temperature of the 
deposited material rises owing to heat accumulation. The experimen- 
tally measured temperature profile in Tian et al. [36] resembles such 
a condition. This rise in the global temperature has an effect similar to 
that of an HT, both to the deposited and to the base material, if the tem- 
perature is above ~600°C. If the thermal conditions during processing 
resemble those in thermal cycle B, then this may be thought of as in situ 
ageing HT for the previously deposited material. Therefore, with time, 
𝛾𝛾 ’/ 𝛾𝛾″ begins to precipitate in the material, and this precipitation is in- 
fluenced by the local compositional segregation in the microstructure. 
It should be noted that the rise in the global temperature ( > ~600°C) 
also affects the substrate material. The amount of the 𝛾𝛾 ’/ 𝛾𝛾″ precipitate 
in the interdendritic region is larger compared with that in the dendrite 

core owing to the higher equilibrium volume fraction expected for local 
variation in the chemical composition. In addition, these precipitates 
grow in size with the time that the material spends in the in situ ageing. 
This generates a gradient of 𝛾𝛾 ’/ 𝛾𝛾″ precipitates from the interdendritic 
region to the dendrite core, as well as from the bottom to the top of the 
deposited sample. Therefore, there will be a hardness gradient in the 
material from top to bottom, which was experimentally confirmed by 
Tian et al. [36] ( Figs. 4 and 7 in their paper). 

Thermal cycle C is similar to thermal cycle B, but the heat accumu- 
lation is greater; therefore, the rise in the global temperature is higher 
than that in thermal cycle B. Such a thermal condition was reported 
by Z. Li et al. [40] during high-deposition-rate L-DED of Alloy 718. In 
this thermal cycle, the global temperature of the material first rises to 
a higher value ( > 1000°C) and then drops gradually during the depo- 
sition process owing to heat conduction. When the temperature drops, 
it passes both the 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 precipitation windows. Thus, in this case, 
𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 precipitate in the microstructure. However, their distribu- 
tion is not uniform owing to the local compositional segregation. As 
described previously, 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 predominantly precipitate around the 
Laves phase in the interdendritic region. As the bottom of the sample 
spends more time at a higher temperature than the top, there will be 
a difference in the amount of 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 between the bottom and top. 
Such a heterogenous distribution along the height as well as from the 
dendrite core to the interdendritic region has been reported by Z. Li 
et al. [34] . 

It should be noted that for all these thermal cycles, the Laves phase 
formed during the non-equilibrium solidification of a given layer does 
not significantly change owing to the thermal cycling that occurs dur- 
ing subsequent layer depositions. This is primarily due to the fact that in 
these thermal cycles, the time-temperature conditions are not sufficient 
to dissolve the Laves phase significantly. Therefore, to modify the Laves 
phase, the process parameters of the L-DED should be changed so that 
the thermal conditions during non-equilibrium solidification change; 
otherwise, post-HT is necessary to alter the formed Laves phase. In 
should also be noted that the non-equilibrium solidification conditions 
(thermal gradients and cooling rates) can, to a certain degree, change 
during the deposition of the material owing to the geometry of the de- 
posited part. This could influence the Laves phase formation locally dur- 
ing the non-equilibrium solidification from bottom to top of the build. 

3.2. Phase transformation during heat treatment of L-DEDed Alloy 718 

Heat treatments (homogenization, solution treatment, and ageing) 
are often used for Alloy 718 to remove compositional segregation and 
obtain the appropriate phase distribution so that desired mechanical 
properties for the required application may be obtained. Depending on 



C. Kumara, A.R. Balachandramurthi and S. Goel et al. Materialia 13 (2020) 100862 

Table 1 
Standard heat treatment as per AMS5383 for cast Alloy 718 

Homogenization Solution treatment Ageing 

1093 ± 14°C for 1~2 h, followed by air 
cooling or faster cooling 

(954~982) ± 14°C for more than 1 h, followed 
by air cooling or faster cooling 

718 ± 8°C for 8 h, furnace cool to 621 ± 8°C at 55 ± 
8°C/h, hold at 621 ± 8°C for 8 h, followed by air cooling 

Fig. 9. TTT diagram obtained using the JMatPro software package by consider- 
ing compositions in the dendrite core and the interdendritic region in Fig. 4 (b). 
Dotted lines represent 0.5% precipitation close to Laves phase, and solid lines 
represent 0.5% precipitation in the dendrite core. 

the initial microstructure and the final application, different HT combi- 
nations can be used. 

In L-DED Alloy 718, the as-deposited (AD) microstructure varies ac- 
cording to the thermal conditions of the process, as described previously. 
Therefore, the HTs could be prepared according to the AD microstruc- 
ture. In addition, the selection of HT is be influenced by the final appli- 
cation. For example, if L-DED was used to repair damaged or worn-out 
components, then the HT should be selected so that the base material of 
the component that is in fully heat-treated condition is not affected. 

In the literature on post-HT for L-DED Alloy 718, the commonly used 
HTs are as per the AMS 5383 standard, which was originally developed 
for cast Alloy 718[ 4 , 27 , 41–47 ]. The details of this standard are shown 
in Table 1 . Direct ageing (DA), solution treatment and ageing (STA), 
homogenization and STA (HSTA), and homogenization and ageing (HA) 
are the common HTs used for L-DED Alloy 718. 

3.2.1. Phase transformation during heat treatment of a microstructure 
resulting from thermal cycle A 

As mentioned in the previous section, thermal cycle A produces a 
microstructure with segregated 𝛾𝛾 matrix, Laves, and MC phases. The 
presence of the compositional segregation in the matrix has a direct ef- 
fect on the phase transformation during different post-HTs. To explain 
this transformation, time-temperature transformation (TTT) diagrams, 
as shown in Fig. 9 , were generated using the JMatPro software package 
by considering the composition in the dendrite core and the interden- 
dritic region from Fig. 4 (b). 

The JMatPro predictions indicate that there is a clear difference 
(more than an order of magnitude difference in time) in the precipi- 
tation kinetics of 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 owing to the compositional segregation. 
In the interdendritic region, precipitates form more rapidly than in the 
dendrite core. Moreover, the nose of the TTT curves related to the in- 
terdendritic region (dotted lines) corresponds to a higher temperature 
than that of the curves related to the dendrite core (solid lines). Further, 
ageing treatment is performed to precipitate the strengthening phases 
𝛾𝛾 ′ / 𝛾𝛾 ′′ . As shown in Fig. 5 , the equilibrium volume fraction of 𝛾𝛾 ′ / 𝛾𝛾 ′′ is 
higher in the interdendritic region than in the dendrite core. Accord- 

ingly, a high volume fraction of 𝛾𝛾 ′ / 𝛾𝛾 ′′ forms toward the interdendritic 
region during DA treatment. The accelerated phase precipitation kinet- 
ics causes 𝛾𝛾 ′ / 𝛾𝛾 ′′ to precipitate at an earlier stage of the HT in the inter- 
dendritic region than in the dendrite core. Hence, the 𝛾𝛾 ′ / 𝛾𝛾 ′′ precipitates 
in the interdendritic region experience greater size growth than those in 
the dendrite core. From the segregation level of the elements forming 𝛾𝛾 ′ 
and 𝛾𝛾 ′′ , as shown in Fig. 5 , it is reasonable to assume that the growth of 
𝛾𝛾 ′′ is supported more than that of 𝛾𝛾 ′ . Therefore, even if the equilibrium 
predictions indicate a high volume fraction for 𝛾𝛾 ′ in the interdendritic 
region, this fraction may not be high compared with that of 𝛾𝛾 ′′ . 

The effect of element segregation on the precipitation of 𝛾𝛾″ during 
DA MICRESS simulations performed using the AD microstructure related 
to thermal cycle A is shown in Fig. 10 (see Appendix B for modeling de- 
tails). The results qualitatively agree with the experimental observations 
[ 36 , 38 ]. In contrast with the dendrite core, toward the interdendritic re- 
gion, the number density and size of the precipitates increase. It can be 
assumed that owing to the lack of 𝛾𝛾 ′′ precipitates, the dendrite core is 
softer than the interdendritic area. Consequently, there is a mechanical 
property gradient from the dendrite core to the interdendritic region. 
However, at the macro level, this DA Alloy 718 microstructure possesses 
a relatively higher strength than in the as-built condition, as shown in 
Fig. 11 . It should be noted that the temperature in DA treatment is not 
sufficiently high to dissolve/change a Laves phase or grain structure. 
Thus, the increase in strength in this condition compared with the AD 
condition is due to the precipitation of 𝛾𝛾 ′ / 𝛾𝛾 ′′ . This raises the fundamental 
question of explaining how DA L-DED Alloy 718 can result in relatively 
higher strength (in comparison with AMS5662 wrought standard) even 
though the distribution of strengthening phases is non-uniform in the 
microstructure. A possible reason could be that the microstructure has 
a property gradient from the dendrite core to the interdendritic region. 
This microstructure could be treated as a composite material having 
a softer phase (dendrite core area) embedded in a hard phase (inter- 
dendritic area). These two (soft and hard) areas mimic the dendritic 
structure inside the grain. Therefore, our hypothesis is that a hierarchi- 
cal structure with these two phases and its spatial structure inside the 
grains give rise to the higher strength on the macro scale. This could be 
verified by using crystal plasticity/finite element modeling to study the 
effect of such a composite microstructure on macroscale properties; this 
is left for future work. 

Solution treatment and ageing is another type of HT that is used in 
L-DED Alloy 718. Here, the AD microstructure is first subjected to solu- 
tion treatment followed by ageing. The solution treatment according to 
AMS5383 is used to precipitate the 𝛿𝛿 phase at the grain boundaries, as 
it is performed below the 𝛿𝛿 solvus temperature. The presence of the 𝛿𝛿
phase at the grain boundaries has been demonstrated to have a benefi- 
cial effect on stress rupture ductility, and to inhibit the growth tendency 
of the matrix grains during the forging process [48–50] . However, the 
presence of a compositional segregation in AD L-DED microstructure 
causes 𝛿𝛿 to precipitate inside the grains as well, owing to the presence of 
multiple dendrite/cells inside a single grain. In the interdendritic area, 
the 𝛿𝛿 phase precipitates and grows in large quantities owing to the large 
equilibrium volume fraction ( Fig. 5 ) and increased precipitation kinet- 
ics ( Fig. 9 ). In addition, the Laves phase in the AD structure is also dis- 
solved to some extent. However, the amount of dissolution depends on 
the solution treatment temperature. At low temperatures, the dissolu- 
tion of the Laves phase is slower. This is evident from the simulations 
performed by C. Kumara et al. [23] and the experimental observations 
[ 38 , 42 , 51 ] ( Fig. 12 ). Similar observations have been made for laser- 
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Fig. 10. MICRESS simulated AD microstructure at the end of thermal cycles similar to thermal cycle-A, and the same microstructure after DA simulation. 
Domain size 25 μm × 20 μm. Scale shows the Nb distribution in wt%. 
Note: See Appendix B for details about the modelling work. 

Fig. 11. Ultimate tensile strength vs elongation of 
L-DED Alloy 718. Data taken from [ 4 , 27 , 41–47 ]. 
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Fig. 12. Precipitation of 𝛿𝛿 phase in the interdendritic region in L-DED microstructures subjected to solution treatment. 
(a) MICRESS simulation showing the microstructure normal to the build direction before and after solution treatment at 954°C/1 h, domain size 25 μm × 20 μm: 
Fig. shows the Nb distribution in wt%. 
Note: MICRESS simulation results were taken from a previous simulation work published in [23] . 
(b) Microstructure normal to the build direction after 954°C/1 h [23] . 
(c) Microstructure parallel to the build direction after 954°C/1 h [38] . 
(d) Microstructure parallel to the build direction after 900°C/20 min [51] . 

welded Alloy 718 subjected to solution treatment [27] . The amount of 
𝛿𝛿 that precipitates in the interdendritic region is also affected by the so- 
lution treatment temperature. The volume fraction of 𝛿𝛿 is higher for a 
solution treatment at 954 °C than at 980 °C (see Fig. 5 ). No evidence of 
precipitation of 𝛾𝛾 ′ / 𝛾𝛾 ′′ has been reported in the literature at the solution 
treatment temperatures even though the JMatPro predictions indicate 
that there could be a possibility of 𝛾𝛾 ′ / 𝛾𝛾 ′′ precipitation (see Fig. 9 ). As 
𝛿𝛿 is rich in Nb, its precipitation consumes a certain level of Nb from 
the matrix phase. Therefore, during ageing HT (after the solution treat- 
ment), a lower volume fraction of 𝛾𝛾 ′′ could be expected than during DA. 
As the 𝛿𝛿 phase is incoherent with the 𝛾𝛾 matrix, it does not contribute to 
the strength of the Alloy 718 as much as the coherent and semicoherent 
𝛾𝛾 ′ and 𝛾𝛾 ′′ phases, respectively. 

Homogenization HT is performed to dissolve the non-equilibrium 
Laves phase and homogenize the compositional segregation resulting 
from the non-equilibrium solidification. L-DED Alloy 718 produces 
a microstructure with a finer length scale than that in cast Alloy 

718. Therefore, the Laves phase in L-DED Alloy 718 has a smaller 
size. In addition, L-DED produces a smaller dendritic structure than 
in the cast material. Thus, its compositional segregation length scale 
is smaller. Consequently, the homogenization kinetics of L-DED Al- 
loy 718 is faster than that of cast Alloy 718; this is evident in the 
study by Shang Sui et al. [52] . As the homogenization temperature 
increases, the dissolution of the Laves phase is faster, and eventu- 
ally homogenization of the composition will occur. However, whether 
this treatment results in a fully homogenized matrix without any 
Laves phases depends on the Laves particle size, dendrite arm spac- 
ing, HT temperature, and time. During the treatment, 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿
do not form in the material, as the temperature is above their pre- 
cipitation temperature window. In addition, MC present in the mi- 
crostructure is not affected significantly, and grain growth is com- 
monly observed [ 4 , 25 , 43 , 45 ]. Similar observations can be made regard- 
ing the homogenization of microstructures formed by thermal cycles B 
and C. 
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If STA or DA were to be performed after homogenization HT, the 
phase transformation kinetics would be different, as the chemical com- 
position in the 𝛾𝛾 matrix is different from that in the AD condition. Owing 
to the relatively homogenized composition in the 𝛾𝛾 matrix after homoge- 
nization HT, the 𝛿𝛿 phase tends to precipitate mainly at grain boundaries 
during the 1 h solution treatment of STA [ 25 , 43 , 53 ]. At a grain bound- 
ary, the nucleation energy barrier for solid-state precipitation of a phase 
is less than that of the defect-free matrix [54] . In addition, 𝛿𝛿 could also 
precipitate at twin boundaries within the grains because a twin bound- 
ary also has a lower energy barrier for nucleation [55] . The amount of 
𝛿𝛿 that precipitates during the 1 h solution treatment is below the equi- 
librium volume fraction of 𝛿𝛿 at that temperature; this is evident from 
the study by S. Azadian et al. [11] . Therefore, the precipitated 𝛿𝛿 dur- 
ing the solution treatment does not consume the Nb entirely, and there 
remains a sufficient amount of Nb to precipitate 𝛾𝛾″ during ageing HT. 
However, the Nb depletion at the vicinity of the 𝛿𝛿 precipitate hinders 
the 𝛾𝛾″ precipitation, resulting in a 𝛾𝛾″ -free zone around the 𝛿𝛿 phase [10] . 

During ageing HT, the strengthening phases mainly start to precip- 
itate uniformly owing to the homogenized elemental distribution [4] . 
However, during the precipitation and growth of 𝛾𝛾 ’ and 𝛾𝛾″ , the local 
chemical composition near the vicinity of the precipitate could change 
due to difference in solubility of elements in these phases. This could 
affect the nucleation and growth of secondary precipitates of 𝛾𝛾 ’ and 𝛾𝛾″ 
[56] . As seen in Fig. 11 , these 𝛾𝛾 ’/ 𝛾𝛾″ that precipitate and grow during 
aging HT will increase the strength of the material 

3.2.2. Phase transformation during heat treatment of a microstructure 
resulting from thermal cycle B 

As mentioned above, thermal cycle B results in a microstructure that 
contains Laves, MC, and 𝛾𝛾 ’/ 𝛾𝛾″ phases. Therefore, the phase transforma- 
tion during the HT is rather complex. Performing STA may not be suit- 
able for this microstructure, as the existing 𝛾𝛾″ can act as nucleation sites 
(stacking faults in the 𝛾𝛾″ particles) that precipitate and grow 𝛿𝛿 phases 
at the solution treatment temperatures [ 10 , 11 ]. Laves-phase dissolution 
can be expected to a certain degree, as mentioned in Section 3.2.1 . 

During DA, 𝛾𝛾 ’/ 𝛾𝛾″ phases in the AD condition can be expected to grow, 
as the temperature conditions favor their growth. In addition, the pre- 
cipitation gradient observed in the build direction of the microstructure 
is reduced. No changes to the Laves phase can be expected, as the tem- 
perature is so low that cannot dissolve them. 

3.2.3. Phase transformation during heat treatment of a microstructure 
resulting from thermal cycle C 

Thermal cycle C results in a microstructure that contains Laves, 𝛿𝛿, 
MC, and 𝛾𝛾 ’/ 𝛾𝛾″ . Performing STA may not be suitable for this microstruc- 
ture, as the existing 𝛾𝛾″ can act as nucleation site for the precipitation 
and growth of 𝛿𝛿. In addition, the existing 𝛿𝛿 can also grow larger in size. 
The Laves phase will dissolve only to a certain degree in this case as 
well. 

During DA, 𝛾𝛾 ’/ 𝛾𝛾″ phases in the AD condition can be expected to grow, 
as the temperature conditions favor their growth. The existing 𝛿𝛿 phase 
is expected to be unaffected during ageing HT [55] . No changes to the 
Laves phase can be expected. 

It should be noted that no data are available in literature relating to 
Sections 3.2.2 and 3.2.3 . Thus, the discussion provided is based on the 
understanding of phase transformations presented in previous sections 
and references therein. 

4. Electron-beam powder-bed fusion 

Electron-beam melting is a type of powder-bed AM technique that 
was first commercialized in 1997 by Arcam Corporation in Sweden. In 
the EB-PBF process, an electron beam is used to selectively melt the 
material in a layer-by-layer manner. This process has unique advan- 
tages in relation to the manufacturing of biomedical implants and high- 
performance components used in aerospace and high-temperature appli- 

cations: higher build rates owing to high beam energy and speed, lower 
residual stresses (due to elevated powder bed temperature), the pos- 
sibility of tailoring the microstructure [ 34 , 57 , 58 ], and reduced oxida- 
tion issues [59] . However, owing to the inherent nature of this process, 
the semi-sintered powder is difficult to remove from complex geome- 
tries. Components manufactured by EB-PBF have higher surface rough- 
ness than those manufactured by LB-PBF and may thus require post- 
treatment. 

4.1. Phase transformation during the EB-PBF processing of Alloy 718 

Owing to the inherent nature of this process, the printed material 
undergoes multiple thermal cycles when successive layers are printed. 
During this sequential printing, the uppermost layers undergo remelting. 
Depending on the beam parameters and movement, the number of lay- 
ers that are remolten varies. When layer melting/remelting occurs, non- 
equilibrium solidification takes place, as discussed in Section 2 . The re- 
sulting as-solidified microstructure has a segregated dendritic structure 
with interdendritic Laves and NbC phases [ 14 , 60 ]. Upon building fur- 
ther layers, the microstructure experiences thermal cycling. However, 
it does not change significantly by the thermal cycles owing to their 
shorter exposure time. The most significant effect on the microstructure 
is exerted by the elevated build temperature that occurs during the EB- 
PBF processing of Alloy 718. This temperature acts as an in situ HT and 
causes microstructural changes. As each layer that is built is exposed 
to the elevated temperature for a different amount of time, there ex- 
ists a microstructure gradient from the top to the bottom layer. Once 
the printing is completed, the obtained part is cooled down by inject- 
ing helium into the build chamber. During this cooling, further phase 
transformations take place. 

D. Deng et al. [14] and Kumara et al. [24] investigated the effect 
of the elevated build temperature on the as-solidified microstructure 
through experiments and modeling. The thermocouple data from the 
bottom of the build plate from these studies are shown in Fig. 13 . It is 
evident that throughout the building process, the global temperature of 
the powder bed was greater than 1020 °C. It was demonstrated that this 
temperature caused the material to homogenize, gradually toward the 
bottom, by dissolving the Laves phase and homogenizing the element 
distribution in the matrix. Furthermore, this diffuse region extended be- 
tween 150 μm to 1800 μm from the top layer. Beyond 1800 μm, a fully 
homogenized region was observed. This homogenization process was ac- 
celerated by the smaller dendrite spacing and hence smaller segregation 
length scale and smaller Laves-phase particle size. The MC phase was not 
affected by this in situ treatment, as it was more stable. No precipitation 
of 𝛿𝛿 and 𝛾𝛾 ’/ 𝛾𝛾″ was expected during printing, as the temperature was 
above the precipitation windows of these phases. Precipitation of 𝛿𝛿 and 
𝛾𝛾 ’/ 𝛾𝛾″ took place during the cooling stage of the process, as the tempera- 
ture dropped through the precipitation windows of these phases. In the 
as-solidified region, 𝛿𝛿 and 𝛾𝛾 ’/ 𝛾𝛾″ precipitated primarily in the interden- 
dritic region owing to the high Nb segregation. In the transition region 
(150–1800 μm) the precipitation level was influenced by the change 
in the local chemical composition. In the homogenized region, few 𝛿𝛿
particles were observed at high-angle grain boundaries. This can be at- 
tributed to the cooling stage, as the microstructure spent ~15 min in the 
𝛿𝛿 precipitation window. The 𝛾𝛾 ’/ 𝛾𝛾″ phase also precipitated uniformly ow- 
ing to the relatively homogenized composition in this region, resulting 
in a hardness of ~420 HV. This value indicates that a significant volume 
fraction of 𝛾𝛾 ’/ 𝛾𝛾″ precipitated during the cooling. The time that the mi- 
crostructure spent in the 𝛾𝛾 ’/ 𝛾𝛾″ precipitation window was ~60 min. This 
indicates that the average cooling rate that the material experienced in 
the 𝛾𝛾 ’/ 𝛾𝛾″ process window was approximately 5°C/min. Similar hardness 
observations have been reported in the as-built condition of EB-PBF Al- 
loy 718[ 61 , 62 ]. These observations agree well with continuous cooling 
experiments conducted by L. Geng et al. for wrought Alloy 718 [63] . In 
the following section, it has been demonstrated that this cooling down 
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Fig. 13. Thermocouple measurement from the bottom 
of the build plate of the EB-PBF process. Raw data 
taken from D. Deng et al. [14] and Kumara et al. [24] . 

Table 2 
Standard heat treatment as per ASTM F3055 for cast Alloy 718 

HIP Solution treatment Ageing 

1120 to 1185 ± 15°C in an inert atmosphere 
for 240 ± 60 min at ≥ 100 MPa, followed by 
furnace cooling to < 425°C 

1066 ± 14°C (except not below 1038°C) for 1~2 h, 
followed by air cooling or faster cooling 

760 ± 8°C for 10 ± 0.5 h, furnace cool to 649 ± 
8°C, hold at 649 ± 8°C for total precipitation time 
of 20 h, followed by air cooling or faster cooling 

927~1010 ± 14°C for 1 h (except not exceeding 
1016°C), followed by air cooling or faster cooling 

718~760 ± 8°C for 8 h, furnace cool to 621 ± 8°C, 
hold at 621 ± 8°C for total precipitation time of 
18 h, followed by air cooling or faster cooling 

stage can be used as an alternative method for ageing HT in some ap- 
plications. 

Kirka et al. [60] have also investigated the microstructure develop- 
ment in EB-PBF Alloy 718. However, unlike in D. Deng et al. [12] and 
Kumara et al. [21] , the powder-bed elevated temperature was main- 
tained at ~975°C. As this is within the 𝛿𝛿 precipitation window, the 𝛿𝛿
phase precipitated at grain boundaries as well as within the matrix dur- 
ing the building process. The transition region, in this case, was longer, 
as the bed temperature was lower. The amount of 𝛿𝛿 phase increased 
toward the bottom of the sample, as the bottom layers of the sample 
remained for a longer time at ~975°C than the top layers. Therefore, 
the volume fraction 𝛾𝛾″ that precipitated during the cooling stage of the 
process was higher toward the top of the sample than the bottom. The 
consequence of such heterogeneity with height is evident in the reported 
room-temperature mechanical properties. As the distance from the bot- 
tom of the build increased, the yield and tensile strength as well as elon- 
gation gradually increased [60] . 

4.2. Phase transformation during heat treatment of EB-PBF Alloy 718 

For EB-PBF Alloy 718, post-HTs are typically used to remove the het- 
erogeneous phase distribution and reduce defects (porosity and lack of 
fusion) so that the required mechanical performance may be achieved 
[64] . The HIP and post-HT protocols for EB-PBF Alloy 718, as recom- 
mended in the ASTM F3055 standard [65] , are shown in Table 2 . 

HIP is mainly carried out to heal defects (porosity and lack of fusion) 
in the as built material. However, Oxides present at the defect surface 
prevent complete healing of defects after HIP [66] . As this is performed 
at high temperature ( > 1100 °C) for a longer period (~4 h), different 
phases (Laves, 𝛿𝛿, and 𝛾𝛾 ’/ 𝛾𝛾″ ) in the as-built condition completely dis- 
solve back into the matrix phase [ 67 , 68 ]. However, owing to the high- 
temperature stability, carbides do not dissolve during this process [67] . 
At the end of the HIP cycle, the chemical composition of the matrix can 
be considered homogenized. However, to prevent phase transformation 
during the cooling-down part of the HIP cycle, a rapid cooling (quench- 
ing) must be performed, at the end of which, the microstructure is re- 

ported to have a 𝛾𝛾 matrix that has homogenized chemical composition 
and is precipitation free, except for carbides [69] . 

After the HIP cycle, the EB-PBF Alloy 718 is subjected to STA or 
DA, depending on the requirements and application. If rapid quenching 
can be performed, then the solution treatment at 1066°C is redundant, 
as this does not cause any phase precipitation; otherwise, solution treat- 
ment at 1066°C is necessary to dissolve the undesired phase distribution. 
However, compared with HIP, solution treatment involves relatively low 
temperature and holding time, and therefore complete phase dissolution 
may or may not be achieved. Balachandramurthi et al. [61] reported 
that after 1066 °C/1 h, a certain 𝛿𝛿-phase level was observed at some 
grain boundaries. However, their size was reduced compared with that 
in the as-built condition owing to the dissolution process during the so- 
lution treatment. D. Deng et al. [70] reported complete dissolution of the 
𝛿𝛿 phase after treating EBM Alloy 718 at 1080°C/1h. It is worth mention- 
ing that the size of the 𝛿𝛿 phase in the as-built condition observed by D. 
Deng et al. [70] was smaller than that observed by Balachandramurthi 
et al. [61] . 

After the HIP cycle with rapid quenching, to control the precipitation 
of the 𝛿𝛿 phase in the material, solution HT should be performed within 
the 𝛿𝛿 precipitation window. In such solution treatments, grain-boundary 
𝛿𝛿 precipitation is primarily observed [70] . As discussed in Section 3.2.1 , 
solution treatment at the lower end of the 𝛿𝛿 window will result in a 
higher volume fraction owing to the higher equilibrium volume fraction. 
In EB-PBF Alloy 718, S. Goel [71] observed greater precipitation of the 𝛿𝛿
phase after solution treatment at 954 °C than at 980 °C, both performed 
for 1 h. Furthermore, as discussed in Section 3.2.1 , the amount of 𝛿𝛿 that 
precipitates during the 1 h solution treatment does not give rise to the 
equilibrium volume fraction of 𝛿𝛿 at the solution HT temperature. 

S. Goel [71] demonstrated the possibility of performing STA inside 
the HIP vessel combined with the HIP cycle, thereby retaining a high 
pressure during STA. In this combined cycle, the argon gas pressure in- 
side the HIP vessel was retained above 100 MPa. However, the solution 
treatment performed at 980 °C with pressure (~160 MPa) did not yield 
any 𝛿𝛿 precipitation in the microstructure, compared with the same so- 
lution treatment performed without pressure. This could be explained 
by the Clausius–Clapeyron relation [54] ( Equation (1) ), which describes 
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Table 3 
Theoretical calculations of Clausius-Clapeyron relation values using values from TTNI8 database 

Phase ΔH 𝛾𝛾 → precipitate (kJ/mol) T eq (K) Δ𝑉𝑉 ∗ = 𝑉𝑉 𝛾𝛾 − 𝑉𝑉 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (10 − 6 m 3 /mol) 𝑑𝑑 𝑇𝑇 𝑒𝑒𝑒𝑒 
𝑑𝑑𝑑𝑑 (K/100MPa) 

𝛿𝛿 27.8 1283 7.3 – 7.9 = − 0.6 − 2.8 
𝛾𝛾″ 27.2 1203 7.3 – 7.8 = − 0.5 − 2.8 
𝛾𝛾 ’ 34.9 1140 7.3 – 7.6 = − 0.3 − 0.98 

∗ calculated using the data from TCNI8 database since volume data is not available in TTNI8 

Fig. 14. Microhardness of the as-built and post-treated specimens of EB-PBF Alloy 718 [71] . 

the effect of pressure on the phase-transformation equilibrium temper- 
ature in a given system. 
𝑑𝑑 𝑇𝑇 𝑒𝑒𝑒𝑒 
𝑑𝑑𝑑𝑑 

= 
𝑇𝑇 𝑒𝑒𝑒𝑒 Δ𝑉𝑉 
Δ𝐻𝐻 

(1) 

Here, P is the pressure, T eq is the equilibrium phase-transformation 
temperature, ΔH is the enthalpy change, and ΔV is the molar volume dif- 
ference between the two phases during phase transformation. If 𝑑𝑑 𝑇𝑇 𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑 < 0 , 
then an increase in pressure will suppress the phase equilibrium tem- 
perature, which is the case for the 𝛿𝛿 phase, as seen from the theoretical 
calculation of the Clausius–Clapeyron relation ( Table 3 ). One can argue 
that the values shown in Table 3 may have a negligible effect in reality. 
However, the purpose of this theoretical calculation is to demonstrate 
that an increase in pressure will lower the equilibrium temperature of 
the 𝛾𝛾 ’/ 𝛾𝛾″ and 𝛿𝛿 phases. Experiments are required to confirm the exact 
level of drop in the equilibrium temperature owing to the elevated pres- 
sure on Alloy 718. 

Finally, ageing HT is performed to increase the material strength 
by precipitating the strengthening phases. Owing to the homogenized 
composition distribution state of the 𝛾𝛾 matrix after the previous HTs, 
strengthening precipitation occurs uniformly in the matrix, thereby 
resulting in increased hardness of the material [71] . S. Goel et al. 
[67] demonstrated that regardless of the initial variation in the hard- 
ness of EB-PBF Alloy 718, after HIP and HT involving ageing, higher 
and uniform hardness can be obtained. It is worth mentioning that HT 
operations used for conventional cast and wrought Alloy 718 are typi- 
cally employed for EB-PBF Alloy 718[ 58 , 72 , 73 ]. This is also reflected in 
the ASTM F3055 standard for PBF Alloy 718, where the HT parameters 
appear to be taken from the existing AMS 5363 standard for cast [74] , 
and the AMS 2774 standard for wrought Alloy 718 [75] . However, as 
stated previously, it is evident from the literature that the microstruc- 
ture of conventional cast–wrought Alloy 718 is highly different from 
that of EB-PBF or other AM Alloy 718[ 20 , 76 , 77 ]. Thus, using standard 
cast–wrought Alloy 718 HT procedures may not be the ideal solution for 
EB-PBF materials. Therefore, there is a need for exploring HT protocols 
tailored to such materials. Previous work by the authors’ research group 
has demonstrated that, for precipitation of strengthening phases in EB- 
PBF Alloy 718, the HT time (particularly for ageing) can be significantly 

reduced compared with the schedule recommended in the ASTM F3055 
standard (see Fig. 14 ) [ 71 , 78 ]. 

In Fig. 14 , it is seen that the hardness of the Alloy 718material was 
significantly reduced after the HIP treatment (1120°C, 4 h, 100 MPa). 
This is expected, as HIP dissolves the strengthening phases completely, 
and the application of fast cooling after the holding time inhibits any 
significant re-precipitation [63] . In addition, as explained earlier, HIP 
treatment results in a matrix that has a homogenized composition dis- 
tribution, with compositional values close to those of the nominal com- 
position of the Alloy 718. It was observed that in the first ageing step 
(Age 1), hardness increased as the ageing time increased from 1 h to 4 
h, and with prolonged holding at the Age 1 temperature for 4 h, no fur- 
ther hardness change was noticed. Similarly, during the second ageing 
step (Age 2, following an 8 h treatment in the first step), hardness in- 
creased after 1 h of holding time. However, no further effect on hardness 
was observed for longer holding time. Therefore, hardness appeared to 
flatten after 4 h for Age 1, and after 1 h for Age 2. These results are 
indicative of the possibility to reduce the duration of traditional dou- 
ble ageing treatment. Detailed microstructure characterization related 
to evaluating the shortening of the ageing time and the correlation with 
hardness is part of another ongoing study in the authors’ research group. 
A similar hardness increase within 5 h during the first step of aging 
at 760 °C is also reported (see Fig. 15 ) in Fisk et al. [79] for Alloy 
718 that was hot-rolled and solution-treated at 954 °C for 1 h prior to 
ageing. 

An alternative approach to precipitating strengthening phases in 
HIPed EB-PBF Alloy 718 could be continuous cooling, as mentioned in 
Section 4.1 . Experiments were conducted to evaluate the feasibility of 
this approach for performing STA through controlled cooling after hold- 
ing at HIP temperature (see Appendix C for details). Fig. 16 shows the 
hardness results from the continuous cooling experiments, with pres- 
sure (STA was performed inside the HIP vessel directly after the HIP 
treatment) and without pressure (STA in a heat treatment furnace). The 
results are in good agreement with those by L. Geng et al. [63] . A de- 
tailed microstructure characterization related to the continuous cooling 
experiments and the correlation with hardness is part of another ongo- 
ing study. 
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Fig. 15. (a) Contour plot of ageing time, temperature, and microhardness; (b) variation in microhardness with ageing time at four different temperatures for Alloy 
718. Taken from [79] . 

Table 4 
Time that Alloy 718microstructure spent in 𝛿𝛿 and 𝛾𝛾 ’/ 𝛾𝛾″ precipitation window. 

Cooling rate (°C/min) 0.5 2 5 20 

Time (min) spent in direct 𝛿𝛿 precipitation window (1020– 900°C) 240 60 24 6 
Time (min) spent in 𝛾𝛾 ’/ 𝛾𝛾″ precipitation window (900–600°C) 600 150 60 15 
Time (min) required to cool down to 500°C from 1120°C 1240 310 124 31 

Fig. 16. Effect of cooling rate on hardness of EB-PBF Alloy 718after holding at 
1120°C. 

In the continuous cooling experiments by L. Geng et al. [63] , the 
hardness variation was explained by the variation of 𝛿𝛿 and 𝛾𝛾″ observed 
in the microstructure under different cooling rates. At 5 °C/min, a peak 
in hardness was observed. Below 5 °C/min, as the cooling rate decreased, 
hardness dropped gradually. This can be explained by the increase in the 
𝛿𝛿 phase volume fraction that precipitates with the decrease in the cool- 
ing rate. No 𝛿𝛿 was observed for cooling rates above 5 °C/min [63] . As 
seen in Table 4 , at 0.5 °C/min, the microstructure had spent approxi- 
mately 4 h in the direct 𝛿𝛿 precipitation window; this allows the 𝛿𝛿 phase 
to nucleate and grow, thus reaching a higher volume fraction and con- 
suming more Nb from the matrix. This lowers the equilibrium volume 
fraction for 𝛾𝛾″ that can precipitate and thereby results in lower hard- 
ness. The higher hardness at 5°C/min corresponds to a structure with a 
high density of fine and discrete 𝛾𝛾″ precipitates formed during the time 

(~1 h) that the microstructure spent in the 𝛾𝛾 ’/ 𝛾𝛾″ precipitation window 
at a cooling rate of 5°C/min. In S. Goel’s study [71] , it was reported that 
HIPed Alloy 718 without any other subsequent HT (therefore no 𝛾𝛾 ’/ 𝛾𝛾″ ) 
had a hardness of ~200 HV. Comparing this with the hardness resulting 
from a 20°C/min cooling implies that during the 15 min strengthening- 
phase precipitation window, precipitation did occur. 

As seen in Fig. 16 , the continuous cooling experiments conducted in- 
side the HIP vessel under pressure resulted in lower hardness. This could 
also be related to the effect of pressure on the phase transformation, as 
discussed above. 

5. Summary and conclusions 

In this paper, we presented and discussed aspects of phase transfor- 
mation in Alloy 718 during the L-DED and EB-PBF AM processes and the 
commonly used subsequent post HIP and HTs. Data gathered from the 
literature, theoretical principles, and additional modeling results were 
used in this study. The present discussion demonstrated that the phase 
transformation in Alloy 718 is complex and influenced by factors such 
as solidification thermal conditions, the thermal history as well as the 
composition segregation observed during the process. Therefore, con- 
trolling the thermal condition during the AM process is of the utmost 
importance. In addition to that, the change in local thermodynamics 
and kinetics of the Alloy 718 due to the local change in composition 
influence the phase transformation during the standard post HT for the 
Alloy 718. 

Discussion presented in this article reveal that the common HTs orig- 
inally designed for cast-and-wrought Alloy 718 may not be the optimal 
solution for additively manufactured Alloy 718 parts. Therefore, focus 
should be placed on designing new HTs specifically for additively man- 
ufactured Alloy 718. In this study, the grain structure changes during 
HIP and HTs were not discussed in detail. However, in the design of new 
HTs for AM Alloy 718, the effect of grain structure (morphology, distri- 
bution, and texture) changes should also be considered, particularly if 
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the HT temperatures are high ( > 1000 °C), where grain growth can oc- 
cur. Additive manufacturing allows the production of a wide range of 
grain microstructures, from columnar to equiaxed grains, in a single part 
[ 1 , 2 , 33 ]. Consequently, designing HIP and HTs applicable to all these 
different grain structures will definitely be a challenging task, as these 
structures tend to behave differently under post-HIP and HT conditions. 

Even though LB-PBF was not considered, it is conceivable that the in- 
formation and discussion provided herein could be used to understand 
the phase transformation during LB-PBF and the subsequent HIP and 
HTs. As LB-PBF is a colder process, the discussion given in Section 3 may 
be a starting point to understand the phase transformation for this pro- 
cess as well. However, owing to the increased cooling rate, the length 
scale of LB-PBF will be smaller than that of the L-DED process. 

In conclusion, we believe that the information and discussion pre- 
sented in this paper will promote the understanding of the overall 
process–structure–property relationship in AM of Alloy 718. 

Acknowledgements 

The funding from the European Regional Development Fund for 
project 3Dprint, and from KK Foundation (Stiftelsen för Kunskaps- och 
Kompetensutveckling) for project SUMAN-Next is also acknowledged. 
The authors are very grateful to Mr Mats Högström, University West and 
Mr Johannes Gårdstam, Quintus Technologies AB, Västerås, Sweden for 
carrying out the continuous cooling experiments. 

Declaration of Competing Interest 

None. 

Appendix: A 

Modeling the effect of solidification on Alloy 718 conditions using MICRESS 

Herein, the MICRESS software package, which is based on the 
multiphase-field method [80–83] , is used to investigate the effect of so- 
lidification condition of Laves-phase formation in Alloy 718. The models 
were set up as follows. 

Modeling was performed in 2D. The size of the modelling domain 
was 80 μm × 80 μm with 0.1 μm grid spacing. A constant thermal gra- 
dient was applied from top to bottom of the domain. A constant cool- 
ing rate was applied to the whole domain. This mimics the moving of 
the liquidus isotherm from bottom to top in the simulation domain. At 
the beginning of the simulation, a grain which has almost flat liquid/ 𝛾𝛾
interface with random noise was set at the bottom of the simulation 
domain. The orientation of this grain was set so that its fast-growth 
direction is parallel to the applied thermal gradient direction in the do- 
main. This mimics the growth of epitaxial dendrites from a substrate 
or the re-melted layers. During the simulation, the nucleation of new 𝛾𝛾
grains were set randomly in the liquid. For simplicity, only the liquid/ 𝛾𝛾
interface was modeled as an anisotropic interface having cubic crys- 
tal anisotropy. The rest of the simulation parameters, including simpli- 
fied nominal Alloy 718 composition, nucleation of Laves phase, interfa- 
cial energy values, interface thickness, and interfacial stiffness/mobility 
coefficient for anisotropy were taken from [23] . Thermodynamic and 
mobility data were taken from the TCNI8 and MOBNI4 databases from 
Thermo-Calc [84] . 

The MICRESS model setup we used here is similar to the model setup 
reported in Nie et al. [30] . However, in Nie et al has used a stochastic 
modelling approach and modelled the Alloy 718 system as Ni-Nb bi- 

Fig. A1. (a), (c) Predicted morphology of the Laves phase at two different thermal conditions and (b), (d) respective experimentally observed Laves phase morphology 
in the microstructure (size 80μm x 80 μm). 
Thermal conditions and the experimentally observed microstructures were taken from Nie et al. [30] . 
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nary system without considering the Laves phase formation explicitly. 
Whereas in our case we have modelled the Alloy 718 as 6 element sys- 
tem (Ni-Cr-Fe-Mo-Nb-Ti) and explicitly modelled the formation of Laves 
phase in the microstructure. In addition to that, Nie et al. have used fixed 
orientation for the new 𝛾𝛾 grains that form in the liquid. The model pre- 
dictions in our current study were also in a better agreement with the 
experimental observations (see Fig. A1 ) reported in Nie et al. [30] . 

Appendix: B 

Direct ageing heat-treatment simulations using MICRESS 

Herein, DA, as per AMS5383, was simulated using MICRESS. The 
microstructure resulted from the L-DED thermal cycle simulation in 
[23] was used as the initial starting microstructure. During the simu- 
lation, only the nucleation (randomly) of 𝛾𝛾″ in the matrix was set for 
simplicity. The grid resolution of the L-DED simulation was 50 μm. 
Therefore, the correct size and morphology of 𝛾𝛾″ could not be resolved 
correctly under this grid resolution. To overcome this, the analytical 
curvature model [ 82 , 85 , 86 ] implemented in MICRESS was used. The 
anisotropy of 𝛾𝛾 / 𝛾𝛾″ was neglected, and an isotropic interaction model 
was adopted. An interfacial energy of 1 × 10 − 5 J/cm 2 [87] was used. 
No phase interaction between the Laves phase and 𝛾𝛾″ was modeled. The 
rest of the parameters, including simplified Alloy 718 composition, were 
taken from [23] . 

Appendix: C 

Continuous cooling experiments without pressure 

HIPed EB-PBF Alloy 718 samples were used for the continuous cool- 
ing experiments. Samples (17 mm × 15 mm × 55 mm) were printed with 
an Arcam A2X machine using Arcam Standard parameters. Before the 
continuous cooling, the samples were again homogenized at 1120 °C for 
1 h. The experiments related to 0.5 °C/min and 2°C/min cooling rates 
were conducted using an alumina tube furnace (model R120/500/13, 
Nabertherm GmbH, Germany) in an inert argon atmosphere. The rest of 
the cooling rate experiments were conducted using a Gleeble 3800D sys- 
tem (Dynamic Systems Inc, Poestenkill, NY, USA). All the cooling rates 
were maintained up to 500°C, and thereafter the samples were quenched 
to room temperature. The samples were metallographically prepared for 
hardness evaluation. Hardness measurements were performed using a 
Shimadzu HMV-2 microhardness tester with 1 kg load and 15 s dwell 
time. 

Continuous cooling experiments with pressure 

The continuous cooling rate studies inside the HIP furnace (Model 
QIH21, Quintus Technologies, Sweden) were performed under pressure. 
EB-PBF Alloy 718 samples were first HIPed at 1120 °C/100 MPa for 
4 h before being continuously cooled at 5 °C/min and 20°C/min. How- 
ever, during cooling, the pressure gradually dropped with temperature 
to a value of 40 MPa. The samples were metallographically prepared 
for hardness evaluation. Hardness measurements were performed using 
a Shimadzu HMV-2 microhardness tester with 1 kg load applied for 15 
s. 
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A B S T R A C T

A multi-component and multi-phase-field modelling approach, combined with transformation kinetics model-
ling, was used to model microstructure evolution during laser metal powder directed energy deposition of Alloy
718 and subsequent heat treatments. Experimental temperature measurements were utilised to predict micro-
structural evolution during successive addition of layers. Segregation of alloying elements as well as formation of
Laves and δ phase was specifically modelled. The predicted elemental concentrations were then used in trans-
formation kinetics to estimate changes in Continuous Cooling Transformation (CCT) and Time Temperature
Transformation (TTT) diagrams for Alloy 718. Modelling results showed good agreement with experimentally
observed phase evolution within the microstructure. The results indicate that the approach can be a valuable
tool, both for improving process understanding and for process development including subsequent heat treat-
ment.

1. Introduction

Nickel-based superalloys represent one of the most important ca-
tegories of alloys used in aerospace and gas turbine engines due to the
desirable combination of good high-temperature strength, high re-
sistance to creep deformation and corrosion resistance [1,2] that they
offer. Among these superalloys, Alloy 718 is one of the most commonly
employed nickel-iron based superalloys. This alloy has good weldability
due to the sluggish precipitation of strengthening phases present in it
[3]. Alloy 718 has a microstructure that is dominated by a γ Face
Centred Cubic (FCC) matrix. Within the matrix, precipitates such as
Laves, γ'/γ” (strengthening phases), δ and various metallic carbides and
nitrides can be found [4]. The specific microstructure (phase constitu-
tion, phase distribution and morphology) of the alloy is mainly gov-
erned by the primary manufacturing technology and succeeding post-
processing conditions. Suitable heat treatments are commonly em-
ployed to tailor the microstructure of Alloy 718 to achieve the prop-
erties required for any targeted application.

According to the ASTM standard [5] directed energy deposition
(DED) process is an additive manufacturing process in which a focused
energy source (eg: laser, electron beam, plasma arc) is used to fuse

materials by melting as they are being deposited. The deposition ma-
terial can be in the form of powder or wire [6]. In the present study, a
laser source was used as the focused energy source and deposition
material was in the form of powder. Thus in this article, this process is
being referred to as laser metal powder directed energy deposition
(LMPDED). Among the repair methods for worn and corroded gas tur-
bine components, this LMPDED method has become popular due to that
fact that the parts can be repaired with minimal dilution and distortion
[7]. In addition, this method is also used to add features to cast and
forged components [8]. In layer-by-layer material deposition that
LMPDED involves, the deposited material undergoes repeated heating
and cooling when successive layers are being deposited. This causes the
solidified material to experience remelting, resolidification and solid-
state phase transformation, depending on the nature of the local
thermal conditions (such as heating rates, cooling rates, thermal gra-
dients, maximum temperature and number of thermal cycles). Prior
published literature reveals that each of the above ultimately influence
the underlying microstructure and the resulting mechanical properties
[7,9–13].

Tian et al [7] reported a higher hardness in the bottom region than
in the top region of Alloy 718 builds deposited by LMPDED. This was
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rationalised based on the measured thermal profiles at the bottom of
the sample and the niobium (Nb) segregation during thermal cycles.
The above finding is consistent with the observations made by Zhang
et al. [12] and Tabernero et al. [14] in as-built Alloy 718 samples
fabricated using a similar process. Qi et al [10] studied the tensile
properties of LMPDED Alloy 718 samples in the as-deposited condition
and after standard heat treatments (direct age, solution treatment and
age i.e., STA, and homogenization followed by STA). The observed
differences in mechanical properties in as-built and post-treated con-
ditions were correlated to the corresponding changes observed in mi-
crostructure. Liu et al [9] investigated the influence of two different
laser scanning paths, namely single direction raster scanning (SDRS)
and cross direction raster scanning (CDRS), on the microstructure and
mechanical properties. The growth of columnar dendrites was observed
to occur along the deposition direction in SDRS samples compared to
CDRS samples. However, the CDRS samples showed better ductility
compared to the SDRS samples. Apart from experimental studies,
modelling studies have also been performed on LMPDED, with the
primary focus being on predicting melt pool characteristics, thermal
conditions, grain structure and residual stresses [8]. However, rela-
tively less attention has been paid to developing models to predict
microconstituent phase formation during the LMPDED process. Nie et al
[15] showed the presence of relationships between cooling rates as well
as thermal gradients and Laves phase formation during LMPDED of
Alloy 718 through stochastic modelling work using a simplified nickel
(Ni)-niobium (Nb) Alloy system. Their observations indicated that low
thermal gradients and high cooling rates can lead to a distribution of
Laves phase as discrete particles rather than in the form of a continuous
network and, thus, reduce the risk of cracking.

Based on the above, it is apparent that an improved understanding
of microstructure formation during the LMPDED process is important in
order to achieve the desired build performance and quality. However,
experimental observation of microstructure formation during the build
process and subsequent post heat treatments is a difficult and time-
consuming task. Therefore, reliable computational modelling methods
are highly desirable for this purpose. In the present study, phase-field
modelling, combined with transformation kinetics calculations, have
been utilised to investigate microstructure formation (growth of den-
drites, element segregation and phase formation) during LMPDED of
Alloy 718 and subsequent heat treatment.

2. Experimental work

Gas atomized Alloy 718 powder was utilised to generate the
LMPDED built samples in this study. The powder was deposited onto an
as-cast Alloy 718 substrate using a coaxial nozzle equipped with a 6 kW
Ytterbium fibre laser. The nozzle set-up was mounted on an IRB-4400
ABB Robot, which was used to control the motion during deposition of
the Alloy 718 samples. Single-wall samples comprised of a single layer,
2-layers, 3-layers and 15-layers in the build direction were deposited.
The width of the single wall was equal to a width of a single-track
(∼1.89mm) and the length of the walls were roughly 35mm. Table 1
shows the nominal compositions of both powder and substrate. The
particle size of the powder was in the range of 20–75 μm. A volumetric
powder feeding system was utilised to deliver the powder to the coaxial
nozzle with an angular outlet. Argon was used as the carrier gas as well
as the shielding gas. Table 2 shows the process parameters used in the
present study to generate the deposits. Temperature measurements that
served as input for the modelling work in this study were made at the
first deposited track level, using type-K thermocouples according to the
method previously described by Segerstark et al. [16].

The heat treatment performed in this study was according to the
suggestion by Barron [17] and comprised solutionizing the sample
using an air furnace at 954 °C/1 h - air-cooled followed by ageing at
760 °C/5 h-furnace cooled+650 °C/1 h – air-cooled. This heat treat-
ment is generally used in case of Alloy 718 repaired jet engine

components to avoid coarsening of γ″ precipitates present in the base
component.

For microstructure evaluation, samples were sectioned and mounted
using non-conductive Bakelite. Zeiss EVO 50 Scanning Electron
Microscope (SEM) was utilised to analyse the microstructure. In order
to quantify the area fractions of Nb-rich constituents, SEM images were
analysed using the open source software ImageJ. Microhardness mea-
surements were performed using a Vickers micro-hardness testing ma-
chine with a load of 0.5 N and a dwell time of 10 s.

3. Modelling work

3.1. About MICRESS and the governing equations

The phase-field method has been utilized in the current work to

Table 1
Nominal chemical composition of the raw powder and the nominal chemical
composition used for the phase-field simulation. Substrate chemical composi-
tion is also given for the reference.

Element Substrate (wt%) Powder (wt%) Simulation (wt%)

Fe Bal. Bal. Bal.
Ni 53.4 52.7 52.7
Cr 18.35 17.5 17.5
Nb 5.24 5.0 5.0
Mo 3.02 3.17 3.17
Ti 0.92 1.07 1.07
Al 0.48 0.68 0.68
Co 0.08 0.2 –
Mn 0.04 0.065 –
Ta – 0.003 –
Si 0.08 0.088 –
Cu 0.02 0.048 –
C 0.046 0.031 –
P 0.009 0.006 –
B – 0.003 –

Table 2
LMPDED Process parameters used in this study.

Parameter Value

Laser Power (W) 1000
Scanning Speed (mm/s) 10
Powder Feed rate (g/min) 10
Powder standoff distance (mm) −1
Shielding gas flow rate (l/min) 11.5
Carrier gas flow rate (l/min) 3.2
Lase spot diameter (mm) 1.6

Table 3
Summery of the model parameters used in the multiphase-field simulations in
MICRESS.

Parameter Value

Domain size 25 μm×20 μm
Grid resolution (Δx) 0.05 μm
Interface thickness (η) 2.5 ·Δx
Thermal Gradient 0
Interface Energy - Liquid/γ (J/cm2) 1.2E-05 [33]
Interface Energy Liquid/Laves (J/cm2) 6E-06
Interface Energy γ/Laves (J/cm2) 5E-06
Interface Energy δ/γ (J/cm2) 1E-05 [34]
Interface Energy δ/Laves (J/cm2) 5E-06
Interfacial stiffness Coefficient - Liquid/γ 0.2
Interfacial mobility Coefficient - Liquid/γ 0.2
Interfacial stiffness Coefficient - δ/γ 0.05
Interfacial mobility Coefficient - δ /γ 0.05
Elongation factor for δ/γ Interfacial stiffness 2
Elongation factor for δ/γ interface mobility 0.02
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model the evolution of microstructure during LMPDED and subsequent
heat treatment. This method has been widely used to simulate micro-
structure evolution in materials in the past two decades [18,19]. The
advantage of the phase-field method is that there is no need to track the
interface, as in classical sharp interface modelling methods. This is
achieved by introducing a phase-field parameter (also known as order
parameter) that varies smoothly between two phases. Therefore, in the
phase-field method, the interface will be a part of the solution.

The simulations in the current work have been performed using the
commercially available phase-field software MICRESS (version 6.400,
Access e.V., Aachen, Germany) based on the multi-phase-field approach
[20,21]. The multi-phase-field theory describes the evolution of mul-
tiple phase-field parameters, = →

=ϕ x t( , )α v1, 2, .., , in space and time.
These represent the spatial distribution of multiple phases with dif-
ferent thermodynamic properties and/or multiple grains with different
orientations. The phase-field parameter, ϕα, assumes a value of 1 if the
phase α is present locally and a value of 0 if the phase is not present
locally. At the interface of the phase α, ϕα varies smoothly between 0–1
over the interface thickness of η. Only a summary of the formulation of
the time evolution equations implemented in MICRESS software are
presented here. A more detailed formulation is further described in
[21,22].

The time evolution of the phase-field variable, ϕα, is calculated from
the free energy functional F , which integrates the density functional f
over the domain Ω.

∫→
=

→
F ϕ C f ϕ C({ }, { }) ({ }, { })α α α α

Ω (1)

Here, the brackets {} contains all phases of α present in the domain,
and should not be considered as a locally present α.→Cα represents the
composition of the phase α. The density functional f depends on the
interface energy density f int and chemical free energy f chem and can,
therefore, be written as follows:
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In the Eq. (3) above, σαβ represents the anisotropic interface energy
of the interface between α and β. The variable v represents the total
number of local co-existing phases. The multiphase-field equation,
which defines the time evolution of = →ϕ x t( , )α in multiple phase

transformations, is derived by minimization of the total free energy F
following a relaxation principle.
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A generic version of the multiphase-field equation can be written as
[22]:
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Here, Mαβ is the mobility of the α-β interface. The parameter Kαβ is
related to the local curvature of the interface. The interface motion
depends on the curvature contribution (σ Kαβ αβ) as well as on the ther-

modynamic driving force
→

G C TΔ ( , )αβ . This driving force, in turn, de-
pends on the temperatureT and the local multi-component composition
→
C . The multi component composition couples the phase-field equation
to the multi-phase diffusion equations given below.
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The parameter
→
Dα in Eq. (7) represents the multi-component diffu-

sion coefficient matrix for phase α. Here →
Dα and

→
G C TΔ ( , )αβ are cal-

culated through direct coupling to mobility and thermodynamic data-
bases, respectively, via the TQ-interface of Thermo-Calc Software [23].

3.2. Model setup in MICRESS

In the present work, 2D simulations were carried out. The 2D do-
main was selected normal to the build direction in the 1st track of the
LMPDED sample. Therefore, the domain is an isothermal section
without any thermal gradients. In such a domain, the solidification si-
mulations can be carried out by giving only a time-temperature history

Fig. 1. Time-Temperature history measured at the 1 st deposited layer. Indicated precipitation windows for γ'/γ” for Alloy 718 was taken from [4] and the melting
temperature was taken from Thermo-Calc calculation for reduced composition used in the MICRESS simulations.
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for the thermal conditions. A simulation domain size of 25 μmX 20 μm
with 0.05 μm grid spacing was considered. Alloy 718 was modelled as a
7-component system having the composition shown in Table 4. This
simplification was made to reduce the computational effort that is
needed when calculating the thermodynamic and mobility data needed
for the simulation. The thermodynamic and mobility data for the model
was dynamically taken from TCNI8 and MOBNI4 databases from
Thermo-Calc. In addition, a complete multicomponent diffusion matrix
based on the local composition values was taken into account.

The simulations started from a complete liquid state, with the
composition given in Table 4. 9 initial γ seeds were positioned in the
domain such that the distance between seeds was roughly equal to the
experimentally measured Primary Dendrite Arm Spacing (PDAS) of
7.1 μm. The initial temperature of the simulation was set to 1337 °C.
This liquidus temperature value is taken from Thermo-Calc equilibrium
calculations for the current alloy composition. The experimentally
measured temperature profile in the 1st track served as input for the

model as the thermal condition.
During solidification, phases such as titanium nitride (TiN), MC and

Laves are known to form from the liquid [24]. However, TiN formation
is not plausible in case of the nominal alloy composition considered in
this study since it does not contain any nitrogen (N). In addition, MC
too could not be modelled since the simplified alloy system does not
contain carbon (C). γ' /γ” formation was also not modelled in the pre-
sent work as, in order to capture the formation of these nano-scale
precipitates, a very small grid spacing (typically in the rage of 1 nm) is
required demanding greater computational effort. Hence, in the current
phase-field modelling work, only formation of the Laves phase and δ
phase were modelled to reduce the complexity of the model and asso-
ciated computational effort.

During the simulation of microstructure evolution in LMPDED
process, the Laves phase was allowed to nucleate at the liquid-γ inter-
face. To simulate the eutectic formation of Laves+γ, nucleation site for
eutectic γ was allowed to form at the liquid-Laves interface. For both

Fig. 2. Nb (wt%) distribution map (a) after the 1 st thermal cycle and (b) after the 2nd thermal cycle of the MICRESS simulations of the LMPDED process.
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Laves and eutectic γ nucleations, a critical undercooling value of 2 K
was set. For simplicity of the simulation, only the liquid/γ interface was
modelled as an anisotropic interface having cubic crystal anisotropy
[25].

To investigate the effect of solution heat treatment on the micro-
structure of the LMPDED build, solution heat treatment simulation was
performed. The microstructure predicted from the preceding thermal

cycle simulation was used as the initial microstructure and the solution
heat treatment simulation was carried out at 954 °C for 1 h (similar to
the experimental solution heat treatment). During simulation, orthor-
hombic δ phase nucleation was allowed within the γ matrix. A critical
undercooling of 1 K was set for the nucleation of the δ phase. The δ
phase observed to have, (010)δ || {111}γ ; [100]δ ||< 1 1̄ 0> γ, re-
lationship with γ matrix [26,27]. This relationship was used to set two
different orientations for the δ phase in the simulation. Due to limita-
tions in the anisotropic interface models in MICRESS, δ/ γ interface was
modelled with a tetragonal anisotropy. Ageing heat treatment was not
simulated since the current model resolution was not sufficient to
model the precipitation of γ'/γ”. A summary of the model parameters
used is given in Table 3. Numerical parameters related to interfacial
stiffness and mobility were chosen based on a trial-and-error approach,
in order to get the correct morphology for the phases as observed in
experimentally.

MICRESS simulations were performed on a Linux server equipped
with AMD Opteron(tm) Processor 6386 SE - 2.8 GHz (16 cores, only 8
cores was used for the simulations) and 128 GB of RAM. Total simu-
lation time took around 29 h.

3.3. CCT and TTT diagram calculation using JMatPro/Thermo-Calc

The time and temperature dependency of phase transformations
during isothermal holding and continuous cooling can be represented
by Time-Temperature-Transformation (TTT) diagrams and Continuous
Cooling Transformation (CCT) diagrams respectively. They show the
fraction of the phase transformation as a function of time and tem-
perature. In order to investigate the effect of local elemental segregated
on the precipitation of γ'/γ” and δ phases, TTT and CCT diagrams were
generated using JMatPro (JMatPro is a trademark of Sun Microsystems,
Inc - ver10.2) software. The local segregated elemental compositions
predicted from the phase-field simulations were utilized for this pur-
pose.

4. Results and discussion

In this section, most important experimental results from the mi-
crostructural observations relevant for the current modelling effort and
their subsequent qualitative validation are discussed. More detailed
information about the microstructural characterization of LMPDED
Alloy 718 and the ensuing results are published elsewhere [28].

4.1. Effect of thermal cycling on the as-solidified microstructure

Fig. 1 shows the time-temperature history of the 1st layer of a 15-
layer single wall deposited sample. Only measurement data related to
the first 6-layers of the 15-layer deposition sample is being shown here.
As can be seen from the figure, the 1st layer is subjected to multiple
thermal cycles during deposition of multiple succeeding layers.

During solidification of Alloy 718, elements such as Nb, mo-
lybdenum (Mo) and Ti segregate into interdendritic region due to low
solubility of these elements in the γ-matrix [4]. Such segregation of
elements alters the local thermodynamics of Alloy 718 as well as the
driving force for formation of various phases. Therefore, phases such as
Laves, δ, NbC and TiN begin to form in the interdendritic region during
solidification. In addition, segregation of these elements changes the
precipitation kinetics of strengthening phases (γ'/γ”) in the γ-matrix.

Fig. 2 shows the Nb distribution map after the 1st and 2nd cycles.
During the 1st thermal cycle, the deposited melt material solidifies. As
mentioned earlier, during solidification, Nb segregates into the inter-
dendritic region. Nb is one of the elements that segregates most in Alloy
718. Therefore, its segregation can have a strong impact on the build
microstructure [4,15,29]. The Nb distribution map reveals that the
lowest concentration of Nb is found at the dendrite core, which re-
presents the initial solidified part of the primary dendrite. When

Fig. 3. Laves+NbC area fraction in the 1st layer of the deposited samples, with
varying number of total deposited layers in the single wall samples.

Fig. 4. Hardness measurements taken at the 1 st deposited layer of the samples,
with varying number of total deposited layers in the single wall samples.

Fig. 5. Nb (wt%) distribution map after the solution heat-treatment simulation
at 954 °C for 1 h using MICRESS.
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moving away from the dendrite core to the interdendritic region, Nb
concentration tends to increase. During the growth of the γ dendrite, Nb
is continually rejected from the solid to the liquid. Hence, the Nb
concentration in the liquid continues to increase. As a result, the liquid-
solid interface advances into the liquid region with high Nb content,
thereby resulting in an increase in Nb content from the dendrite core to
the interdendritic region.

From the experimental work reported by Antonsson et.al. [29], it
can be noted that the Nb content in the interdendritic liquid has to be
above 20 wt% in order to form the Laves phase. During simulation, it
was observed that the Laves phase starts to nucleate in regions where
Nb content is greater than 17wt%. This difference could be attributed
to errors in the TCNI8 database or due to simplification of the alloy
system. Formed Laves phase can be seen in Fig. 2 as bright yellow
particles. The predicted Laves phase in the simulation contained
∼40wt% of Nb and ∼0.9 wt% of Mo. These predicted values were
higher and lower, respectively, compared to the values reported for Nb
and Mo in the Laves phase [30–32]. One reason for higher Nb and lower
Mo values in the predictions could be errors in the TCNI8 database. A
simple Scheil simulation was performed using Thermo-Calc to check the
Nb and Mo contents in Laves phase when it starts to form, and these
were found to be around 41wt% Nb and 0.7 wt% Mo. It was confirmed
with the Thermo-Calc company that no parameter has been assessed for
chromium (Cr)-Nb-Mo system in the TCNI8 database and this could
have led to solubilities of Nb and Mo in Laves phase deviating from the
expected values.

Fig. 2(b) shows the Nb distribution map at the end of the 2nd

thermal cycle. It can be noted that there is almost no difference in the
Nb distribution and the formed Laves phase at the end of the 1st and 2nd

thermal cycles. One possible reason for this could be that, in the 2nd

thermal cycle, the temperature in the 1st deposited layer was less than
1000 °C and, therefore, not high enough to have an impact on elemental
diffusion and dissolution of the Laves phase. In addition, the time that
the 1st deposited layer spent above 600 °C during the 2nd thermal cycle
is ∼2 s, which is too short to have any considerable impact on ele-
mental diffusion in Alloy 718. Based on these observations, it can be
expected that there will be negligible impact on elemental diffusion and
Laves phase upon further thermal cycling (3rd, 4th,…). This is also
corroborated by the experimentally measured Laves Phase+NbC area
fraction measurements in the 1st deposited layer which revealed no

Fig. 6. Microstructure of the heat-treated 15-layer sample. Needle like precipitate in the γ-matrix are the δ precipitates. (SEM image was taken normal to the build
direction at the 1 st deposited track of the 15-layer sample).

Fig. 7. Continuous cooling transformation (CCT) diagram created using seg-
regated compositions predicted from MICRESS. Dotted line represent the 0.5%
precipitation close to Laves phase and solid line represent 0.5% precipitation in
the dendrite core.

Fig. 8. Time temperature transformation (TTT) diagram created using segre-
gated compositions predicted from MICRESS. Dotted line represent the 0.5%
precipitation close to Laves phase and solid line represent 0.5% precipitation in
the dendrite core.
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visible change with further deposition of layers (refer Fig. 3).
Fig. 4 shows the measured hardness values in the first layer in the

LMPDED deposited samples. From the thermal measurements depicted
in Fig. 1, it can be seen that during deposition of successive layers, the
1st deposited layer temperature goes through the γ'/γ” precipitation
window for three consecutive thermal cycles. Hence, one can expect
that the hardness in the 1st layer might progressively increase following
deposition of the 2nd and 3rd layers. However, this was not clearly
evident from the measured hardness values shown in Fig. 4. It is
plausible that, even though the 1st deposited layer passes through the
γ'/γ” precipitation window multiple times, the cumulative time that it
spends within the precipitation window is inadequate to have a sig-
nificant impact on the growth of γ'/γ” and, therefore, on the hardness
values.

4.2. Effect of heat treatment on the as-built microstructure

Fig. 5 shows the Nb distribution map of the predicted micro-
structure after solution heat treatment (at 954 °C for 1 h) simulation.
The needle-like phases that can be seen in the microstructure represent
the δ phase. Some Laves phase particles can be seen in the micro-
structure even though a majority of them have dissolved. These δ
needles (δ phase will look like needles in a 2D cross-section and have a
platelet morphology in 3D) precipitate close to the Laves phase and in
the interdendritic region of the as-built microstructure. One possible
reason for this could be the change in the local driving force for pre-
cipitation of the δ phase in the above regions due to local segregated
composition. Nb released during dissolution of the Laves phase also
tends to diffuse to the surrounding interdendritic areas and aid growth
of the δ phase. This observation is qualitatively in good agreement with
the experimentally observed microstructure in a heat-treated 15-layer
sample as shown in Fig. 6. with δ needles [28] observed mainly in the
interdendritic region as predicted by the simulation. Rest of the samples
(single layer, two layer and three layer) were also observed to have
similar microstructures after the heat treatment.

4.3. Effect of element segregation on the precipitation kinetics

To ascertain the effect of elemental segregation on precipitation
during the LMPDED process, CCT diagrams were created using
JMatPro, taking the composition close to the Laves phase and in the
dendritic core from phase-field simulations. As can be seen from Fig. 7,
the kinetics of precipitation change due to changes in local composi-
tion. Close to the Laves phase, γ'/γ” precipitate earlier (more than an
order of magnitude in time) compared to the core of the dendrite. Such
accelerated kinetics could result in a higher number density of γ'/γ”
close to Laves phase than in the core of the dendrite. This prediction is
consistent with the experimental work performed by Segerstark et al.
[28]. In the as-built microstructure, a higher number density of γ'/γ”
was observed close to the Laves phase compared to the core of the
dendrite.

Fig. 8 shows the TTT diagram generated based on the segregated
element compositions at dendrite core and interdendritic regions. It can
be clearly seen that there is a difference between the precipitation ki-
netics due to element segregation Close to Laves phase, the precipita-
tion kinetics of γ'/γ” and δ are more than an order of magnitude faster
compared to the dendrite core during the isothermal holding. In addi-
tion, as mentioned earlier, the Laves phase begins to dissolve during
solution treatment at 954 °C, as seen from the heat treatment simula-
tions. Hence, the Nb trapped in the Laves phase is released and diffuses
to its surrounding. This favours growth of γ'/γ” and δ phases even
further during solution heat treatment. During ageing heat treatment,
γ'/γ” precipitates in the core of the dendrites also. However, the amount
of these strengthening phases will be lower in the dendrite core as
compared to the interdendritic region. In addition, growth of previously
precipitated phases can also be expected.

5. Conclusions

In this study, microstructure evolution during laser metal powder
directed energy deposition Alloy 718 and subsequent heat treatment
have been investigated. For this purpose, phase-field modelling as well
as precipitation kinetic modelling using JMatPro were utilised. The
following conclusions were drawn based on the observed results:

• Phases such as Laves and γ'/γ” formed during deposition did not
undergo any significant change during subsequent thermal cycles
associated with deposition of subsequent layers

• Segregation of alloying elements in the interdendritic region was
shown to change the precipitation kinetics of Alloy 718 and caused
formation of high amounts of γ'/γ” compared to the dendritic core in
the as-built condition

• The δ phase observed in the interdendritic region in heat-treated
samples was precipitated during solution heat treatment at 954 °C
for 1 h. This was predicted during the heat treatment simulation of
the as-built microstructure. Elemental segregation was found to be
responsible for this δ precipitation.

• A combined approach involving phase-field modelling and trans-
formation kinetic modelling seems promising to provide better in-
sight into microstructure formation during AM of Ni-based super-
alloys and subsequent heat treatments.
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Predicting the Microstructural Evolution of Electron
Beam Melting of Alloy 718 with Phase-Field Modeling

CHAMARA KUMARA, DUNYONG DENG, FABIAN HANNING,
MORTEN RAANES, JOHAN MOVERARE, and PER NYLÉN

Electron beam melting (EBM) is a powder bed additive manufacturing process where a powder
material is melted selectively in a layer-by-layer approach using an electron beam. EBM has
some unique features during the manufacture of components with high-performance superalloys
that are commonly used in gas turbines such as Alloy 718. EBM has a high deposition rate due
to its high beam energy and speed, comparatively low residual stresses, and limited problems
with oxidation. However, due to the layer-by-layer melting approach and high powder bed
temperature, the as-built EBM Alloy 718 exhibits a microstructural gradient starting from the
top of the sample. In this study, we conducted modeling to obtain a deeper understanding of
microstructural development during EBM and the homogenization that occurs during
manufacturing with Alloy 718. A multicomponent phase-field modeling approach was
combined with transformation kinetic modeling to predict the microstructural gradient and
the results were compared with experimental observations. In particular, we investigated the
segregation of elements during solidification and the subsequent ‘‘in situ’’ homogenization heat
treatment at the elevated powder bed temperature. The predicted elemental composition was
then used for thermodynamic modeling to predict the changes in the continuous cooling
transformation and time–temperature transformation diagrams for Alloy 718, which helped to
explain the observed phase evolution within the microstructure. The results indicate that the
proposed approach can be employed as a valuable tool for understanding processes and for
process development, including post-heat treatments.

https://doi.org/10.1007/s11661-019-05163-7
� The Author(s) 2019

I. INTRODUCTION

RECENTLY, powder bed additive manufacturing
(AM) has attracted great interest from the manufactur-
ing industries and research community because of its
capacity to produce near net shape structures with
complex geometries, which cannot be manufactured

with traditional methods. Among the powder bed
manufacturing processes, electron beam melting
(EBM) process has attracted more attention because if
its relatively higher productivity due to the high beam
speed and high beam power density. In addition, the
EBM operation occurs at a high temperature in a
vacuum environment, which creates less residual stress
and less oxidation in the component obtained.[1] These
features are beneficial for the manufacture of the critical
components used in aerospace applications and gas
turbine engines.
Nickel-based superalloys are among the most impor-

tant alloys used in aerospace applications and gas
turbine engines because of their high-temperature
strength, high resistance to creep deformation, and
corrosion resistance.[2,3] Among these superalloys, Alloy
718 is one of the most widely used nickel-iron-based
superalloys and it is suitable for AM processes because
of its good weldability due to the sluggish precipitation
of the main strengthening phase c¢¢.[4] The microstruc-
ture of Alloy 718 is dominated by an austenitic c fcc
matrix. Precipitates such as Laves, c¢/c¢¢, and d phases,
and various metallic carbides and nitrides can be found
within the matrix. The formation of the Laves phase is
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usually observed in the interdendritic region due to the
segregation of the elements. The complete microstruc-
ture, including the phases present as well as their
distribution, morphology, and orientation, is mainly
related to the primary manufacturing technology
employed and the subsequent post-processing condi-
tions. Heat treatments are commonly used to tailor the
microstructure of Alloy 718 to obtain the desired
properties required for the application.

Due to the inherent features of the layer-by-layer
manufacturing approach, the microstructure of Alloy
718 after the EBM process exhibits a gradient along the
build direction.[5,6] During the melting process, the
powder material is melted and it then solidifies, thereby
leading to the formation of different phases, as men-
tioned earlier. As the subsequent layers are built, the
solidified structure gradually undergoes ‘‘in situ’’ heat
treatment due to the elevated powder bed temperature
(> 1000 �C for Alloy 718) in the EBM process. The time
that a specific layer undergoes this ‘‘in situ’’ heat
treatment changes according to the height of the object
under construction, which creates a gradient in the
microstructure from the top to the bottom of the
sample.

In this study, we modeled the microstructure using the
multiphase-field method and the transformation kinetics
were determined to understand the formation of the
microstructural gradient in Alloy 718 samples produced
using EBM. First, the solidified microstructure was
modeled and the model was then used to simulate the
‘‘in situ’’ heat treatment in order to observe the changes
in the alloy composition and any subsequent phase
changes. The results were compared with experimental
observations.

II. EXPERIMENTAL

A plasma atomized powder (nominal size ranges from
25 to 106 lm) supplied by Arcam AB was used to
manufacture the Alloy 718 samples in this study. The
chemical composition of the powder is shown in Table I.

An Arcam A2X EBM system was used to manufacture
the samples with the standard settings for Alloy 718
(listed in Table II). The manufacturing process started
after the powder bed was pre-heated to about 1020 �C
(measured under the base plate) and this temperature
was maintained throughout the whole process. Each
deposition cycle comprised (1) pre-heating the current
powder layer, (2) contour melting the frame for the
build, (3) hatch melting the interior of the build and
rotating about 65� from the previous scanning vector,
(4) post-heating the current layer, and (5) lowering down
the powder bed and raking new powder to form a
uniform layer measuring 75 lm for the next cycle. In
each batch, 16 identical-sized blocks were fabricated and
the dimension of each block was approximately 35 mm
(length) 9 10 mm (width) 9 33 mm (height).
Cross-sections parallel to the build direction were

examined at different heights from the top surface in
order to characterize the microstructural gradient.
Samples were mounted, mechanically ground succes-
sively from 500 grit to 4000 grit, and polished with a
diamond suspension from 3 to 1/4 lm, and then finally
with OP-U colloidal silica suspension. A Hitachi SU70
FEG scanning electron microscope (SEM) that operated
at an accelerating voltage of 20 kV, which was equipped
with an energy dispersive X-ray spectroscopy system,
was employed to determine the microstructural features
and chemical compositions. In order to calculate the
volume fraction of the Laves phase, SEM images were
converted into binary images using the ImageJ program,
before distinguishing the contrast between the matrix
and Laves + NbC phases. Electron probe microscopic
analysis was performed using a JEOL JXA-8500F
system with samples that were cut normal to the build
direction.

III. MODELING

A. MICRESS and the Governing Equation

The phase-field method was employed to model the
evolution of the microstructure. This method has been
used widely during the last two decades to simulate the
microstructural evolution of materials.[7,8] The advan-
tage of the phase-field method is that there is no need to
track the interface, unlike the classical sharp interface
modeling methods. An order parameter is introduced
that varies smoothly between two phases, and thus the

Table I. Nominal Chemical Composition of the Raw Powder
and the Nominal Composition Used for the Phase-Field

Simulation

Element (Weight Percent) Measured Simulation

Ni bal. bal.
Cr 19.1 19.1
Fe 18.5 18.5
Nb 5.04 5.04
Mo 2.95 2.95
Co 0.07 —
Ti 0.91 0.91
Al 0.58 0.58
Mn 0.05 —
Si 0.13 —
Cu 0.1 —
C 0.035 —
N 0.0128 —

Table II. Main Parameters of the Arcam Standard
Parameters for Alloy 718 (Theam Name-‘‘Inconel 718 Melt

75 lm V3’’)

Parameter Value

Hatch-current max (mA) 18
Hatch-scan speed (m/s) automatic (scan function 63)
Hatch-line offset (mm) 0.125
Pre-heating temperature (�C) 1025
Layer thickness (lm) 75
Electron beam power (W) 3000
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interface is part of the solution in the phase-field
method.

Our simulations were performed using the commer-
cially available phase-field modeling software
MICRESS (version 6.400, Access e.V., Aachen, Ger-
many). MICRESS is based on the multiphase-field
approach.[9,10] The multiphase-field theory describes
the evolution of multiple phase-field parameters
/a¼1;2;...;v ¼ ð~x; tÞ (with the constraint

Pv
a¼1 /a ¼ 1) in

space and time, which represent the spatial distribution
of multiple phases with different thermodynamic prop-
erties and/or multiple grains with different orientations.
The phase-field parameter, /a takes a value of 1 if phase
a is present locally and a value of 0 if the phase is not
present locally. At the interface of the phase a, /a will
vary smoothly from 0 to 1 over the interface thickness
(g). The time evolution of /a is calculated using the free
energy functional, F, which integrates the density
functional, f, over the domain X.

F f/ag; f~Cag
� �

¼
Z

X

fðf/ag; f~CagÞ; ½1�

where the brackets, {}, represent all phases of a, and
not an individual a. The density functional, f, depends
on the interface energy density, fint, and chemical free
energy, fchem, and thus it can be written as follows:

f ¼ fintff/ag þ fchemff/ag; f~Cagg; ½2�

f ¼
Xv
a¼1

Xv

b 6¼a

4r0aba
r
ab

vg
� g2

p2
r/ar/b þ /a/b

� �

þ
Xv
a¼1

/afað~CaÞ; ½3�

where r0ab represents the interfacial energy of the
interface between a and b. v is the total number of local
coexisting phases. The term arab represents the aniso-

tropy function for the interfacial stiffness.[11] In 2D, for
cubic crystal systems, this function takes the form
arab ¼ 1� dr cosð4hÞ.[12]

The multiphase-field equation defining the time evo-
lution of /a ¼ ð~x; tÞ in multiple phase transformations is
derived by minimizing the total free energy, F, according
to a relaxation principle.

_/a ¼
Xv

b 6¼a

Maba
M
ab

dF
d/b

� dF
d/a

 !
½4�

Here Mab is the mobility of the a and b interface. The
term aMab represents the anisotropy function for the

interfacial mobility.[11] In 2D, for cubic crystal systems,
this function takes the form aMab ¼ 1þ dM cosð4hÞ.[12]

The general version of the evolution equation includ-
ing the anisotropy can be written as follows.

_/a ¼
Xv

b 6¼a

Maba
M
ab babDGab � r0aba

r
abK

a
ab þ

Xn

c6¼b 6¼a

Jabc

" #

½5�

bab ¼ p
g

/a þ /b

� � ffiffiffiffiffiffiffiffiffiffiffi
/a/b

q� �
½6�

Ka
ab ¼

2

v

p2

2g2
/b�/a

� �
þ1

2
r2/b�r2/a

� ��
þ 1

arab

X3
i¼1

ri

�
@arab
@ri/b

�
@arab
@ri/a

 !
p2

2g2
/a/b

� �
�1

2
r/ar/b

� �� �" #

� 1

arab
rarab r/b�r/a

� �)

½7�

Jabc ¼
2

m
1

2
r0bca

r
bc � r0aca

r
ac

� � p2

g2
/c þr2/c

� ��

þ r0ac
X3
i¼1

ri

@arac
@ri/a

� �
p2

2g2
/a/c

� �
� 1

2
r/ar/c
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� r0bc
X3
i¼1

ri

@arbc
@ri/b

 !
p2

2g2
/b/c

� �
� 1

2
r/br/c
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2
r0bcrarbc � r0acrarac
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r/c

�
;
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where Ka
ab is related to the local curvature of the

interface and Jabc relates to the third-order junction
forces.
However, more simplified version of the Jabc term is

implemented in MCRESS neglecting the higher order
terms as follows.

Jabc ¼
2

v

1

2
r0bca

r
bc � r0aca

r
ac

� � p2

g2
/c þr2/c

� �� �
: ½9�

The interface motion depends on the curvature contri-
bution, ðrabKabÞ, but also on the thermodynamic driv-

ing force, DGab
~C;T
� �

. This driving force depends on

the temperature, T, and the local multicomponent

composition, ~C, which couples the phase-field equation
to the multiphase diffusion equations:

_~C ¼ r
Xv
a¼1

/a
~Dar~Ca ½10�

~C ¼
Xv
a¼1

/a
~Ca; ½11�
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where ~Da represents the multicomponent diffusion

coefficient matrix for the phase a. DGab
~C;T
� �

and ~Da

are calculated by direct coupling to the thermodynamic
(TCNI8) and mobility (MOBNI4) databases via the
TQ-interface in Thermo-Calc Software.[13] The driving

force, DGab
~C;T
� �

, is calculated based on the quasi-

equilibrium approach with the combination of mass
balance condition. For detail information, reader is
advised to refer.[10,11]

B. Model Setup in MICRESS and Assumptions

Two-dimensional (2D) multiphase-field simulations
were conducted in the present study. The 2D domain
selected was normal to the build direction of the EBM
sample. Therefore, the domain had an isothermal cross
section and it was normal to the primary dendrite
growth direction. The unit cell approach proposed by
Warnken et al.[14] was employed, where the edge length
of the unit cell was given by primary dendrite arm
spacing (PDAS) and the unit cell contained one repre-
sentative dendrite. Therefore, we considered a unit cell
size of 6 lm 9 6 lm (the PDAS was measured exper-
imentally based on SEM images) with a grid spacing of
0.025 lm for the EBM solidification simulation. Alloy
718 was modeled as a seven-component system with the
composition shown in Table I. This simplifying assump-
tion reduced the computational effort required to
calculate the thermodynamic and mobility data. Both
of these types of data were dynamically extracted from
the TCNI8 and MOBNI4 databases by Thermo-Calc. In
addition, we considered the full multicomponent diffu-
sion matrix based on the local composition values.

The simulation started from a complete liquid state
with the composition in Table I. The c phase nucleation
seed was placed at the center of the domain. Measuring
the cooling rate of the EBM process is rather difficult
due to the inherent nature of the process. Therefore, a
value of 2000 K/s was assumed for the simulation,
which is in the range of the cooling rate values reported
for EBM Alloy 718.[6] Periodic boundary conditions
were assigned at the boundaries of the simulated
domain.

During the solidification process, various phases such
as TiN, MC, and Laves phases begin to precipitate from
the liquid.[4] However, in the present study, we only
considered the formation of the Laves phase. This
simplifying assumption reduced the complexity of the
model and the computational effort required. However,
TiN and MC could not be modeled because the
simplified alloy system did not contain N and C. This
simplification can be justified as follows.

I. The N and C proportions (wt pct) in the alloy
were comparatively low compared with those of
the other major elements.

II. The observed volume fractions of nitrides and
carbides were very low in the microstructure.
Therefore, the consumption of Ti and Nb during
the formation of nitrides and carbides was not

significant and it did not significantly influence
the formation of the other phases.

III. The abundances of carbides and nitrides did not
vary significantly throughout the build height of
the sample.

In addition, the formation of the strengthening phases,

c¢/c¢¢, was not modeled. A very small grid resolution

(typically in the rage of 1 nm) is required in order to

capture the formation of these nano-scale precipitates,

thereby demanding greater computational effort.
The modeled Laves phase was allowed to nucleate at

the liquid–c interface. In order to simulate the eutectic
formation of Laves + c, the nucleation site for eutectic
c was allowed to form at the liquid–Laves interface. For
both types of nucleation, a critical undercooling value of
2 K was set. To simplify the simulation, only the liquid/c
interface was modeled as an anisotropic interface with
cubic crystal anisotropy.[15] The parameters used in the
simulations are summarized in Table III.
According to the thermocouple measurements (see

Figure 1) obtained from the bottom of the base plate in
the EBM system, the temperature of the base plate was
around 1020 �C throughout the build time. We assumed
that the entire build volume was in isothermal equilib-
rium with the thermocouple at this temperature during
the process. This ‘‘in situ’’ heat treatment changed the
solidified microstructure. Therefore, the heat treatment
simulation was performed at 1020 �C in order to
observe its effects on the solidified microstructure. The
microstructure obtained from the solidification simula-
tion (solidified microstructure) was used as the initial
microstructure for the in situ heat treatment simulation.
The homogenization behavior observed in the EBM

solidified microstructure in the simulations and exper-
iments was more rapid than the homogenization behav-
ior observed in the cast Alloy 718. Therefore, for
comparative purposes, the hypothetical cast microstruc-
ture formation and subsequent homogenization heat
treatment were modeled in a similar manner. A PDAS
of 100 lm was selected for the cast solidification
microstructure simulations.[16] Therefore, the domain
size was 100 lm 9 100 lm with a grid resolution of
0.5 lm. A cooling rate of 1 K/s was employed.[16] For
the homogenization heat treatment, a temperature value
of 1100 �C was used according to AMS5383E.[17]

C. Calculation of Continuous Cooling Transformation
(CCT) and Time–Temperature Transformation (TTT)
Diagrams Using JMatPro

The c¢/c¢¢ and d phase precipitation processes were not
modeled in the multiphase-field simulations. However,
in order to observe their kinetic behavior during
precipitation due to element segregation, CCT diagrams
were generated using the JMatPro (ver10.2) material
modeling software package.[18] The nominal alloy com-
position and the segregated compositions predicted by
the multiphase-field simulations were utilized in these
simulations.
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IV. RESULTS AND DISCUSSION

A. Experimental Results: ‘‘In Situ’’ Homogenization
and Phase Formation

In the following, we present the experimental results
obtained from the microstructural observations that
were most relevant for the modeling and validation
studies. Detailed information regarding the microstruc-
tural characterization process and the results obtained
were published previously.[19]

Experimental examinations of the microstructure of
the sample clearly indicated the presence of a
microstructure gradient along the build direction as
well as from the dendrite core to the interdendritic
region. This gradient along the build direction was
visible when observing the bright particles in the
interdendritic regions of the microstructure, as shown
in Figure 2. These particles were confirmed as the Laves
phase and NbC/(Nb,Ti)(C,N) according to transmission
electron microscopy (TEM) analysis. The area fractions
of these phases were measured by image analysis in
order to determine the evolution of the gradients of
these phases. The measured Laves+NbC/(Nb,Ti)(C,N)
volume fractions are shown in Figure 3. In the area
close to the top surface of the sample, a low volume
fraction of Laves+NbC/(Nb,Ti)(C,N) was observed.

However, the peak volume fraction was found at a
depth of around 150 lm. Kirka et al. [6] showed that
melting current layer of the powder material in the EBM
process will lead to re-melting of the top two layers
below the current layer that is added. Therefore, the
225 lm layer from the top of the sample can be
considered as the ‘‘solidified’’ region without further
re-melting. In the ‘‘solidified’’ region, the amount of
Laves+NbC/(Nb,Ti)(C,N) phases decreased when
moving closer to the top surface, which could be
attributed to the change in the solidification velocity of
the melt pool. Raghavan et al. [20] showed that the initial
solidification velocity is relatively lower during the
solidification of the melt pool in the EBM process.
When the solidification velocity is low and it is lower
that the element diffusion velocity, the elements will
have sufficient time to partition and segregate into the
interdendritic region. However, the solidification veloc-
ity was shown to increase towards the end of the
solidification of the melt pool. As the solidification
velocity increases, more elements are increasingly
trapped inside the dendrite,[21] which results in less
element segregation in the interdendritic region, thereby
reducing the formation of Laves+NbC/(Nb,Ti)(C,N).
It should be noted that this phenomenon was not
modeled in the present study.
According to the temperature measurements shown in

Figure 1, we expected that the powder bed temperature
remained above 1020 �C throughout the building of the

Table III. Summery of the Model Parameters

EBM As cast

Domain size 6 lm 9 6 lm 100 lm 9 100 lm
Grid resolution (Dx) 0.025 lm 0.5 lm
Interface thickness (g) 3ÆDx 2.5ÆDx
Cooling Rate (K/s) 2000 1
Initial undercooling for c*�(K) 11 6
Interface energy liquid/c (J/cm2) 1.2E�05[8]

Anisotropic interfacial stiffness coefficient ðdrÞ*-liquid/c 0.2
Anisotropic interfacial mobility coefficient (ðdMÞ*-liquid/c 0.2
Assumed interface energy liquid/laves (J/cm2) 6E�06
Assumed interface energy c/laves (J/cm2) 5E�06

*Values were selected based on trial and error approach to get the desired dendrite morphology.
�The two different initial undercooling values are due to the two different initial nucleation size (due to the different resolution of the models) for

the c phase.

Fig. 1—Thermocouple measurement from the bottom of the build
plate.

Fig. 2—Laves + NbC/(Nb,Ti)(C,N) phases morphology at different
distance from the top surface.
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samples. Therefore, this elevated temperature acted as
an ‘‘in situ’’ heat treatment and changed the ‘‘solidified’’
microstructure. The effect of this ‘‘in situ’’ heat treat-
ment on the ‘‘solidified’’ microstructure was evident
when moving away from the peak location for the
Laves+NbC/(Nb,Ti)(C,N) phase, as shown in
Figure 3. The volume fraction of the Laves + NbC/
(Nb,Ti)(C,N) phase started to decrease gradually as the
distance increased, which can be attributed directly to
the dissolution of the Laves phase during the ‘‘in situ’’
heat treatment. Due to their high stability, NbC/
(Nb,Ti)(C,N) were not affected by the ‘‘in situ’’ heat
treatment, and thus their volume fractions were
expected to remain unchanged with the build height.
The Laves phase was no longer visible at a depth of
~ 1800 lm from the top surface and it was expected to
be fully dissolved. This distance of 1800 lm is roughly
around the 30th layer counting from the top of the build
sample. Considering the total build time and the total
number of layers, we estimated that the 30th layer was
exposed to ‘‘in situ’’ heat treatment at a time of roughly
40 minutes.

Nb is considered to be one of the most important
alloying elements in Alloy 718.[22,23] The formation of
phases such as c¢/c¢¢, Laves, and d is directly related to
the level of Nb in the microstructure.[22] Nb is also the
most severely segregated element in the microstructure
of Alloy 718, and thus it is relatively easy to measure its
segregation. Figure 3 shows the variation in the pro-
portion of Nb (Nb wt pct) at the center of the dendrite
core as a function of the distance from the top surface of
the sample. The changes in Nb wt pct exhibited the

opposite relationship to the variations in the Laves+
NbC/(Nb,Ti)(C,N) volume fractions, thereby indicating
that the Nb trapped inside the Laves phase in the
‘‘solidified’’ microstructure was released and it diffused
back into the dendrite core as a consequence of the
‘‘in situ’’ heat treatment. At a distance of ~ 1800 lm
from the top surface, the Nb wt pct in the dendrite core
was similar to the nominal composition of the powder
material used in this study, which indicates that the
‘‘solidified’’ microstructure tended to homogenize dur-
ing the 40-min ‘‘in situ’’ heat treatment.

B. Phase-Field Solidification Simulation Results of EBM
alloy 718 and Cast Alloy 718

During the solidification of Alloy 718, elements such
as Nb, Mo, and Ti will segregate into the interdendritic
region due to the low solubility of these elements in the
c-matrix.[22] This elemental segregation leads to the
formation of phases such as Laves, d, NbC, and TiN. In
addition, the depletion of these elements in the c-matrix
will affect the precipitation kinetics for the strengthening
phases (which we illustrate later using CCT diagrams
generated by JMatPro). Figure 4 shows the distribution
maps obtained for Nb, Fe, and Ti based on the
solidification simulation for EBM Alloy 718, which
demonstrates that Nb and Ti were depleted inside the
dendrite but enriched in the interdendritic region,
whereas Fe exhibited the opposite variation. This
discrepancy was due to the different partition coeffi-
cients of Nb, Ti, and Fe in the alloy system. The
segregation of elements during solidification modified

Fig. 3—Measured Laves + NbC/(Nb,Ti)(C,N) volume fraction and Nb wt pct in the dendrite core from top surface of the sample. Shaded areas
represent the possible last-solidified region without subjecting to ‘‘in situ’’ heat treatment.
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the local thermodynamics and created the necessary
driving force to form the Laves phase in the interden-
dritic region. Figure 5 shows the distribution map

obtained for Nb at the end of the cast simulation,
where the observed segregation behavior of the elements
was similar to the EBM microstructure. The size of the
Laves phase particles in the cast microstructure was
larger than that in the EBM microstructure, which was
related to the larger length solidification scale in the cast
microstructure.
Table IV shows the compositions measured at the

dendrite core and the Laves phase in both the
phase-field model and the actual sample’s microstruc-
ture. In the Laves phase, the amounts of Nb and Mo
obtained by phase-field modeling differed considerably
compared with the values measured in the composition
of the EBM sample. These high Nb and low Mo values
could be explained by errors in the TCNI8 database. A
simple Scheil simulation was performed using Thermo-
Calc (using TCNI8 and MOBNI4 databases) to check
the Nb and Mo contents of the Laves phase from the
start of its formation. In Scheil simulation, it also
predicted around 41 wt pct Nb and 0.7 wt pct Mo.
According to the Thermo-Calc company, no parameters
in the TCNI8 database have been assessed for the
Cr-Nb-Mo system, which could have led to the high and
low solubilities for Nb and Mo in the Laves phase,
respectively.

Fig. 4—Nb, Fe, and Ti, distribution maps at the end of the solidification of EBM Alloy 718.

Fig. 5—Nb distribution maps at the end of the solidification of cast
Alloy 718 simulation. Line AB was used to do the virtual EDX on
the modeled microstructure.
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C. Homogenization Behavior of EBM Alloy 718
and Cast Alloy 718

The homogenization heat treatments for Alloy 718
cast products are usually performed at a high temper-
ature (> 1090 �C) for a sufficient time (> 1 hours) until
the Laves phase dissolve.[22] The Laves phase contains a
high amount of Nb, so dissolution of the Laves phase is
important for redistributing the trapped Nb, which is
needed to form the strengthening phases. Nonetheless,
even if the Laves dissolves, obtaining a homogeneous
distribution of elements in the microstructure is not
economically viable.[22] However, as mentioned above,
the observed homogenization of the elements in the
microstructure of the EBM Alloy 718 samples occurred
rather quickly (~ 40 minutes) during the ‘‘in situ’’ heat
treatment in the build process.

Figure 6 shows the elemental distributions of Nb, Fe,
and Ti along the line AB (the line AB is shown in
Figure 4) in the EBM Alloy 718 at the end of the
solidification simulation (‘‘as built’’) and during the
‘‘in situ’’ heat treatment simulation. The segregated
elements in the as-built condition tended to homogenize
after 40 minutes during the ‘‘in situ’’ heat treatment at
around 1020 �C. Both Nb and Ti exhibited very low
segregation after 40 minutes, whereas some segregation
of Fe was still observed. This segregation is expected to
be reduced by further ‘‘in situ’’ heat treatment and the
microstructure is expected to reach its nominal
composition.

However, the heat treatment simulation of the cast
microstructure did not indicate the same homogeniza-
tion compared with the EBM microstructure, as shown
in Figure 7. Some of the Laves phase still remained at
the end of the heat treatment simulation for the cast
microstructure. By contrast, complete dissolution of the
Laves phase was achieved in the heat treatment simu-
lation of the EBM microstructure, which could have
been related to the smaller size of the Laves phase
particles in the EBM sample compared with the cast
Alloy 718. Smaller particles will dissolve in a shorter
time than larger particles. Another reason for the
relatively rapid homogenization in the EBM microstruc-
ture is the smaller PDAS because the microstructure
obtained in the EBM process will have a relatively
smaller (~one order of magnitude smaller) PDAS
compared with cast products. This difference will lead
to segregation at a finer scale and a smaller diffusion
length for the elements. As a consequence, EBM
microstructures will tend to homogenize more rapidly
compared with cast microstructures. It has been has

Fig. 6—Nb, Fe, and Ti variation along the ‘‘AB’’ virtual EDX line
in the EBM microstructure-simulated domain.

Table IV. Composition Measured in the Dendrite Core and Laves Phase Both from Phase-Field Model and Real Sample

Al Ti Cr Nb Fe Mo

Laves Model 0.16 0.32 15.32 40.85 17.72 0.88
EPMA Average 0.20 0.86 14.33 28.52 13.36 6.87

Standard deviation 0.06 0.05 0.92 1.37 0.24 0.35
Dendrite core Model 0.56 0.57 19.71 2.41 19.91 2.49

EPMA Average 0.57 0.77 20.03 3.38 19.97 2.57
Standard deviation 0.04 0.07 0.19 0.13 0.18 0.12
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shown that other AM processes such as laser metal
directed energy deposition and selective laser melting of
Alloy 718 resulted PDAS values with a similar order of
magnitude to EBM,[8,24] which indicates that the segre-
gated microstructures produced in these processes can
be homogenized rather rapidly compared with cast
products. This difference could facilitate the design of
new heat treatment protocols for AM microstructures.

D. Change in Precipitation Kinetics of Phases
in the Microstructure

The precipitation kinetics of an alloy depend on the
local composition levels. The local composition of the
microstructure in Alloy 718 differs from its nominal
composition value because of the segregation of the
elements during solidification. A segregated microstruc-
ture behaves in a different manner compared with a
microstructure in the nominal composition of the same
alloy,[25] which is illustrated based on the CCT diagrams
obtained (as explained in Section III–C) for Alloy 718 in
the following.

As mentioned above, during the building of the
sample, the temperature of the build volume was around
1020 �C or above. This temperature is greater than the
solvus temperature for c¢/c¢¢ and around the solvus
temperature for d,[26,27] which implies that the formation
of these phases could have occurred during the cooling
stage of the build process. After the last layer was built,
helium gas was blown in to cool the build chamber, as
shown by the thermocouple measurements in Figure 1.
During the cooling process, the temperature dropped
through the precipitation temperature ranges for c¢/c¢¢
and d.

In the ‘‘solidified’’ microstructure of the EBM sample,
relatively higher amounts of c¢/c¢¢ and d were observed
close to the Laves phase. The density of these precip-
itates decayed when moving away from the Laves phase,
as shown in Figure 8. Similar observations were
reported previously for Alloy 718 built by direct laser
additive manufacturing.[28] We produced CCT diagrams
using JMatPro for compositions close to the Laves
phase and in the dendrite core based on phase-field

simulations in order to explain the observed gradient in
the precipitates. As shown in Figure 9, the precipitation
kinetics were altered due to the change in the local
composition, where c¢/c¢¢ and d precipitated much earlier
close to the Laves phase (more than an order of
magnitude in time) compared with the core of the
dendrite. The accelerated kinetics with the combination
of change in local equilibrium conditions due to the
local change in the composition, led to a higher density
of the c¢/c¢¢ and d phases close to the Laves phase. Due
to the lower density of c¢/c¢¢ in the dendrite core of the
‘‘solidified’’ microstructure, the hardness measured in
the dendrite core was expected to be low compared with
that in the interdendritic region.
Figure 10 shows the CCT curves obtained based on

the nominal composition of the alloy and the dendrite
core composition of the ‘‘solidified microstructure. As
the ‘‘in situ’’ heat treatment progressed, the elemental
segregation in the ‘‘solidified’’ microstructure became

Fig. 7—Nb variation along the ‘‘AB’’ virtual EDX line in the cast
microstructure-simulated domain.

Fig. 8—SEM that shows the Laves phase and precipitation around
it. (Image has been taken from a section Normal to the Build
direction). It should be noted that c¢/c¢¢ precipitates close to the
Laves phase have been mainly observed through TEM analysis
work. Ref. [19] for more information about the TEM work.

Fig. 9—CCT diagram created using JMatPro. Dotted line represents
the 0.5 pct transformation close to Laves phase and solid line
represent 0.5 pct transformation in the dendrite core. The cooling
curve has been created from the thermocouple measurement in the
cooling stage in Fig. 1.
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more homogeneous and reached the nominal values.
Therefore, the CCT curves generated based on the
nominal composition can be used to describe the
homogenized part of the microstructure of the sample
(below 1800 lm from the top of the surface). According
to Figure 10, the c¢/c’’ particles precipitated earlier and
increased in size more rapidly in the homogenized part
of the sample compared with the dendrite core of the
‘‘solidified’’ microstructure. Therefore, the hardness was
higher in the homogenized part of the microstructure
compared with the dendrite core of the ‘‘solidified’’
microstructure. This prediction was confirmed by pre-
viously reported hardness observations.[19]

According to the CCT curves obtained for c¢ and c¢, as
shown in Figure 9, c¢ started to precipitate earlier than
c¢¢. However, the CCT curves obtained for the nominal
composition of the alloy (see Figure 10) showed that the
precipitation of c¢¢ occurred earlier than that of c¢. A
similar accelerated precipitation of c¢ before that of c¢¢
was reported previously [29] for Ni-Cr-Fe alloys with
compositions approximating that of Alloy 718. This
phenomenon is linked to high Ti + Al/Nb ratios [29] and
in the present study, this ratio was around 1.03 and 2.35
for the nominal and interdendritic compositions, respec-
tively, which could have accelerated the precipitation of
c¢ before that of c¢¢ in the interdendritic region.
However, no experimental research has been performed
to confirm the results obtained in the present study.

V. CONCLUSION

In this study, we investigated the microstructural
evolution during EBM of Alloy 718 by microstructure
modeling. Multiphase-field modeling and precipitation
kinetics modeling using JMatPro were also conducted.
We provided the following conclusions based on the
results.

The as-built microstructure of the EBM Alloy 718
exhibited a microstructure gradient from the top to the
bottom of the sample.

� The high bed temperature during production
resulted in an ‘‘in situ’’ heat treatment, which had
a homogenization effect on the solidified
microstructure.

� Due to the smaller PDAS and relatively low Laves
phase size, EBM Alloy 718 exhibited more rapid
homogenization compared with the cast or wrought
material, which may facilitate the design of specific
heat treatment protocols for EBM printed Alloy
718.

� The segregation of the alloying elements into the
interdendritic region (close to the Laves phase)
changed the precipitation kinetics of the alloy and
led to the formation of high amounts of c¢/c¢¢ and d
in this region compared with the dendritic core.

� This combined approach based on multiphase-field
modeling using MICRESS and transformation
kinetic modeling using JMatPro is a viable method
for obtaining insights into microstructural formation
during the additive manufacturing of nickel-based
superalloys and subsequent heat treatments.
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ABSTRACT
Owing to the inherent nature of the process, typicallymaterial produced via electron beammelt-
ing (EBM) has a columnar microstructure. As a result of that, the material will have anisotropic
mechanical properties. In this work, anisotropic elastic properties of EBM built Alloy 718 sam-
ples at room temperature were investigated by using experiments andmodellingwork. Electron
backscatter diffraction data from the sample microstructure was used to predict the Young’s
modulus. The results showed that the model developed in the finite element software OOF2
was able to capture the anisotropy in the Young’s modulus. The samples showed transversely
isotropic elastic properties having lowest Young’s modulus along build direction. In addition to
that, complete transversely isotropic stiffness tensor of the sample was also calculated.
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Introduction

According to the ASTM standards, the term additive
manufacturing (AM) is defined as a process of joining
materials to make objects from 3D model data (from
CAD model), usually layer upon layer, as opposed to
subtractive manufacturing methodologies [1]. AM is
also known as 3D printing, rapid manufacturing, rapid
prototyping or freeform fabrication. In recent years,
AM has gained high interest in the field of manufac-
turing engineering due to its attractive features com-
pared to the conventionalmanufacturingmethods such
as casting, shaping and machining. Ability to produce
complicated geometries, low cost of retooling and con-
trol of the microstructure are some of the advantages
that have been reported [2].

Electron Beam Melting (EBM) is a type of powder
bed AM technique, which was commercialised in 1997
by Arcam Corporation in Sweden [2]. In the EBM pro-
cess, the powder material is selectively melted by using
an electron beam in a layer-by-layer approach. Before
melting, the powder material is sintered to overcome
the problem with smoking effect caused by powder
particle charging [3]. EBM has been shown to be capa-
ble of producing high-performance products such as
biomedical implants and high-performance superalloy
components used in gas turbine engine applications.
Faster deposition rates due to high beam energy and
speed, lower residual stresses, possibility of tailoring the
microstructure [4] and reduced problems with oxida-

tion are some of the advantages of the EBM process
when compared with laser powder bed processes [2].

Alloy 718 is a γ ′ precipitation hardened nickel-based
superalloy, which is extensively used in gas turbine
components due to its good mechanical properties at
elevated temperatures, corrosion resistance and good
weldability [5,6]. Nevertheless, manufacturing Alloy
718 components through traditional manufacturing
methods are time consuming and expensive. For an
example, machining of Alloy 718 to get the desired
shape is difficult due to excessive tool wear and low
material removal rate [7,8]. Therefore, the application
of novel non-conventional processingmethods, such as
EBM, is a promising candidate for manufacturing near
net shape complex components. In addition to that,
EBM opens up a completely new manufacturing plat-
form that enables design freedom for design engineers
to come up with topologically optimised components
that savematerial usage, time andmoney. EBMof Alloy
718 has, therefore, gained high interest within the AM
community.

Typically, nickel-based superalloys exhibit anisotropic
elastic behaviour at the crystal level depending upon the
orientation of the crystal. Nevertheless, at the macro-
scopic level, the behaviour of these alloys tends to be
isotropic due to the randomly oriented polycrystalline
grains.When the alloy microstructure contain textured
grains (such as in the AM components [2,9,10], direc-
tionally solidified alloys [11], cold rolled sheets [12]),
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the behaviour will become anisotropic. Then the elas-
tic behaviour will change depend upon the direction of
loading. Tayon et al. [10] showed that the Young’s mod-
ulus of Electron Beam Freeform Fabricated Alloy 718
will change depend up on the angle with respect to the
deposition direction. Recent studies [13–15] show that
the typical microstructure resulting from the EBM pro-
cess is columnar in nature with a strong fibre texture
towards the build direction. Nevertheless, by chang-
ing process parameters and scanning strategies, this can
be changed to a microstructure having equiaxed grains
[4,9]. This strong texture in the EBM built alloy will
cause thematerial to have anisotropic elastic properties.
In the literature, few studies have been reported on eval-
uating these anisotropic elastic properties of the Alloy
718 produced via electron beam melting [2,9]. In these
studies, Young’s Modulus values were calculated using
the tensile test data. However, these values are limited to
the build direction and normal to the build direction.
Both the studies [2,9] showed lower Young’s modulus
in the build direction compare to the normal to build
direction. As to the authors’ knowledge, no information
has been reported on the complete anisotropic elastic
property tensor of the EBM produced material. This
elastic property tensor is a crucial parameter in finite
element (FE) simulation of EBM build components.
These FE simulations will help the design engineers to
evaluate the performance (such as vibration, strength,
stability) of their design before actual manufacturing
andmake necessary adjustments in advance. Obtaining
this elastic tensor through experimental work is time
consuming and tidies work.

In this study, a modelling approach was carried out
to investigate the anisotropic elastic behaviour of the
Alloy 718 produced via EBM. This modelling method,
unlike experiments, does not require building relatively
larger tensile specimens and thus can minimise time
and cost associated with the experiments. It might,
therefore, be a valuable technique to investigate the
effect of microstructure on mechanical properties thus
enabling tailoring the properties in AM.

Experimental work

Material andmethod

In the present study, the EBM sample was manufac-
tured in an Arcam A2X EBM machine using plasma
atomised powder (nominal size ranges from 25 to
106μm) supplied by Arcam AB. The chemical com-
position of the powder is given in Table 1. The man-
ufacturing process started after the powder bed was
pre-heated to1000°C. The Arcam standard setting for
Alloy 718 was used in this batch. Each deposition
cycle consisted of: (1) preheating of the current pow-
der layer, (2) contour melting of the build geometry, (3)
hatch melting of the interior of the build geometry, (4)

Table 1. Nominal chemical composition of the raw powder.

Element Ni Cr Fe Nb Mo Co Ti Al

wt-% Bal. 19.1 18.5 5.04 2.95 0.07 0.91 0.58
Element Mn Si Cu C P S N O
wt-% 0.05 0.13 0.1 0.035 0.004 0.001 0.0128 0.0133

post-heating of the current layer and (5) lowering down
the powder bed and raking the powders to form a uni-
form layer of approximately 75μm for next cycle. The
as-manufactured sample was cuboid, with dimensions
as shown in Figure 1.

Tensile testing

It was shown in a previous study [15], by some of the co-
authors of this article, that the hatch region of the built
sample showed a strong <001>fibre texture along the
building direction. However, the overall microstructure
of the contour region of the sample did not show any
preferential crystallographic texture. They also found
that the volume fraction of the contour region was very
small compared to the hatch region. Therefore, the ten-
sile test samples were machined out from the hatch
region. In order to investigate the elastic properties,
the tensile samples were machined out from the direc-
tion parallel and normal to the building direction. The
geometry details are as shown in Figure 1. The tensile
testswere performedwith an Instron 5582 universal test
machine in open air and at room temperature, the strain
rate was set to 0.1%/s and due to the small sample size
a digital image correlation (DIC) system, Image System
AB, was utilised to measure the strains during the ten-
sile tests. For each test condition, 3–4 tensile test was
performed.

Acquisition of electron backscatter diffraction
images

In order to evaluate Young’s Modulus of the sample
(both parallel to the build direction and normal to
the build direction), electron backscatter diffraction
(EBSD) datawas utilised. Therefore, to obtain the EBSD
data, the as-built samples were cut parallel to the build
direction and normal to the build direction as shown
in Figure 2. The EBSD images were taken only from the
hatch region of the sample.

The samples for EBSD analysis were mounted in
Bakelite and mechanically ground from 500 Grit to
4000 Grit. Polishing started with diamond suspensions
from 3 to ¼ μm and with OP-U colloidal silica sus-
pension as the final step. Hitachi SU70 FEG scanning
electronmicroscope, equipped with EBSD system from
Oxford Instrument, was operated at 20 kV to do the
EBSD mappings. The HKL Channel 5 program was
used to plot the pole figures, inverse pole figures and
the inverse pole figure colouring mapping.

The size of the EBSD images will have an impact on
the results. Smaller size EBSD images containing fewer
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Figure 1. Schematic representation of the tensile test sample geometry (all dimensions are inmm). Both direction tensile specimens
have the same dimensions.

Figure 2. Schematic representation of the EBM samples. Hatch planes show the planes that were used to obtain EBSD data.

grains might not be a good representation of the grain
orientation of the entire microstructure. Therefore, the
size of an EBSD image was selected in such a way that
a sufficient number of grains were captured. Details of
the EBSD acquisition are shown in Table 2. To inves-
tigate the effect of build height on Young’s Modulus
EBSD, images were taken at differents locations in the
XZ plane.

Modelling work

The EBSD image contains crystal orientations data of
the microstructure. Therefore, it is possible to evaluate

the Young’sModulus of the sample based on these crys-
tal orientations with the use of single-crystal elastic
constant data [10,16]. FE analysis was then used to
predict the Young’s Modulus of the EBM build Alloy
718 sample. Additionally, a texture analysismethodwas
utilised to visualise the Young’sModulus variation with
respect to the build direction of the sample and to com-
pute the anisotropic elastic material property tensor.

Elastic constants of alloy 718

The generalisedHook’s law for amaterial can bewritten
as follows where σi is the stress vector,Cij is the stiffness
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Table 2. EBSD image acquisition details.

Dimensions (μm)

Image no. Image acquisition plane Rough location of the image in the plane X Y Z EBSD scan step size (μm)

1 YZ (parallel to BD) ∼ 5mm from bottom 2534 1434 1.5
2
3 ∼ 12mm from bottom 1740 2535 15
4
5
6 1739 708 1.5
7 1741 702 1
8 ∼ 3mm from top 984 1944 1.5
9 XY (normal to BD) N/A 2535 1740 15
10 2535 1740
11 2535 1740
12 734 1739 1.5
13 681 1738 1
14 YZ ∼ 3mm from top and 45° to BD 984 1994 1.5

Table 3. Single crystal elastic constants (units in GPa) of nickel-based superalloys and
directional Young’s Modulus values (units in GPa).

Material C11 C12 C44 E< 001> E< 101> E< 111> Reference

Ni 250.5 160.5 118.5 125.1 220.0 294.4 [26]
ALLOY 718 240.9 140.5 105.7 137.4 214.5 263.8 [27]
ALLOY 718 259.6 179.0 109.6 113.5 204.6 279.0 [28]
ALLOY 718 231.2 145.1 117.2 119.3 212.4 287.1 [29]
Average 243.9 154.9 110.8 123.6 211.4 277.1
IN600 234.6 145.4 126.2 123.3 223.0 305.3 [30]
IN625 243.3 156.7 117.8 120.5 215.3 291.7 [31]
IN738LC 235.2 147.7 122.5 121.2 218.6 298.6 [32]
IN792 263.6 172.8 123.4 126.7 226.8 307.8 [32]

matrix and the εj is the corresponding strain vector.
Generally, with respect to an arbitrary coordinate sys-
tem, the stiffness matrix has 21 independent compo-
nents (elastic constants). However, with the presence
of crystal symmetries, the number of independent elas-
tic contents that is needed to define the stiffness matrix
will be drastically reduced [17]. For instance, material
having cubic, hexagonal and tetragonal crystal sym-
metries will have three, five and six elastic constants,
respectively. In this study, it is assumed that the prop-
erties of Alloy 718 mainly originate from the matrix
γ phase having the cubic crystal structure with three
independent elastic constants.

Independent elastic constants are key parameters
when it comes to computing material properties
such as Young’s Modulus, shear modulus and Elas-
tic wave velσi = ∑Cij ·εj,ocities from microstructure
data. Inputting reasonably right value for these con-
stants make the prediction more reliable and accurate.
Table 3 summarises the published data from the lit-
erature related to Alloy 718 elastic constants together
with other nickel-based superalloys elastic constants
(which has been used as Alloy 718 elastic constants
in modelling works). For comparison purposes, elas-
tic constants related to pure nickel are also presented.
The directional Young’s Modulus of the single crys-
tal material presented in the Table 3 has been cal-
culated by using the equation (1) found in the lit-
erature [17]. This helps to get a good picture of the
effect of these elastic constants on the mechanical

behaviour, especially of a material having a strong
texture.

1
Ed

= S11 + (2S12 − 2S11 + S44)(k2l2 + l2h2 + h2k2)
(h2 + l2 + k2)

,

(1)

S11 = C11+C12
C2
11+C11C12−2C2

12
S12 = −C12

C2
11+C11C12−2C2

12

S44 = 1
C44

.
Here Ed is the directional Young’s Modulus, Sij are

the compliance matrix constants, Cij are the stiffness
matrix constants and h, k, and l are the direction
indices.

As presented in the table, the reported elastic con-
stants for the Alloy 718 gave different directional
Young’s Modulus values. In some cases, they were
lower than the pure Nickel directional Young’s Mod-
ulus value. The average values of the reported elastic
constants were, therefore, used in this study.

FE approach

To simulate the tensile test numerically, 2D FE mod-
elling was carried out by using the open source software
code, OOF2, developed at National Institute of Stan-
dards and Technology [18]. Information of about this
software and its use can be found in [19].

First, the EBSD data were inputted to OOF2 through
the orientation map function. Based on the orientation
data, an EBSD image was constructed. The simple
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Figure 3. Schematic representation of the boundary condi-
tions used in OOF2 model.

meshing algorithm was used to generate an FE mesh.
In this procedure, each pixel on the EBSD image was
converted into two triangular elements. The diagonal
dividing each pixel was alternated from pixel to pixel so
that the orientations of the right-triangle elements were
not all the same. Selected single crystal elastic constants
were thereafter given asmaterial property to themodel.
Plane stress condition was assigned and boundary con-
ditions applied as shown in Figure 3. Finally, Young’s
Modulus values of the EBSD image were predicted by
considering the applied displacement and the resulting
force at the boundary.

Texture analysis method

Based on the EBSD analysis data, the material exhibits
a strong <100> crystallographic orientation parallel
to the build direction. Therefore, Young’s Modulus of
the material will vary in different directions. To visu-
alise this variation, Young’s Modulus of the sample was
computed and plotted as a function of the angle with
respect to the build direction. For this MTEX (version
4.5.0), a free texture analysis toolbox for Matlab®

[20]
was used.

In order to calculate Young’s Modulus using MTEX,
Voight [21], Reuss [22] and Hill [23] average mate-
rial stiffness tensors (6X6) have to be calculated. These
tensors were, therefore, calculated based on the sin-
gle crystal elastic constants and the crystal orientation
data from EBSD analysis. The Voigt and Reuss solu-
tions, respectively, provide the upper and lower bounds
for the effective elastic stiffness for the material. When
averaging the elastic stiffness of each crystal over the
whole domain, Voight method assumes that the local
strain is to be uniform in thematerial.Whereas inReuss
method, it assumes that the local stress of the mate-
rial to be uniform. Measured elastic stiffness tensors of
a polycrystalline material have been shown to usually
lie between these upper and lower bound. Therefore,
Hill [23] suggested an averaging criterion based on
the upper and lower bound of the elastic field limits.
Hill suggested that calculating the volume-weighted
arithmetic mean of the Voight and Reuss solutions
would give a better estimation of the elastic stiffness

value, which is close to the experimentally observed
value. Using the computed Hill average material stiff-
ness matrices, Young’s Modulus values were computed
with respect to the angle from the build direction.

Results and discussion

When analysing the EBSD data, it was observed that
the material has a columnar grain microstructure with
strong crystallographic fibre texture along the build
direction, as can be seen in Figure 4. In the building
direction, the samples preferentially showed a strong
<001> crystallographic orientation. This could be
due to the strong thermal gradient that results in the
build direction while building the sample [9]. During
the solidification process, materials having a f.c.c. crys-
tal structure, like Alloy 718, has a tendency to orient
the <001> direction along the steepest thermal gra-
dient direction [24]. In contrast, normal to the build
direction, the material did not show any strong tex-
ture. Along both X and Y directions, grain orienta-
tions were more uniform with any random orienta-
tion between the <001> and <101>directions. This
kind of columnar textured EBM Alloy 718 microstruc-
tures are in accordance with previously reported EBM
Alloy 718 microstructures [4,9,25].

The Young’s Modulus values predicted using the FE
modelling work is given in Table 4. It can be seen that
the selected image sizes were enough to predict Young’s
Modulus. In this study, deferent images with differ-
ent resolutions were also evaluated. Higher resolution
(images with 1 μm step size) images give a more accu-
rate representation of the grain orientations at a cost
of higher EBSD image acquisition time. Whereas lower
resolution (images with 15 μm step size) will give less
accurate information about the orientation distribution
with faster EBSD accusation time. When looking at the
results, a considerable amount of difference between
the low- and high-resolution images was not observed.
This indicates that low-resolution images were good
enough to capture adequate information that is needed
to represent the grain orientation of themicrostructure.
This also gives the additional advantage of decrease in
computational time since the FE simulations based on
high-resolution images are significantlymore time con-
suming compared to analyses that use lower resolution
images.

Figure 5, shows the average Young’s Modulus values
obtained from both the modelling work and the ten-
sile testing in parallel to build direction and normal to
the build direction. For comparison purposes, Young’s
Modulus values that are reported in the literature [2,9]
for EBMAlloy 718with a similar columnarmicrostruc-
ture are also shown. It can be seen that the Young’s
Modulus parallel to the build direction was lower than
the value normal to the build direction indicating a
strong anisotropy. This is as a result of the lowest Yong’s
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Figure 4. EBSD invers pole figure colour maps from hatch region: (a) parallel to the build direction (BD), (b) normal to the build
direction (BD), inverse pole figure maps for the EBSD image in (b).

Table 4. Predicted Young’s Modulus.

Dimensions (μm) Young’s Modulus (GPa)

Image no. Image acquisition plane X Y Z EBSD scan step size (μm) X Y Z

1 YZ (parallel to BD) 2534 1434 1.5 126.3
2 124.3
3 1740 2535 15 126.5
4 127.2
5 127.2
6 1739 708 1.5 126.8
7 1741 702 1 126.5
8 984 1944 1.5 125.4
9 XY (normal to BD) 2535 1740 15 172.8 169.4
10 2535 1740 167.5 167.8
11 2535 1740 163.4 163.8
12 734 1739 1.5 168.3 164.7
13 681 1738 1 166.1 163.8
14 YZ 984 1994 1.5 249.4 233.1

modulus in the f.c.c. crystal is in the <001> direction,
Table 3. The average Young’s Modulus values in X and
Y direction were very similar, Table 4. The values were

in between <001> and <101>directional Young’s
Modulus values of the Alloy 718 single crystal. This
is because of the observed random crystal orientation
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Figure 5. Average Young’s Modulus from Experimental and
Modellingwork togetherwith reported Young’sModulus values
of EBM Alloy 718 with columnar microstructure.

Table 5. Overall elastic stiffness matrix.

Cij (GPa) 1 2 3 4 5 6

1 275.6 125.8 152.3
2 125.8 274.5 153.4
3 152.3 153.4 248.0
4 107.6
5 106.4
6 68.0

distribution between <001> and <101> direction
in the XY plane (refer inverse pole figures in Figure 4).

Both the predicted and the measured Young’s Mod-
ulus data show that the material exhibits a transversely
isotropic behaviour. This behaviour was also confirmed
when analysing the overall Hill elastic matrix of the
sample. The overall Hill elastic stiffness matrix that was
calculated using theMTEX toolbox is shown in Table 5.
The values that should appear in the blank cells in the
table were actually not zero. However, compared with
the larger values in the matrix, these were very small
and, therefore, neglected (assumed to be zero). By look-
ing at the values, it can be seen that C11 ≈ C22, C13
≈ C23 and C44 ≈ C55. This indicates that the EBM
Alloy 718 sample used in this study exhibits trans-
versely isotropic elastic behaviour. This elastic tensor
data will be valuable when conducting FE modelling
work of EBMAlloy 718 components that exhibits trans-
versely isotropic behaviour. In addition, it can be used
to evaluate the Young’s modulus and shear modulus

variation of the sample. Conducting experiments to get
this tensor datawould be complicated and tidies. There-
fore, evaluating this matrix from EBSD data would be
an easy alternative solution with reasonable accuracy.

The experimental Young’s Modulus values obtained
in this study were in general lower than the corre-
sponding values predicted from the models. Moreover,
they were lower than the values found in the published
literature. Parallel to the build direction, the experi-
mental Young’s Modulus value was around 100GPa
which was lower than the lowest possible Young’sMod-
ulus value (in <001> direction) for pure Nickel (refer
Table 3). One can argue that this could be as a result
of the observed porosity in the sample since the poros-
ity was neglected in the modelling work. However,
the observed porosity value (which were calculated
by using Scanning Electron Microscopy Images) was
approximately 1%. Therefore, the effect of porosity on
Young’s Modulus can be assumed negligible. A possi-
ble reason for the low experimental Young’s Modulus
could be due to the experimentalmethod. As previously
stated, the DIC method was utilised since the tensile
samples were small. Therefore, the strain measurement
of the experiments was not linked to the tensile testing
while the test was performed. Strains were instead cal-
culated separately using the obtained images from the
DIC method. This might have caused an error when
calculating the Young’s Modulus from strains obtained
from DIC measurements. The predicted Young’s Mod-
ulus values were in good agreement with values found
in the published literature for EBM Alloy 718 samples,
which had a columnar microstructure. In addition to
that, the method was able to capture the anisotropy of
the build sample.

Figure 6 shows the Voight, Ruess and Hill Young’s
Modulus variation with respect to the build direction.
This variation is similar to Young’s modulus varia-
tion that observed in the directionally solidified nickel-
based superalloys [11]. From the graphs, it can be
observed that Young’s Modulus reached a higher value
(even higher than normal to the build direction), at
an angle of 50–60 degrees from the build direction.

Figure 6. Young’s Modulus variation with respect to the build direction.
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The value is almost twice the value of the parallel to
the build direction. This was also observed in the FE
modelling work of Image 14, Table 4. This value is
in between <101> and <111> directional Young’s
Modulus values of theALLOY718 single crystal. There-
fore, the material will have a higher stiffness in this
direction compared to other directions. This indicates
that the stiffness that is needed in the loading direction
of a physical component can be changed by changing
the orientation of the build component in the build
chamber.

Conclusions

In this study, elastic properties of the Alloy 718 samples
produced via EBM were studied. For this, both mod-
elling and experimental methods were utilised. The fol-
lowing conclusions were made based on the observed
results.

• The samples showed significant anisotropic elastic
properties. Lowest Young’s modulus was observed
along the build direction. Normal to the build direc-
tion elastic properties were shown isotropic. Overall,
elastic behaviour of the sample was similar to the
transversely isotropic case.

• The modelling method used in this study was able
to capture the anisotropic elastic properties with
reasonable accuracy.

• Young’s modulus of the sample varied with respect
to the angle with the build direction. The highest
Young’s Modulus value was observed in between
the build direction and normal to the build direc-
tion. This indicates that the stiffness of a component
can be tailored by changing the component build
orientation in the build chamber.

• These modelling results indicate that the proposed
modelling method can be utilised in evaluating the
elastic properties of functionally graded or tailored
microstructures using EBM.
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Microstructure Modelling of Additive 
Manufacturing of Alloy 718
When looking at the recent developments in metal AM, it is evident that metal AM has begun to 
revolutionise the manufacturing industry. It has provided new possibilities for engineers that did not 
exist with traditional manufacturing techniques. Nevertheless, to be able to fully employ its poten-
tial, research is needed that provides a solid understanding of the process-microstructure-property 
relationships with metal AM. To this end, the main research work presented in this thesis utilised 
a modelling approach to reveal the relationship between the thermal condition and microstructure 
formation in AM of Alloy 718. A multiphase-field modelling approach combined with transforma-
tion kinetics modelling was used. Two different AM processes, namely, laser metal powder directed 
energy deposition and electron beam powder bed fusion, were considered. The results revealed 
important relationships between the thermal conditions during the process (solidification condi-
tions, thermal cycling, and global temperature of the build object during processing) and the phase 
transformation of Alloy 718. It was also revealed that the microsegregation of composition that 
occurred during the solidification changed the local equilibrium conditions and precipitation kinet-
ics of Alloy 718. As a result, excess precipitation of γ’/γ″ and δ is observed in the interdendritic 
region compared with the dendrite core depending on the type of heat treatment that is used. In 
addition, the results revealed that, owing to the smaller dendrite spacing and relatively small Laves 
phase precipitate size, AM Alloy 718 exhibited more rapid homogenisation compared with the cast 
material.
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conditions and precipitation kinetics of Alloy 718. As a result, excess precipitation 
of γ'/γ″ and δ was observed in the interdendritic region compared with the 
dendrite core, depending on the type of heat treatment used.  

In addition, modelling was performed to evaluate the elastic properties of 
EB-PBF Alloy 718. To this end, crystallographic orientation data gathered from 
EBSD data and single-crystal elastic constants were used. The prediction showed 
good agreement with published literature data. The hatch (bulk) region of the 
EB-PBF samples showed significant anisotropic elastic properties because of the 
strong crystallographic texture observed in the microstructure. The lowest 
Young’s modulus was observed along the build direction. Normal to the build 
direction, the elastic properties were shown to be isotropic. Overall, the elastic 
behaviour of the hatch region was similar to that of a transversely isotropic case. 
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