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 Abstracts 

Contribution Requirements and Redistribution Decisions: 

Experimental Evidence from Bangladesh 

Development programmes featuring community decision making require, 

to an increasing extent, co-funding from the community. However, little is known 

about the effects of contribution requirements on the distribution of project 

benefits within the community and on the efficiency of the program itself. I design 

and run a controlled experiment in rural Bangladesh where participants are asked 

to bargain among themselves on how to redistribute a common endowment, with 

and without co-funding requirements. By design, the bargaining exercise does not 

allow for free-riding and standard bargaining theory predicts full efficiency. I find 

that requiring contributions decreases efficiency by 12% and increases inequality 

by 30%. I consider three channels which may lead to such results: fairness 

preferences and individual bargaining power from wealth and status. I show that 

the increase in inequality is not caused by preferences indicating less redistribution 

under co-funding, nor by initial differences in the ability to contribute. The results 

suggest that requiring co-funding amplifies the differences in relative bargaining 

powers determined by a wider set of characteristics, including social status, thus 

increasing final inequality. 

Market Access and Quality Upgrading: Evidence from 

Randomized Experiments  

Smallholder farming in low-income countries is characterized by low 

productivity and low quality produce. We conduct a series of field experiments to 

shed light on the impediments to quality upgrading at the farm level, revealing its 

potential. We first show that the causal return to quality in local markets is 

essentially zero. In response, we implemented, in collaboration with a Ugandan 

agro trading company, a field experiment that generates exogenous variation in 

access to a market for quality maize. Over time, the majority of farmers provided 

with market access produced and sold maize of high quality. Profit from maize 
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farming in the treatment group increased substantially – an effect driven by both 

increased productivity and higher prices as a result of upgrading and spillover 

effects. Despite such positive effects on practices and incomes, treated farmers 

increased their use of modern inputs only moderately.  

How do community contribution requirements affect local 

public good provision? Experimental evidence from safe water 

sources in Bangladesh 

Community-driven development projects often require communities to 

contribute collectively towards project costs. We provide the first experimental 

evaluation of a community contribution requirement for a development 

intervention, as well as the first experimental comparison between cash and labour 

contribution requirements of similar nominal value. Imposing a cash contribution 

requirement greatly decreases program take-up, relative to a contribution waiver, 

but imposing a labour contribution does not. Program impact is correspondingly 

lower under the cash contribution requirement than under the labour contribution 

requirement or the contribution waiver. Higher take-up under the labour 

contribution requirement appears to be the consequence of the low real value that 

communities place on their time. Our results suggest that there may be substantial 

welfare gains to be made by allowing households in poor rural communities to 

contribute in labour rather than cash. 

Do community water sources provide safe drinking water? 

Evidence from a randomized experiment in rural Bangladesh 

Randomized experiments have begun to yield insights into how to improve 

safe drinking water access, a major determinant of health and, in turn, of welfare 

and income. However, given that the majority of rural households depend on 

community water sources, a striking gap in the experimental evidence concerns 

how effectively such sources improve drinking water quality. Using a randomized 

experiment, combined with extensive water quality testing, we evaluate the impact 

of a program that provides deep tubewells to rural Bangladeshi communities. The 

program reduces exposure to arsenic, a major natural pollutant, but not fecal 
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contamination. Reductions in source water fecal contamination are modest and 

are offset by increased travel time and possibly by changes in storage behaviour, 

which increase recontamination. Our results suggest that while community deep 

tubewell construction programs may reduce exposure to arsenic in Bangladesh, 

reducing exposure to fecal contamination may require interventions that go 

beyond community sources. 

Predicted COVID-19 fatality rates based on age, sex, 

comorbidities, and health system capacity 

Early reports suggest the fatality rate from COVID-19 varies greatly across 

countries, but non-random testing and incomplete vital registration systems 

render it impossible to directly estimate the infection fatality rate (IFR) in many 

low- and middle-income countries. To fill this gap, we estimate the adjustments 

required to extrapolate estimates of the IFR from high- to lower-income regions. 

Accounting for differences in the distribution of age, sex, and relevant 

comorbidities yields substantial differences in the predicted IFR across 21 world 

regions, ranging from 0.11% in Western Sub-Saharan Africa to 1.07% for High 

Income Asia Pacific. However, these predictions must be treated as lower bounds 

in low and middle income countries as they are grounded in fatality rates from 

countries with advanced health systems. In order to adjust for health system 

capacity, we incorporate regional differences in the relative odds of infection 

fatality from childhood respiratory syncytial virus. This adjustment greatly 

diminishes, but does not entirely erase, the demography-based advantage 

predicted in the lowest income settings, with regional estimates of the predicted 

COVID-19 IFR ranging from 0.37% in Western Sub-Saharan Africa to 1.45% for 

Eastern Europe. 

The Macroeconomics of Pandemics in Developing 

Countries: an Application to Uganda 

How should policies to control the SARS-CoV-2 pandemic differ across 

countries? We extend recent contributions integrating economic and 

epidemiological models for the United States to a developing country context, 
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Uganda. Differences in demography, comorbidities, and health systems affect the 

mortality risk; lower incomes affect agents’ willingness to forego consumption to 

reduce disease risk. We find that, for a broad range of life valuations supported by 

the literature, optimal containment is significantly less restrictive in the latter 

context, a normative picture that contradicts the positive of similarly strict 

measures. We explore biased beliefs on the disease’s risks as a possible 

explanation. 
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Introduction 
This thesis consists of six chapters. They all focus on developing countries 

and the identification of effective policies for poverty alleviation. In this thesis, I 

used a variety of methods to test and validate hypotheses: from a lab-in-the-field 

experiment (Chapter 1) to randomized control trials (Chapters 2, 3, 4) to statistical 

analysis and model calibrations (Chapters 5 and 6). The methodology reflects the 

different purposes and topics of each chapter. 

The first chapter, titled Contribution Requirements and Redistribution 

Decisions: Experimental Evidence from Bangladesh is designed to understand the 

effect of requiring co-funding to development programs on the efficiency and 

distribution of benefits within the community. Most local development programs 

require communities to co-fund part of the good provided. Requiring 

contributions, however, may influence the final outcome in a variety of ways. First, 

community members' ability and willingness to contribute may differ. Second, the 

introduction of co-funding in itself may change the interpretation of what is a fair 

outcome, thus changing the preferred final distribution of project benefits within 

the community. This chapter offers empirical evidence to inform about the 

consequences of imposing contribution requirements in a development program, 

and the possible channels. 

To this end, I use a controlled experiment in the field, collecting data from 

4,032 participants across 96 rural Bangladeshi communities. In the experiment, 

designed to mimic local development programs, participants are given a private 

endowment and a common fund to be divided among themselves, and I vary 

whether they need to contribute any of their private endowment to unlock the 

common fund distribution. The outcome of interest is the degree of inequality as 

well as the total amount redistributed.  

I find that requiring contributions decreases the amount redistributed, 

termed “efficiency” in the chapter, by 12% and increases inequality in the final 

redistribution by 30%. I design several treatment arms to disentangle the effect of 
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the channels which may lead to such results: fairness preferences and individual 

bargaining power from both initial wealth and status. First, I show that the 

increase in inequality does not appear to be driven by the fact that participants 

prefer less redistribution under co-funding. If anything, my preference elicitation 

mechanism would predict a lower inequality under the co-funding treatment. 

Second, I show that the increase in inequality is present regardless of how unequal 

initial endowments are, and is also present when all participants have the same 

initial wealth and the same ability to contribute. Third, I randomize leaders 

assignment to groups to assess if their presence changes either contributions or 

redistribution behavior. I find that people designated as leaders tend to obtain 

more only when contributions are required, and not when the funding is fully 

external. Overall, the results from the experiment suggest that requiring co-

funding amplifies the differences in relative bargaining powers determined by 

characteristics, such as social status, thus increasing final inequality. 

In the second chapter, Market Access and Quality Upgrading: Evidence 

from Randomized Experiments, joint with Tessa Bold, Frances Nsonzi and Jakob 

Svensson, we test if providing access to an output market rewarding quality maize 

has the potential to improve profits, agricultural productivity, and input use, for 

smallholder farmers in Uganda. In this chapter, we use a series of field experiments 

to understand why Ugandan farmers are not meaningfully integrated in the global 

value chain and, in turn, why their profits are so low. Our aim is to explain why 

African farmers are locked in a low productivity-low quality equilibrium and do 

not invest in modern agricultural inputs. 

We start by showing, using observational data, that maize sold by 

smallholder farmers is of low quality. Then, using a randomized trial offering 

assistance with several key harvest and post-harvest activities, we demonstrate 

that (a) quality of maize is improvable by such practices; (b) quality it is verifiable 

in the field at low costs; (c) selling higher quality does not result in higher prices. 

We then set up, in collaboration with a Ugandan agro trading company, an 

intervention aimed at mimicking key characteristics of an output market 

rewarding quality maize. We find, over time, that the majority of farmers provided 



   INTRODUCTION 

iii 
 

with a market for quality maize produced and sold maize of high quality. Moreover, 

profit from maize farming in the treatment group increased substantially: an effect 

driven by both increased productivity and higher prices as a result of upgrading. 

Despite such positive effects on practices and revenues, treated farmers increased 

their use of modern inputs only moderately. Our findings underline the 

importance of relaxing demand side constraints to kick-start agricultural 

modernization and increase rural incomes, but they also suggest that truly 

transformative change likely requires relaxing both supply and demand (market) 

constraints. 

In the third chapter, titled How do community contribution requirements 

affect local public good provision? Experimental evidence from safe water 

sources in Bangladesh, with Serena Cocciolo, Ahasan Habib, and Anna Tompsett, 

we analyze the question on how community contribution requirements affect take-

up and impact of a development intervention. Unlike Chapter 1, which employs a 

controlled experiment to study specific mechanisms, we here study the impact of 

a large infrastructure program – the construction of a deep water source free from 

pollutants such as arsenic – and randomly assign communities to different 

contributions scheme. Specifically, the communities were assigned to a groups 

with contribution requirements in cash, or in labor, or the contributions were 

waived altogether. The communities were then required to meet and decide on the 

location where the water source would be built and collect the contributions from 

the community members. The water source was effectively built only if the 

contributions were fully collected. 

Imposing a cash contribution requirement greatly decreases program take-

up, relative to a contribution waiver, but imposing a labor contribution does not. 

Program impact is correspondingly lower under the cash contribution requirement 

than under the labor contribution requirement or the contribution waiver. Higher 

take-up under the labor contribution requirement appears to be the consequence 

of the low real value that communities place on their time. Our results suggest that 

there may be substantial welfare gains to be made by allowing households in poor 

rural communities to contribute in labor rather than cash. 
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Do community water sources provide safe drinking water? Evidence from 

a randomized experiment in rural Bangladesh, joint work with Serena Cocciolo, 

Ahasan Habib, S.M.A. Rashid and Anna Tompsett, exploits the same random 

experiment to analyze how effectively the construction of community water 

sources improves drinking water quality. More than half of rural households 

worldwide depend on community sources of water, but we know little with 

certainty about how successfully these sources provide safe drinking water, 

because of an almost total paucity of experimental evidence on the impacts of water 

infrastructure. This study provides the first experimental evidence on the impact 

of new community water source construction on drinking water quality. The 

program we evaluate consists of a package of subsidies and technical advice to 

install deep tubewells. We implemented the program in 129 communities in rural 

Bangladesh and evaluated it by combining a survey of more than 6,000 households 

and a large-scale water quality testing program at both the water source and 

household level.  

We find that households in treated communities use sources of improved 

quality with respect to arsenic and, to a lesser extent, fecal contamination. We 

estimate that, on average, each tubewell installed eliminates arsenic 

contamination at source for 10 households and fecal contamination at source for 4 

households. However, the modest improvements in source water quality with 

respect to fecal contamination are offset by increases in travel time and possibly by 

changes in storage behavior. Our results suggest that while community deep 

tubewell construction programs may reduce exposure to arsenic in Bangladesh, 

reducing exposure to fecal contamination may require interventions that go 

beyond community sources. 

The last two chapters are dedicated to understanding how the current 

COVID-19 pandemic is going to affect developing countries. Specifically, Chapter 

5, , written in collaboration with Ingvild Almås, Justin Sandefur, Tillmann von 

Carnap, Tessa Bold, and Jesse Heitner, aims at predicting the pandemic’s fatalities 

in contexts where vital registrations and data quality is either not available or of 

poor quality, while Chapter 6, written in collaboration with Ingvild Almås, Justin 
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Sandefur, Tillmann von Carnap, Tessa Bold,  uses a model to help understand how 

optimal non-pharmaceutical containment policies vary from high to lower income 

countries.  

In Chapter 5, Predicted COVID-19 fatality rates based on age, sex, 

comorbidities, and health system capacity, we use Bayes’ law to extrapolate, from 

age-specific Infection Fatality Rates estimated from French data, the conditional 

probability of death given infection, sex, age, and COVID-19 relevant 

comorbidities. We then integrate such probabilities over the sex, age, and relevant 

comorbidity distributions among the population in different countries, and thus 

estimate an average fatality rate. In order to adjust for health system capacity, we 

incorporate regional differences in the relative odds of infection fatality from 

childhood respiratory syncytial virus. This adjustment greatly diminishes, but does 

not entirely erase, the demography-based advantage predicted in the lowest 

income settings, with regional estimates of the predicted COVID-19 IFR ranging 

from 0.37% in Western Sub-Saharan Africa to 1.45% for Eastern Europe. 

Chapter 6, The Macroeconomics of Pandemics in Developing Countries: an 

Application to Uganda, starts from a model which integrates economic behavior 

into epidemiological models for the United States, and provides suitable 

extensions to calibrate it to a developing country context, Uganda. On the one side, 

differences in demography, comorbidities, and health system strength decrease the 

mortality risk in developing countries; on the other side, lower incomes decrease 

agents’ willingness to forego consumption to reduce disease risk. Both effects cause 

optimal containment to be significantly less restrictive in the developing country 

context, although in reality we observe measures of similar stringency. We 

reconcile the observation theorizing the possibility of biased beliefs on the fatality 

of the disease. 
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 Contribution Requirements and 
Redistribution Decisions: Experimental 

Evidence from Bangladesh 

1 Introduction 

Local public good provision relies on community involvement for decision 

making and financial contributions. Development programmes have also shifted 

their processes from central decision making and funding to community 

involvement. As of 2019, the World Bank has more than 21.6 billion dollars 

invested in "Community Driven Development" (CDD) projects featuring 

decentralized decision making and/or co-funding by community members.1  The 

rationale for requiring community co-funding is its capacity to increase ownership 

of the project, ensure demand from the community, and exploit local knowledge 

for better implementation and targeting (Ostrom, 2000). Requiring communities 

to contribute may influence the amount invested in local public goods and the 

beneficiaries. However, community members' ability and willingness to contribute 

may differ, and the introduction of co-funding in itself may change what is 

considered fair access.  

This paper is the first to empirically study the consequences of imposing 

contribution requirements on both efficiency and equity in local public good 

provision. I design and run a controlled field experiment on over 4,000 

participants across 96 rural Bangladeshi communities. Participants are given an 

unequal private endowment and then asked to distribute a group fund among 

themselves through bargaining. I experimentally vary whether the group fund is 

external or created through members’ contributions. As in a standard public good 

task, contributions to the group fund are multiplied - here by 2 - before being 

 

1  See White et al. (2018) for a review of programs featuring community involvement and/or 
contributions. 
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distributed. When participants contribute, they bargain simultaneously over 

payoffs and contributions. This design enables me to study the impact of 

contribution requirements on (i) inequality, and (ii) efficiency. I measure 

inequality as the Gini coefficient of final payoffs and efficiency as the sum of these 

same payoffs. Requiring co-funding increases final inequality by 30 percent, while 

efficiency decreases by 12 percent. The efficiency results are particularly striking: 

standard economic theory would not predict effects on efficiency, as the 

individual’s rational choice would be to always contribute fully. In fact the 

requirements to contribute do not introduce any free-riding incentives, since the 

task allows for any final distribution of the initial endowments, as bargained by the 

participants, and contributions are fully observable and do not need to be enforced 

ex post.  

I investigate three possible reasons for the increase in inequality: first, as 

participants may find it fair to reward contributions, the group may be more 

accepting of high inequality if justified by unequal contributions to the group fund. 

To test this mechanism, I separately elicit fairness preferences with a spectator 

design: an external observer – with no monetary stakes in the decision - 

determines the final distribution of payoffs. These decisions show that the 

preferred inequality is not higher in co-funding relative to external funding. 

Therefore, with the standard assumption – used in Almås et al. (2020) and Konow 

et al. (2019) - that fairness preferences are independent from own inclusion in the 

group, the increase in inequality is not due to preferences for rewarding 

contributions. Rather, the fact that fairness preferences favour equal division of 

the co-funded group endowment, may explain the main result on efficiency.  

 Second, requiring contributions may amplify the existing differences in 

bargaining power, whereby community members with higher wealth may 

condition their contributions on receiving a higher share of the final payoff. In the 

external funding setting, higher initial wealth translates into higher bargaining 

power from a higher outside option. In co-funding, a higher initial wealth 

additionally means higher ability to contribute, further increasing bargaining 

power. To test the existence and magnitude of this channel, I randomly select half 
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of the groups and give members equal initial endowments, thus equalizing their 

ability to contribute and their outside option. Nonetheless, the increase in 

inequality is not significantly different in the groups with equal or unequal 

endowments. Third, I test whether the participation of community leaders in the 

decision making affects the increase in inequality caused by requiring co-funding. 

I purposefully invited leaders to participate in the experiment and randomly place 

them in groups. I show that leaders systematically obtain higher payoffs than non-

leaders only when contributions are required. Specifically, leaders implement self-

serving fairness norms, as the groups with leaders display higher inequality when 

the leader starts with a higher endowment. Co-funding requirements increase 

inequality significantly more in groups including community leaders.  

There is a large literature on the evaluation of CDD programmes, which 

focuses on the average effect of the program on the recipient population (see Wong 

(2012), White et al. (2018) for reviews). Some studies further analyse the role of 

design features, such as contributions on the average effect of the program. They 

show that community involvement and contribution requirements may decrease 

project efficiency and take-up, especially in those communities which are poorest 

in terms of physical and social capital. This is consistent with my findings. Despite 

the widespread use of community contributions in development policy, there is 

remarkably little evidence on the effects of such requirements on within-

community distributional outcomes such as inequality of access to the provided 

good, or overall inequality. The existing literature on community involvement and 

distributional outcomes focuses mainly on the causes and possible remedies of 

elite capture (Alatas et al., 2013; Beath et al., 2017; Fritzen, 2007; Platteau, 2004), 

which does not encompass all possible inequalities created by the program. This 

paper is one of the few to analyse if requiring co-funding has an effect on program 

outcomes - exceptions being Cocciolo Ghisolfi, Habib, Tompsett (2019) and Beath 

et al. (2013) – and the first to zoom in on possible mechanisms.  

In Cocciolo et al. (2019) we analyse the impact of requiring contributions in 

a CDD program designed to offer a new, safe water source to arsenic-contaminated 

rural communities in Bangladesh. The program gives communities the decision 
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making power on the new well location and randomizes whether they are required 

to contribute or not, and if the contributions are to be either in cash or in labour. 

Our findings suggest negative effects of requiring cash contributions on take-up of 

the intervention and on optimality of the location chosen for the water source, 

which are not present when contributions in labour are required. However in this 

contexts such effects are expected as the co-funding requirements introduce free-

riding problems, since the collection of cash contributions is done privately. Beath 

et al. (2013) use vouchers to assess if co-funding requirements leads to less elite 

capture in project selection, and they do find a decrease in elite capture with 

vouchers, but they also vary the level of privacy of the choice and introduce a free-

riding problem. These studies illustrate the difficulties of assessing the effect of 

contribution requirements on final inequality in a field RCT setting, both because 

final inequality in outcomes is difficult to measure and because requiring co-

funding introduces free-riding problems. Moreover, disentangling the 

mechanisms is difficult since fairness preferences, wealth, social status and other 

bargaining skills are often correlated, and difficult or impossible to elicit or 

experimentally manipulate.  

I bypass these issues by designing a controlled task performed in the field 

by community members. The experiment is designed to mimic community 

decision making in a setting where only contribution requirements are 

manipulated, without the introduction of free-riding or enforcement problems and 

without constraints to the allocation of access to the good, to obtain the best 

possible measure for final inequality. Moreover, the experimental setting allows 

testing for mechanisms due to (i) the separate elicitation of preferences, (ii) the 

ability to manipulate initial endowments and (iii) the number of groups involved 

in the bargaining, a sample size much larger than the number of communities 

usually involved in CDD evaluations. Importantly, eliciting preferences is key to 

understand if the introduction of contributions leads to unintended distributional 

consequences, while assessing the role of bargaining power from wealth or other 

personal characteristics is fundamental to identify policy designs that can mitigate 

these effects. 



Contribution Requirements and Redistribution Decisions 

5 
 

A multitude of studies in the behavioural economics literature have shown 

that people have marked preferences for rewarding contributions in standard 

public good tasks and for punishing non-contributors, even at the expense of 

efficiency, self-interest, or equality (Balafoutas et al., 2013; Cappelen et al., 2010; 

Durante et al., 2014). There is evidence, however, that decision makers' 

preferences may depend on the source of inequality (Alesina and Angeletos, 2005), 

personal characteristics such as nationality (Cappelen et al., 2013; Frohlich et al., 

2004; Steiner et al., 2006), and the context in which they are required to make a 

decision (Gächter, 2006; Konow et al., 2009). There is therefore no conclusive 

evidence on whether requiring contributions in the framework of local public good 

provision will increase the preferred final inequality. 

Since Nash (1950), there have been many theoretical, descriptive and quasi-

experimental studies describing the functioning and mechanisms of decision 

making through bargaining, but very few studies use experiments to analyse the 

nature of bargaining power and how it responds to the change in bargaining rules. 

Only two focus on the role of the ability to contribute in determining payoffs: Kim 

and Fragale (2005), which find that wealth as outside option is more important in 

determining bargaining power – and therefore, payoffs – than the ability to 

contribute2; and Baranski (2016), which utilizes a task quite similar to the one I 

designed, and produces evidence that fairness norms are strong in determining the 

outcomes in bargaining with contribution requirements. However no study 

compares payoffs in bargaining with and without co-funding, as this paper does. 

The rest of the paper is structured as follows: in Section 2 I describe in detail 

the context and the sample selection. In Section 3 I show the design of the 

experimental tasks performed by the controlled experiment participants; Section 

4 presents the main findings on inequality and efficiency in the controlled 

experiment; I discuss the mechanisms in Section 5. Section 6 discusses the 

 
2 In this paper, the choice is between contributing the required amount or 0, while in my study 
participants can decide to contribute anything between 0 and their ability to contribute, assigned 
randomly. 
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bargaining process and Section 8 reviews the heterogeneity analysis. Section 9 

concludes by discussing the significance of the results and the way forward. 

2 Sample 

2.1 Study area 

The study takes place in Bangladesh, the Shibganj and Sonatala Upazilas in 

Bogra District, in predominantly rural and agricultural villages facing the common 

problem of arsenic contamination in their shallow tubewells. This area had been 

selected for a Water Sanitation Community Driven Development programme, 

which we analyze in Cocciolo et al. (2019).3  

After the intervention in Cocciolo et al. (2019) was implemented, we 

organized the controlled experiment in a subset of the targeted communities.   In 

Figure 1 I provide a timeline of the Program in Cocciolo et al. (2019), including the 

experiment setup. 

2.2 Selection 

The controlled field experiment was administered in 96 selected 

communities.4 In each community we invited to the experiment one male and one 

female from 21 households, previously interviewed during the baseline survey of 

Cocciolo et al. (2019). 

 

3 The 171 communities selected to participate in the program in Cocciolo et al. (2019) have from 50 
to 250 households, 76% owning livestocks and 53% owning 1 acre on average for cultivation. The 
local unskilled daily wage in the communities is 300 BDT (3.6 USD) for a 6-hour working day. 40 
households per treatment unit were then selected from the administrative households list to be 
interviewed in the baseline questionnaire. 

4 Out of the 171 enrolled in Cocciolo et al. (2019). The controlled experiment was created for the 
analysis on contribution requirements and public good provision (the focus of this paper), and for 
the analysis of the impact of CDD program on the value participants attribute to participation in 
decision making (reported in Cocciolo , 2019). The selected communities had already implemented 
at least part of the implementation, communities where the implementation was impossible due to 
exogenous reasons (mainly geological issues) were excluded, while TUs where the implementation 
failed due to endogenous disagreement were oversampled. For a complete description of the 
sampling method and the reasons behind such decisions, please see Cocciolo (2019). The selected 
communities are only in the Bogra district due to timing issues.  
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The invitation took place two days before the experiment was scheduled. 

Invited households were asked to select one man and one woman to participate in 

the experiment, if only one person was available, the person was accepted and a 

replacement household was invited to provide only one participant of the opposite 

sex. Enumerators were instructed to invite household members that could actively 

participate in the experimental session and understand the rules of the different 

tasks, giving priority to the household head and his spouse. During the invitation, 

enumerators asked consent to participate in the experiment, administered a short 

survey on attitudes and the invited person participated in a dictator task, paired 

with an anonymous random person in the village. 5 Two households per village 

were purposefully selected among the ones identified from the community as being 

leaders.6 Our sample consists of 4,032 participants, half males and half females. 

3 Implementation 

Two days after the invitation, the community members participated in the 

experiment which was organized in the village. First, they were randomly divided 

into the following experimental roles: 36 "Bargainers" and 6 "Spectators". The 

Bargainers were further randomized into 12 groups of 3 people, 6 all-females and 

6 all-males groups. The Spectators were also randomized in 2 groups of 3, 

homogeneous by gender. The selected leaders (2 males, 2 females) were always 

Bargainers, and they were randomly assigned to 4 different groups. The 

randomization process and sample size is displayed in Figure 3, and the resulting 

sub-samples treatment arms are displayed in Figure 4. 

The Bargainers were asked to complete two "Group Bargaining" tasks, 

mimicking decision making typical in public consultations or debates: the 

"External Funding" task , representing the decision-making process without 

 
5 The participant was asked to redistribute 50 BDT among himself and an undisclosed random 
person in the village. 

6 During the baseline survey the households were instructed to name up to 4 people in their 
community which were: "[...] members of the UP committee, leaders of groups and associations, 
school teachers, imams, political leaders, etc. The people should be individuals who play some 
significant role in the village." 
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contribution requirements; and the "Co-funding" task, where we also required 

contributions from the participants. Each task is described in detail in  section  3.1. 

The Bargainers played both tasks in random order.7       The  Group  Bargaining tasks 

were designed to measure the final distribution of resources arising from the 

bargaining process under external funding versus contribution requirements. 

Spectators were first asked to complete the same Group Bargaining tasks, 

both as an exercise to understand the tasks played by the Bargainers and to record 

their initial endowment and contribution outcomes. After completing these trial 

tasks, they were asked to decide the final allocation for an undisclosed group which 

did not include them. They knew the initial endowments of the group members 

and their contribution levels (if in the co-funding task) but did not know the 

identity or the bargaining outcome of the groups. They knew there was a positive 

probability that their choice would be implemented. A timeline of the experiment 

is displayed in Figure 2. 

The order in which the tasks were played was randomized across 

experimental sessions (i.e. villages). Players completed each part of the 

experimental session using coloured tokens as money. Before starting the trial 

round we verified that all participants understood the rules of the tasks and how 

their final rewards were calculated by asking control questions to the groups and 

re-explaining the tasks until all groups responded correctly. Throughout the whole 

experimental session the field supervisor verbally introduced the experiment to all 

participants and gave the main instructions for each task. Enumerators provided 

additional clarifications, if needed, to their assigned groups. The tasks were 

designed in order to enable all participants to effectively take part in the group 

discussion, regardless of their numerical skills. 

 
7 Groups are randomly pre-formed, and are reshuffled before each task. We reveal group formation 
only at the beginning of each task. 
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3.1 Group bargaining tasks 

At the beginning of each of the two "Group bargaining tasks", each player is 

given a private endowment. The sum of the individual endowments of all members 

in a group is always 30 tokens. 

In the External Funding task (squares 1 and 3 in Figure 4), each group 

is also provided with a common endowment of 30 tokens. The three members of 

the groups are then asked to bargain on how to divide the group endowment 

among themselves. 

In the Co-funding task (squares 2 and 4 in Figure 4), participants do not 

receive a group endowment, however they have the ability to contribute their initial 

endowments to a "group fund". Each token they contribute is doubled to be 

redistributed as the group wishes. Participants must simultaneously decide how 

much of their initial endowment to contribute for the creation of the group fund, 

and negotiate on how to split it.8 Note that in this set-up there is no scope for free-

riding, as this is not a standard public good task where the final distribution is pre-

set. Any inefficiency is therefore not justified by standard economic theory. 

Comparing the outcomes in these two tasks allows the identification of the main 

effect of requiring contributions on final inequality and total provision. 

The maximum possible amount to be distributed among group members is 

the same in the two tasks, as the maximum contribution of 30 tokens by all group 

members would yield a total of 60 tokens to be redistributed. The discussion is 

face-to-face, as in a real-life decision process, where people from the same village 

know each other before and will meet each other after the bargaining process. In 

both games we require group decisions to be taken by unanimous consensus: 

everyone in the group must agree on how to redistribute the group resources (and 

on the amount contributed by each participant, in the Co-funding task). Groups 

 
8 A task similar to this is analysed in Baranski (2016). 
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have 20 minutes to reach an agreement. In case the group fails to agree, 

participants are only entitled to keep their initial endowments.9 

3.2 Spectator tasks 

The Spectators were first divided into groups, given the same instructions 

as the Bargainers, and asked to complete one round of the Bargaining, Co-funding 

task and one round of the Bargaining, External Funding task under both the Equal 

endowment and the Unequal endowment treatments. The decisions taken by the 

Spectators during the Bargaining tasks are represented by squares 9 to 12 in Figure 

4. They differ from the Bargainer's decisions because Spectators know that their 

initial endowments and the contributions they decide upon during the Co-funding 

task will be implemented for their group, but the final distribution they decide in 

both tasks will not be implemented. 

After Spectators completed one round of each Group Bargaining task, they 

were asked to divide the common endowment within one of the other groups in the 

experiment (the other group of Spectators, although respondents do not know 

this). The decisions taken by the spectators are represented by squares 5 to 8 in 

Figure 4. When presented with the question, each Spectator is told the initial 

endowments of each group member and their contribution choices (if they are 

taking decision for the Co-funding task) but not the identity.10  Each Spectator 

answers such questions both for Equal endowments groups and for Unequal 

endowments groups. To make sure that Spectators understand the question, a 

practical representation of the group endowments with real tokens is provided by 

the enumerator. 

Along with decisions featuring the real contribution levels of the groups, 

Spectators also respond to a series of questions to understand their preferences for 

rewarding contributions, where the amount contributed is purposefully varied. 

These questions are presented together with the ones referring to the "real" groups, 

 
9 There was only one group where the participants did not reach an agreement. 

10 Anonymity is ensured since all decisions within the group are hidden to the other groups. 
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and Spectators do not know which among the decisions they make refer to 

hypothetical versus real groups. They are only informed that they are taking 

decisions for many groups, some of which hypothetical, and only some of these 

decisions will have a positive probability of being implemented. 

After the Spectators have made all the decisions, they receive their final pay-

off, determined by randomly choosing one Spectator from the other group and 

implementing their decision, either in the Equal or Unequal endowment setting 

(also randomly picked). This process is made clear to the Spectators at the 

beginning of each task. To the extent to which Spectators have any fairness 

preferences over redistribution, their incentives are aligned to elicit the level of 

inequality that Spectators deem fair. 

3.3 Compensation of participants 

The compensation is substantial. At the end of the experimental session, we 

reward participants with a fixed show-up fee of 40 Bangladeshi Takas (1 BDT = 

0.013 USD in November 2016)11, plus the sum of their payoffs from both the Co-

funding and the External Funding tasks.12  We convert 1 token to 5 BDT. Each 

Spectator is compensated with the show up fee plus the amount awarded to them 

in each task by a randomly extracted Spectator not belonging to their group (see 

Subsection 3.2). Average reward for Spectators was similar to the average reward 

for Bargainers. 

Participants can expect a total reward between 250 BDT and 500 BDT, the 

average payment made to participants for the whole day is 380 BDT, 25% higher 

than the average daily wage. 90% of households have a reservation daily wage 

below the average payment for the participation in the experimental tasks. 

 
11 The Bangladeshi law requires a at 10 BDT tax from those with a daily income larger than 400 
BDT. We therefore compensated for this by awarding a 50 BDT show up fee to participants whose 
outcome is larger than 400 BDT, such that the final amount received by each player is consistent 
with their choices. 

12 During this experiment, players perform additional tasks, that are rewarded separately. Final 
compensation in the two bargaining task is not conditional on the performance in the other tasks. 
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4 Main effects of requiring Co-funding 

I estimate the effect of co-payment requirements on inequality and total 

local public good provision by comparing the outcome variables in the Co-funding 

task and the External funding task using the following specification: 

��,� = � + ���,� + �������,� + �� + ��,�    (1) 

Where the outcome variables Yg,r are either: the Gini coefficient of the 

distribution of final payoffs reached by group g in round r, or the total sum of the 

final payoffs within group g, in round r. I separately analyse the outcomes from the 

"Group Bargaining Tasks" (in section 4) and the "Spectator Tasks" (in section 5.1) 

using these specification. 

The coefficient of interest is � which captures the effect of Cg,r, an indicator 

equal to 1 if contributions are required for round r of group g, and equal to 0 

otherwise. In the estimating equations I add controls for round r, roundg,r  to 

isolate the effect of the order in which the tasks are played (although randomized). 

I also add fixed effects µg at the union, village, or village-group level. Standard 

errors are clustered at village level. 

All individuals participated in both the Co-funding and the External funding 

tasks. The groups are reshuffled between the two tasks. I run the regression 

described above on the subset of participants with unequal initial endowments, i.e. 

comparing the behaviour in squares 3 vs 4 in Figure 4. These treatment arms have 

been created to approximate as much as possible the situation in the real world, 

where wealth and ability to contribute is unequally distributed to start with. 

4.1 Inequality 

Results are shown in Table 1. Introducing contribution requirements in the 

bargaining process increases significantly the Gini coefficient of the distribution of  

payoff. The effect is important in magnitude, as it represents an increase of 30.8% 

in the final Gini, and is significant with p<0.001. 
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In the estimating equations I gradually add controls for round, and fixed 

effects at the union, village or village-group level. 13  Due to the nature of the 

treatment, including fixed effects does not change the estimates nor their 

precision. 

We can infer more about the typical group behaviour from Figure 5. In the 

External Funding setting (dark histogram) there exist two rules of thumb that 

participants follow: equalization of final payoffs or equal split of the group fund. 

43% of groups reach a final Gini coefficient of 0, i.e. equalize final payoffs 

completely by counteracting the unequal initial distribution due to luck14. The 

outcome is 20 tokens each for all group members. The equal splitting behaviour is 

followed by 25% of groups, whereby each participant receives 10 tokens from the 

group fund, regardless of their initial wealth. Therefore, the final distribution of 

tokens will be (15, 20, 25) with a Gini index of 11%. Almost all remaining groups 

use a sharing rule which is in between these two behaviours. 

When co-funding is required we witness two major changes: (i) the 

percentage of groups equalizing decreases by 8% (from 43% to 34%, p=0.006) and 

(ii) the groups who did not equalize increase their final inequality from 0.089 to 

0.102 (p<0.001), i.e. 17%. As an example, the number of groups with final 

inequality higher than 0.11 (corresponding to the equal split rule in the External 

funding setting) increases from 3% to 25%. 

4.2 Efficiency 

I now re-run the same analysis on the total amount redistributed by the 

groups, to show the effect of requiring co-funding on the amount contributed to 

the common fund. Note that this quantity relates strongly to what is commonly 

 
13 This is possible thanks to the design of the experiment where all groups perform both External 
Funding and Co-funding tasks in random order. Note however that the groups are reshuffled before 
each task, therefore there is only one participant in common between group 1, round 1 and group 
1, round 2. 

14 In these groups, the poorest participant starting with 5 tokens receives 15 tokens from the group 
fund, the richest participants starting with 15 tokens receives 5 tokens, and the mid participant 
starting with 10 tokens receives 10 tokens. 
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referred to as efficiency of the public good provision, as it is a "continuous" 

measure of the take-up of the money offered for subsidizing the good, i.e. the 

amount of money available to the participants to match their contributions. Due 

to the design of the task, however, efficiency can only decrease in the Co-funding 

task relative to the External funding task, where all the money offered 

automatically needs to be divided among the participants. This is not an unusual 

design feature in CDD: often development programs that do not require co-

funding give very few reasons and possibilities for the community not to take up 

the offered program, and most studies on efficiency of public good provision with 

and without co-funding assume that the benchmark efficiency is the one reached 

in external funding.  

The effect of co-funding on efficiency is negative and significant, as shown 

in Table 2. The loss in the Unequal endowment treatment is 12% (p<0.001) of the 

External funding efficiency, which is a sizeable effect. Figure 6 shows the 

distribution of the loss in efficiency in the Co-funding with Unequal endowment 

settings, compared with the efficiency in the External funding setting. 42% of 

groups manage to fully contribute and therefore incur no loss in efficiency. The 

remaining 58% of groups contribute less than fully, with 60% of them contributing 

more than 3 tokens below the full amount, translating in a loss in efficiency of 6 

tokens.  

The fact that the deviation from the benchmark efficiency can only be in one 

direction may introduce the worry that the effect of co-funding on efficiency is 

entirely due to idiosyncratic error during the decision-making process. However, 

two factors work against the interpretation: the proportion of groups who 

contribute less than optimally is above 50%, and the average efficiency among 

those who do not contribute fully (i.e. whose error is negative) decreases by 20 

percentage points (p<0.001).  
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5 Mechanisms 

In this section, I disentangle the role of three channels for the effect of co-

funding requirements on inequality and efficiency. For each possible channel, I 

analyse the conceptual reason why the channel should affect inequality, then 

describe the experimental randomization that allows me to disentangle their role. 

Then I outline the analysis I implement to test the direction and magnitude of the 

effect, and describe the results. 

5.1 Fairness preferences 

One possible explanation of the increase in inequality is that, regardless of 

bargaining power, participants have a preference for rewarding contributions. In 

the literature, these are often described as preferences for "equity" (e.g. Balafoutas 

et al., 2013). Many studies have found that people have preferences for rewarding 

contributions (e.g. Gantner et al. 2001) but there is also evidence of pluralism of 

fairness norms (as documented in Cappelen et al., 2007). The relative importance 

of equity with respect to equality in individual preferences is therefore an empirical 

question. 

In this experiment, I elicit fairness preferences for redistribution from the 

Spectators' decisions, in both the External Funding and Co-funding tasks. If 

preferences were among the mechanisms driving the increase in inequality, there 

should be a positive effect of requiring contributions in the final inequality of 

Spectator’s choices as well. In order to understand if preferred inequality also 

increases, I rerun equation 1 using as dependent variable the Gini coefficients of 

the distributions decided by the Spectators, i.e. comparing quadrants 7 vs 8 in 

Figure 4. My experimental design does not allow me to disentangle preferences for 

efficiency, as the Spectators are only required to redistribute following the 

contribution decisions of the group members. 

The results displayed in Table 3, show that participants do not prefer a 

higher inequality when contributions are required. On the contrary, Spectators are 

more prone to redistribution in the Co-funding task rather than in the External 
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funding task, decreasing inequality in the final payoffs by 2.19, or 32% (p<0.001). 

We can analyse the composition of the shift comparing the typical behavior in 

Figure 7: Spectators consider the amount contributed as something to be used to 

reach perfect equality, therefore contribution requirements increase the 

proportion of groups equalizing final payoffs from 33% to almost 50% (p<0.001) - 

an increase of 16 percentage points, or 50% of the original proportion. Moreover, 

Spectators decrease inequality also among groups who do not equalize – by 0.8 

(p=0.108), from a Gini index of 8.9 in External funding to a Gini of 10.2 in the Co-

funding task. These results show that fairness preferences would not dictate an 

increase in inequality when contribution requirements are introduced, on the 

contrary, preferred inequality decreases by 32% when co-funding is required. The 

results also shed light on why requiring co-funding could cause a decrease in 

efficiency in the Bargaining task: Bargainers may simply recognize that fairness 

preferences would dictate equal split of the group fund, and therefore “rationally” 

hold back contributions as if they were performing a standard public good task.15 

5.2 Ability to contribute 

Initial wealth inequality may determine final inequality in outcomes 

through many possible mechanisms: first, studies (Kahneman and Tversky, 1982) 

have shown the importance of the status quo in decision making, even when 

determined by random draws. Second, wealth shifts the utility of the wealthy 

participant in the event of disagreement, i.e. the reservation utility. This, in turn, 

increases the final outcome required by the wealthy participant to agree to the 

redistribution, and therefore, final inequality when the agreement is reached. 

Moreover, when requiring co-funding, wealth also determines the ability to 

 
15 One possible confounding factor which may arise from the experimental design is the following: 
the groups for whom the Spectators take decisions know that their contributions will be 
implemented, but they will not be able to bargain over the final outcomes, as the decision will be 
taken by a Spectator. Therefore, their contributions may be fundamentally different from 
contributions in the Bargaining tasks. To check if this is driving the results, I compare the 
contribution levels and inequality in Bargainers vs Spectators' subjects groups (squares 4 vs 12 in 
Figure 4) in Table 4. I find that contributions level and Gini coefficient of amount contributed in 
the bargaining groups are not statistically different in means from the Spectator's choices. I also 
compare the distributions in Figure 8. A Kolmogorov-Smirnov test on the equality of the 
distributions confirms that this design feature is not what is driving my estimates. 
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contribute. Participants with higher endowments may require additional 

compensation for their contributions, thus increasing final inequality. The 

equilibrium outcome could therefore yield higher inequality, in case of agreement 

or lower efficiency, in case of disagreement. 

In the real world, wealth often correlates with a number of observed and 

unobserved personal characteristics that also determine behaviour during 

bargaining. As an example, wealthier people are usually more educated, have 

higher social status and may be better at bargaining, characteristics which are 

bound to have an effect on negotiation strength independently from wealth. In 

order to disentangle the increase in inequality due to unequal ability to contribute, 

I assigning half of the groups to the Unequal endowment treatment (initial 

Gini=0.11) and half to the Equal endowment treatment (initial Gini=0). Within the 

Unequal endowment groups, I randomize which participants start with higher or 

lower endowments. Thanks to this design, I am able to distinguish the effect of 

initial inequality in ability to contribute on final inequality from any other 

confounding factor (such as real world wealth, skills, connections, status...). 

In Table 5, I report the effect of Co-funding by rerunning equation 1 in the 

subset of groups starting with Equal endowments (squares 1 vs 2 in Figure 4). The 

effect is still positive and significant, as co-funding increases the Gini coefficient 

by 1.29, p<0.001, and not significantly different from the effect of co-funding on 

groups starting from Unequal endowments (although slightly smaller). I test the 

difference between the coefficients in the Unequal and the Equal endowment 

settings by running (1) on the full sample, including controls for Equal endowment 

treatment and the interaction term between Equal endowment and Co-funding, 

which I find not to be significant in model (2) with p=0.437. The effect is however 

larger in proportion to the inequality in the External Funding setting, where the 

Gini is as low as 0.01 with Equal initial endowments. Also the effects on efficiency 

(models (3) and (4) in Table 5) are equally large (-10%) and barely statistically 

different from the effects I find in my main results (the difference is 1%, p=0.071).  
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This indicates that the negative effects of requiring co-funding on equality 

and efficiency are not limited to the setting featuring high initial inequality of 

wealth, but are also present when initial wealth is equalized. 

5.3 Role of leaders 

So far, this paper has shown that (i) introducing co-funding requirements 

increases inequality and decreases efficiency in the distribution of the public fund 

(ii) the change in inequality does not depend on preferences, which would 

prescribe the opposite effect and (iii) it does not depend on how unequal initial 

endowments are. I focus now on the third channel that I can causally identify 

through the design of my experiment: the role of leaders. The experiment 

randomizes leader presence within groups, as elite capture has been shown to be 

important in determining the success and redistributive power of policies 

(Platteau, 2004), and because leaders' contributions behaviour has been known to 

be generally different from average participants' behaviour in public good tasks 

(cfr. D'Adda, 2012). 

In order to analyse the role of leaders in the decision making, I purposefully 

invited people from leader households16 and randomly assigned them to groups. I 

test the existence of the use of "self-serving" fairness as defined in Rodriguez-Lara 

and Moreno-Garrido, 2012: when there are multiple sharing rules acceptable by 

the community, leaders convince the other participants to apply a sharing rule 

which is most favourable to them. If this were the case, leaders would choose a high 

inequality rule when they have a high initial endowment and a low inequality rule 

when they have a low initial endowment. This would also imply that, within a 

group, the leader's outcomes would be higher than the average outcome, and that 

this difference would not depend on their initial endowments.  

 
16 A leader household is a household which includes a person who was nominated by  other 
households in   the community as being a leader, de ned as being "members of the UP committee, 
leaders of groups and associations, school teachers, imams, political leaders, etc. The people should 
be individuals who play some signi cant role in the village". 
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In Figure 9 and Table 6, I show the coefficients of the following regression: 

 ��,� = ∑ ��
���,�,� 

� + �������,� + �� + ��,��∈{��,�,�,�}  (2) 

 

Where Yg,r is again either the Gini coefficient of the final payoffs in the Co-

funding task in group g, round r, or the total amount redistributed, as percentage 

of maximum total amount that can be reached if everyone contributed fully. 

��,�,� 
� are a series of dummies taking value 1 if in group g and round r the group is 

in regime T=E External Funding or T=C Co-funding, and there is no leader (e = 

no), or a leader with initial endowment equal to e = l, m, h , i.e. l=5 low ability to 

contribute, m=10 mid ability to contribute, h=15 high ability to contribute. These 

dummies fully saturate the model, and I dropped the groups where more than one 

leader was present. I report the results in Figure 9 from a regression without the 

constant, the horizontal lines represent the average outcome for groups without 

leaders (���
� ), while the white diamonds shows the average with leaders (��

�  ) and 

standard errors are displayed for p=0.1, p=0.05 and p=0.01. 

The results show that the presence of leaders increases inequality and 

decreases total outcome redistributed in the Co-funding setting only when leaders 

start with high ability to contribute. Table 6 further shows that leaders starting 

with a high initial endowments increase inequality in their group significantly, as 

the Gini index is 3.25 points, i.e. 48% (p=0.033), larger than average inequality in 

groups without leaders. Model (2) shows that this difference is much smaller and 

not significant (+0.46, p=0.635) when co-funding is not required. In model (3), I 

calculate the inequality in the shares of personal initial endowment which the 

group members contribute and regress it on the same ��,�,� 
� : leaders’ presence 

increases inequality of shares contributed by 3.34, i.e. 48%, significantly (p=0.075) 

The reason is that leaders induce the group to contribute less on average, and 

specifically contribute less themselves to the group fund, thus increasing inequality 

in the shares of initial endowment contributed, but still manage to obtain higher 

amounts from the redistribution, while their group-mates obtain less. Model (4) 

shows that, compared to an group with no leaders, the average payoff for leaders’ 
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group-mates is lower by 0.53 tokens (p=0.049) while the leader’s payoff is higher 

than their group-mates’, regardless of leaders’ initial endowments (+0.66 tokens, 

p=0.075). This does not happen when co-funding is not required. 

The results are consistent with the following explanation: (i) requiring co-

funding introduces uncertainty in the fairness norm to be used in the 

redistribution and (ii) convince their group to use the norm that gives them higher 

payoffs (self-serving fairness). To understand if this effect is what drives the overall 

increase in inequality, I rerun my main analysis including only leaders and then 

excluding them. The effect of Co-funding is (non significantly, p=0.84717) stronger 

when the groups include a leader, but the effect on groups not including a leader is 

very similar to the main effect (see Table 7). The conclusion is that the presence of 

a leader in a group increases final inequality by increasing inequality in 

contributions. Leaders contribute less but manage to get the same on average. This 

alone does not explain the increase in inequality. 

6 Heterogeneity 

My analysis shows that the increase in inequality and inefficiency due to co-

funding is not due to preferences, nor to ability to contribute, but mainly due to 

bargaining power associated to personal characteristics, such as leader status. Can 

we predict which groups are going to experience increase in inequality from the 

characteristics of the group members? I analyse the heterogeneity of the effects of 

requiring co-funding in Table 8, which report the results from the following 

regression: 

��,� = � + ����,� + �� � ��

�∈�,�

+  �� � ��

�∈�,�

∗ ��,� + �������,� + �� + ��,� 

Where ��,� is either inequality - the Gini index of the final distribution – or 

efficiency – the sum of the final payoffs of the participants. ��,� is an indicator of 

 
17 I tested the difference between the coefficients in models (2) and (3) by running a pooled 
regression. 
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the co-funding requirements (��omitted from the table), ∑ ���∈�,�  the number of 

people in the group with characteristic ��,and the coefficients of interests are ��, 

the effect of characteristic �� in the External funding task, and ��, the effects of 

such characteristics in the Co-funding task. In Table 9 I report the results for the 

following regression for individual level outcomes: 

��,�,� = � + ����,� + ���� +  ���� ∗ ��,� + �������,� + �� + ��,�,� 

Where outcomes ��,�,� are either i’s final payoffs or the amount contributed 

by i to the group fund, and �� are individual level characteristics. 

6.1 Understanding of the game 

At the end of the experimental session, we asked all participants what was 

the maximum total amount that could be won by the whole group if everyone 

contributed fully. 89% of participants responded, correctly, that the maximum 

amount the whole group could win was 60 tokens, showing that the game was 

understood by most of the participants. 

The number of people in the group who correctly understand the rules 

decreases both inequality and efficiency: the effect on inequality is sizeable and 

significant in both External funding and Co-funding regimes, from 7.8 percentage 

points in groups where no one replied correctly to 6.47 in groups where everyone 

replied correctly (p<0.001). The effect and significance however disappears when 

controlling for village fixed effect. On the other hand, efficiency is hampered 

(almost 1 less token redistributed in total) although not significant (p=0.151). The 

understanding of the task does not increase own final payoffs nor the amount 

contributed (Table 9), if anything, the effect is negative.  

6.2 Dictator game 

Before the experimental session, we asked the participants to perform a 

dictator task, as dictators. The participant was given an amount of 50 BDT and 

asked to send any amount of these18 to an anonymous receiver in the village. The 

 
18 In 5 BDT units. 
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sender was told that the receiver would not know their identity, except for knowing 

that they were another person in the village. The dictator knew that the game was 

not hypothetical and that the amount they decided to keep and to send would be 

handed to them and to the receiver after the performance in the experimental 

session. 

The decisions of the group members in the dictator tasks predict the group 

payoffs: if we measure altruism by the sum of a dummy variable taking value 1 if 

the participant sent half or more of their endowment during the dictator task, we 

see that number of altruistic dictators in the group is a significant predictor both 

of the final efficiency (increased by almost 1 token, p=0.104) and of lower final 

inequality (decreasing final Gini by 0.421, p=0.086). Controlling for village fixed 

effects increases the effect on efficiency and its significance, but decreases the 

magnitude on the effect on efficiency. Having at least two people in the group who 

sent half or more of their endowment during the dictator task increases the 

likelihood of full contributions by 23% (from 38% to 48%) and decreases inequality 

by 14% (from 7% to 6%). Behaving altruistically in the dictator task also predicts 

own contributions (+.367 tokens, p=0.079) but does not have any significant 

effects on final payoffs. 

6.3 Education 

Generally, groups where everyone completed secondary education show a 

decrease in inequality in the External funding setting (Gini decreases by 0.4, 

p=0.099) but not in the Co-funding setting (the net effect is -.14, p=0.721). The 

effects on efficiency and on own contributions are also not significant, although 

generally negative, driven mostly by the male group. Secondary educated 

participants however manage to appropriate slightly more of the final outcome in 

the external funding task, and even more when co-funding is required (0.3 tokens, 

p=0.149), these effects are however far from significant. 
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6.4 Poverty 

I measure poverty through a poverty score - the probability of living with 

less than 2USD a day - calculated from assets the household self reports to own in 

our survey. I define a person as poor if the probability is higher than 80%. In my 

sample, 50% of respondents have a poverty score higher than 80%. The number of 

poor people in the group does not predict inequality or efficiency in the group, nor 

do poor people receive more on average than non-poor people. 

6.5 Self reported income assessment 

During the survey, I require people to categorize their household as being 

very poor, poor, lower income, middle income or upper income. Reporting to be 

upper and upper-or-middle income is associated with lower inequality in the 

External funding task, but higher inequality in the co-funding task, the effect 

significant and large – the Gini increases by +3.8, p=0.001, almost doubling final 

inequality - when looking only at the participant who report to be from upper 

income households. Groups with such participants also significantly hamper 

efficiency, redistributing 3.8 tokens less (p=0.024) than groups with no participant 

reporting to be upper income. They also contribute up to 0.7 tokens less than other 

participants (p=0.117) but do not receive any punishment, as their final payoffs are 

not significantly lower than the other players’ payoff.  

7 External validity 

The controlled experiment was run on a large scale. However, a concern 

with any such experiment is that participants may act differently outside of a 

controlled environment. To assess the extent to which this is the case, I relate my 

core findings on efficiency only to the results from an evaluation of a CDD program 

implemented in the same area. The project is described in Cocciolo et al. (2019). 

Importantly, the communities involved in the lab-in-the-field study are a sub-

sample of the ones participating in the CDD program. 



CHAPTER I  

24 

The CDD program offers treated communities the construction of a local 

public good: one or two safe new tubewells in an area where existing tubewells have 

high levels of arsenic contamination. A random subset of the treated communities 

receive the well for free, while to the remaining communities the well is provided 

conditional on the community collecting contributions, either in cash or labour, 

valued at 10% of the value of the good provided. All treated communities are 

required to participate in a public meeting where the location of the provided 

public tubewell is decided at unanimity, together with the level of contributions 

from each household.19  The bargaining process resembles the one used in my 

experiment, albeit with a much larger number of participants. In this setting, the 

introduction of contribution requirements also introduces possible free-rider 

problems, as contributions are not enforced contextually during bargaining. 

Moreover, using monetary payoffs , I can identify changes in the distribution of the 

outcome variables much more precisely, obtaining a measure of final inequality of 

payoffs which was difficult to build using the project’s data. 

In the working paper (Cocciolo et al., 2019), we analyse how both take-up 

and optimality of the chosen location vary with the requirement to contribute. We 

measure take-up of the intervention as the indicator for whether the project 

attempted to install the tubewell, thus excluding lower take-up induced by 

geological or logistical issues. We find that take-up is much higher in villages where 

the tubewell is funded entirely by the program, with respect to villages where cash 

contributions are required, but this effect is not present when labour contributions 

are required. The difference is entirely explained by villages which did not manage 

to collect the cash contributions for the well installation. Still linked to efficiency, 

but a separate issue from take-up, is whether the decision making process yields a 

location which is usable by a large percentage of households. We predict usage of 

water from the new tubewells in the surveyed households by using the average take 

up rate of new tubewells across the village and the distance of the household to the 

 

19  Which, however, is not a binding decision for the household which can withdraw the 
contribution promises. 
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tubewell. We then analyse the difference in predicted use and find that, when 

households are required to contribute, the optimality of the location chosen is 

higher than when the tubwell is externally funded. 

While a randomized experiment that varies contribution levels is needed to 

understand the real-world consequences, these experiments have a number of 

downsides. Imposing a contribution requirement decreases demand as many real 

world projects have public good properties, which create free rider problems (as 

also in Beath et al. 2013).  The lab-in-the-field design allows me to abstract from 

these real-world complications and construct an experiment in which free rider 

problems are absent and under which standard bargaining models predict full 

efficiency. 

8 Conclusions 

Co-funding is often required for the provision of local public goods with 

decentralized decision making. This experiment is designed to assess whether 

requiring co-funding for a local public good provision project changes the 

community's decision on how to redistribute the benefits of such projects within 

the community. I ask groups of participants to complete a bargaining task with and 

without the requirement to contribute to the group fund to be distributed. I find 

that requiring co-funding increases inequality in the final distribution by 30%, and 

decreases the total amount redistributed by 12%. These findings are novel, as I am 

not aware of any other studies which have so far investigated the relationship 

between contribution requirements and inequality in the final distribution, either 

in a lab or field experiment. These results are important both for their policy 

implications and for the contribution to the economic literature on bargaining 

outcomes. 

My experiment uses a Spectator design to test for the causal effect of 

contribution requirements on preferences for redistribution. I find that co-funding 

decreases preferred inequality as elicited by the Spectator tasks, as participants 

have very little preferences for rewarding contributions to the group fund they are 
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presented with. I then assess if bargaining power can explain the results, 

distinguishing between power coming from initial experimental wealth and from 

other sources, such as elite status. My results suggest that initial wealth inequality 

does not have an additional effect when interacted with co-funding requirements. 

This indicates that participants starting with higher initial endowments do not 

leverage them to obtain a disproportionally higher outcome, which is one of the 

mechanisms frequently cited as causing elite capture - people with higher wealth 

in the community have higher ability to contribute and condition their 

contributions to getting a higher shares of outcomes.  

I do however find an effect of bargaining power coming from status in the 

community. Leaders typically convince their group members to increase final 

inequality when they have a higher initial endowment, leveraging the fact that the 

introduction of contribution requirements opens the way for a plurality of possible 

fairness norms. In practice, leaders manage to contribute less to the public good 

and receive the same outcome as the average contributor. This effect however 

explains only a small part of the total increase in inequality, leaving the door open 

to more analysis on the determinants of inequality from contribution requirements 

as a failure of coordination, with the help of a structural model of the bargaining 

process. 

My results have important policy implications. First, they show that co-

funding local public goods (as it is often required in development programmes) 

increases final inequality in the distribution of benefits of such good, which may 

be an important destabilizing factor in the implementation of such programmes. 

Second, they show that this increase does not depend on the participants 

preferences, therefore it is welfare improving to try to counteract it with policies. 

Moreover, the increase is not exclusive to high inequality settings, it is determined 

by a failure of coordination, and is partly explained by self-serving fairness 

considerations by the person with leadership status in the group. While this paper 

shows the increase in final inequality due to contribution requirements, more 

analysis is required to understand how to mitigate these effects in the Community 

Driven Development application.  
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10 Figures 

 

Figure 1: Project timeline 
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Figure 2: Controlled Experiment timeline 
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Figure 3: Randomization of treatments and sample size. 

 

 

The picture shows the steps of the randomization into treatments and the 

sample size. Note that, although the recruitment of participants was strati ed on 

leadership status, participations from leader households was lower than expected, 

and different by gender. Leader defined as being nominated by at least one 

household in the community as being a leader in the village (members of the UP 

committee, leaders of groups and associations, school teachers, imams, political 

leaders, etc. The people should be individuals who play some significant role in the 

village). 
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Figure 4: Map of the experiment. 

 

 

The picture shows the interaction between the experimental treatments. 

The division between Bargainers and Spectators, randomized within villages. The 

division of Bargainers between Equal and Unequal initial endowments is also 

randomized by village. Spectators first act as "Spectators' subjects", performing all 

Bargaining tasks first with Equal initial endowments, then with unequal ones (or 

vice-versa, the order is randomized). Then Spectators take decisions that will be 

implemented on a group which does not involve themselves (the other group of 

Spectators' subjects). The solid lines indicate the divisions between sub-samples, 

while the rounded rectangles indicate the tasks performed. 
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Figure 5: Effect of requiring contribution on the distribution of the final Gini 

in Bargaining task. 

 

 

 

 

Distribution of the Gini coefficient in the External Funding versus Co-

funding tasks, in the "Group Bargaining" treatment starting from Unequal 

Endowments. 
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Figure 6: Cumulative distribution function of efficiency. 

 

 

 

 

The amount redistributed by the groups in the Co-funding tasks, as a 

percentage of the amount redistributed in the External funding task, indicated by 

the darker straight line. On the x axis, the percentage of groups reaching at least 

the level of efficiency. 42% of groups reach maximum efficiency (i.e. redistribute 

as much as in the External Funding task). 
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Figure 7: Effect of requiring contribution of the distribution of the final Gini 

in Spectator tasks. 

 

 

 

 

Distribution of the Gini coefficient in the External Funding versus Co-

funding tasks, in the "Spectator" treatment starting from Unequal Endowments. 
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Figure 8: Difference in contributions: level and inequality within group. 

Bargaining outcomes versus Spectator choices. 

 

 

 

Distribution of the total amount contributed and the Gini coefficient on 

contributions, in the "Group Bargaining" treatment and in the "Spectator" 

treatment for preference elicitation, with Unequal initial endowments. 

  



Contribution Requirements and Redistribution Decisions 

37 
 

Figure 9: Interactions between Co-funding requirements and leader 

presence. 

 

 

Horizontal lines represent averages for groups not including leaders. 

Village and round fixed effects are included, standard errors clustered at village level. 

Observations:1141. Groups with more than one leader (N=10 over 1151) have been dropped. 
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11 Tables 

Table 1: Effect of co-funding on inequality: Bargaining outcomes with 

Unequal endowments. 

 

 (1) (2) (3) (4) 
Gini*100 Gini*100 Gini*100 Gini*100 

Co-funding 1.60*** 1.61*** 1.60*** 1.58** 
 (0.34) (0.34) (0.35) (0.48) 
Mean External Funding 5.12 5.12 5.12 5.12 
Union FE  X X X 
Village FE   X X 
Village-Group FE    X 
Round FE  X X X 
Adjusted R-squared 0.016 0.032 0.074 0.183 
N 1151 1151 1151 1151 

Standard errors in parenthesis, clustered at village-level 
* p<0.05, ** p<0.01, *** p<0.001 

 

Table 2: Effect of co-funding on efficiency: Bargaining outcomes with 

Unequal endowments. 

 

 (1) (2) (3) (4) 
Total 

Outcome 
Total 

Outcome 
Total 

Outcome 
Total 

Outcome 
Co-funding -0.11*** -0.11*** -0.11*** -0.12*** 
 (0.01) (0.01) (0.01) (0.01) 

Mean External Funding 1 1 1 1 
Union FE  X X X 
Village FE   X X 
Village-Group FE    X 
Round FE  X X X 
Adjusted R-squared 0.299 0.302 0.341 0.303 
N 1151 1151 1151 1151 

Standard errors in parenthesis, clustered at village-level 
* p<0.05, ** p<0.01, *** p<0.001 
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Table 3: Effect of requiring contributions on preferred inequality: Spectator 

decisions. 

 

 (1) 
Gini*100 

Co-funding -2.19*** 
 (0.01) 

Mean External Funding 6.72 
Union FE X 

Village FE X 

Village-Group-spectator FE X 

Round FE X 

Adjusted R-squared 0.108 
N 1128 

Standard errors in parenthesis, clustered at village-level 
* p<0.05, ** p<0.01, *** p<0.001 

 

 

 

Table 4: Balance in contribution decisions between Bargainers and 

Spectators. 

 

 (1) (2) 
Gini*100 of Share 

contributed 
Share contributed 

as percent of maximum 
Spectator -0.20 0.03 
 (0.87) (0.02) 

Mean Bargainers 7.55 .77 
Union FE X X 
Village FE X X 
Adjusted R-squared 0.159 0.186 
N 1140 1140 

Standard errors in parenthesis, clustered at village-level 
* p<0.05, ** p<0.01, *** p<0.001 
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Table 5: Effect of co-funding on inequality and efficiency: Equal 

endowments and interaction with initial Inequality. 

 

 (1) (2) (3) (4) 
Gini*100 Gini*100 Total 

Outcome 
Total 

Outcome 
Co-funding 1.29*** 1.29*** -0.10*** -0.10*** 
 (0.20) (0.19) (0.01) (0.01) 
Inequality  4.11***  0.00 
  (0.29)  (0.00) 
Co-funding*Inequality  0.31  -0.01 
  (0.40)  (0.01) 
Mean External Funding 1.01 3.07 1 3.07 
Union FE X X X X 
Village FE X X X X 
Village-Group FE X X X X 
Round FE X X X X 
Adjusted R-squared 0.114 0.203 0.302 0.329 
N 1151 2302 1151 2302 

Standard errors in parenthesis, clustered at village-level 
* p<0.05, ** p<0.01, *** p<0.001 
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Table 6: Leaders' self-serving fairness: Bargaining task with unequal 

endowments. 

 

 
Gini*100 
Outcomes 

 
Gini*100 

shares 
contributed 

 Outcomes 
 

 (1) (2)  (3)  (4) (5)  

Group with leader -1.20 -0.40  -0.00  -0.53* -0.01  

 (1.14) (0.76)  (1.42)  (0.27) (0.07)  

- with high endowment 3.25* 0.46  3.34+     

 (1.50) (0.96)  (1.85)     

- with low endowment 0.35 -0.17  1.70     

 (1.28) (1.01)  (1.79)     

Leader      0.66+ -0.12  

      (0.37) (0.15)  

- with high endowment      -0.07 0.18  

      (0.55) (0.37)  

- with low endowment      -0.27 0.27  

      (0.67) (0.35)  

High endowment      2.00*** 2.34***  

      (0.19) (0.14)  

Low endowment      -1.91*** -1.92***  
      (0.17) (0.16)  

Mean control 6.73 5.16  6.91  17.8 20  

Co-funding X   X  X   

Union FE X X  X  X X  

Village FE X X  X  X X  

Village-Group FE         

Round FE X X  X     

Adjusted R-squared 0.026 0.114  0.129  0.237 0.381  

N 576 575  576  1728 1725  

Standard errors in parenthesis, clustered at village-level 
+ p<0.10, * p<0.05, ** p<0.01, *** p<0.001 
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Table 7: Effect of Co-funding on inequality: Bargaining with unequal 

endowments. 

 All groups  Leaders  No 
leaders 

 

(1)  (2)  (3) 

Gini*100  Gini*100  Gini*100 

Co-funding 1.58**  1.72*  1.55*  

 (0.48)  (0.80)  (0.68)  

Mean Gini External Funding 5.12  5.06  5.16  

Union FE X  X  X  

Village FE X  X  X  

Village-Group FE X  X  X  

Round FE X  X  X  

Adjusted R-squared 0.183  0.283  0.124  

N 1151  427  724  

Standard errors in parenthesis, clustered at village-level 
* p<0.05, ** p<0.01, *** p<0.001 
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Table 8: Heterogeneity Analysis: Effect of co-funding on inequality 

and efficiency, by initial group characteristics.  

 (1) (2) (3) (4) 
 Gini*100 Gini*100 Efficiency (% 

of maximum 
efficiency) 

Efficiency (% 
of maximum 

efficiency) 
Understanding of task    
# Understood task in 
group 

-1.312*** 
(0.000) 

0.196 
(0.719) 

-0.962 
(0.151) 

-0.548 
(0.696) 

# Understood task in 
group*Co-funding 

0.577 
(0.102) 

0.566 
(0.126) 

 
 

 
 

Altruistic in dictator task   
# Sent 50% or more in 
group 

-0.421 
(0.086) 

-0.672* 
(0.017) 

0.924 
(0.104) 

0.377 
(0.600) 

# Sent 50% or more in 
group*Co-funding 

0.382 
(0.257) 

0.382 
(0.282) 

 
 

 
 

Secondary education completed   
# Secondary edu in 
group 

-0.414 
(0.099) 

-0.442 
(0.092) 

-0.232 
(0.710) 

0.104 
(0.875) 

# Secondary edu in 
group*Co-funding 

0.280 
(0.420) 

0.269 
(0.459) 

 
 

 
 

Poverty score from asset ownership >0.8   
# Poor in group 0.0652 

(0.819) 
0.0293 
(0.919) 

0.498 
(0.405) 

-0.691 
(0.358) 

# Poor in group*Co-
funding 

-0.135 
(0.743) 

-0.121 
(0.778) 

 
 

 
 

Self defines upper income   
# Self defines rich in 
group 

-1.141 
(0.143) 

-0.895 
(0.168) 

-3.836* 
(0.024) 

-3.333 
(0.114) 

# Self defines rich in 
group*Co-funding 

3.785** 
(0.001) 

3.814** 
(0.002) 

 
 

 
 

Self defines upper or middle income   
# Self defines rich or 
mid in group 

-0.504* 
(0.044) 

-0.710* 
(0.029) 

0.560 
(0.411) 

1.311 
(0.216) 

# Self defines rich or 
mid in group*Co-
funding 

0.260 
(0.545) 

0.243 
(0.588) 

 
 

 
 

Mean external 
funding 

5.125 5.125 . . 

R-squared 1151 1151 576 576 
Observations X X X X 
Round FE  X  X 

p-values in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001  
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Table 9: Heterogeneity Analysis: Effect of co-funding on individual’s 

outcome and contributions, by initial group characteristics.  

 
 (1) (2) (3) (4) 
 Final  

payoff 
Final  

payoff 
Amount 

contributed 
Amount 

contributed 
Understanding of task    
Understood task -0.221 

(0.195) 
-0.168 
(0.651) 

-0.449 
(0.194) 

-0.118 
(0.821) 

Understood task *Co-
funding 

-0.358 
(0.213) 

-0.359 
(0.218) 

 
 

 
 

Altruistic in dictator task   
Sent 50% or more 0.0200 

(0.883) 
-0.0392 
(0.803) 

0.367 
(0.079) 

0.231 
(0.284) 

Sent 50% or more 
*Co-funding 

0.320 
(0.159) 

0.321 
(0.164) 

 
 

 
 

Secondary education completed   
Secondary edu 0.118 

(0.392) 
0.164 

(0.292) 
-0.256 
(0.230) 

-0.225 
(0.325) 

Secondary edu *Co-
funding 

0.172 
(0.482) 

0.170 
(0.494) 

 
 

 
 

Poverty score from asset ownership >0.8   
Poor -0.00943 

(0.941) 
-0.160 
(0.336) 

0.202 
(0.353) 

0.0343 
(0.886) 

Poor *Co-funding 0.0176 
(0.951) 

0.0174 
(0.952) 

 
 

 
 

Self defines upper income   
Self defines rich -0.133 

(0.693) 
-0.0228 
(0.953) 

-0.723 
(0.117) 

-0.484 
(0.375) 

Self defines rich *Co-
funding 

-0.142 
(0.860) 

-0.141 
(0.863) 

 
 

 
 

Self defines upper or middle income   
Self defines rich or 
mid 

-0.0988 
(0.475) 

-0.0863 
(0.625) 

0.0215 
(0.915) 

0.0480 
(0.828) 

Self defines rich or 
mid *Co-funding 

0.405 
(0.145) 

0.404 
(0.152) 

 
 

 
 

Mean external 
funding 

20 20 . . 

R-squared 3453 3453 1728 1728 
Observations X X X X 
Round FE  X  X 

p-values in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
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 Market Access and Quality Upgrading: 
Evidence from Randomized Experiments 

 

1 Introduction 

Agricultural markets, maybe especially in Sub-Saharan Africa, are often 

segmented. In the same area, one observes (often) large productive farms producing and 

selling quality crops through regional or global value chains, and unproductive 

smallholders producing and selling a low quality version of the same crops in informal 

markets. Given the size of the smallholder sector, this segmentation, or misallocation, can 

help explain why average agricultural productivity has been low and slow growing in Sub-

Saharan Africa for decades and why rural poverty remains high. 

With the belief that quality drives value and value in turn drives investment and 

productivity, quality-upgrading and value chain participation are viewed by many experts 

and policymakers as a key step in closing this gap in productivity and returns. The World 

Bank, for example, estimates that a 1% increase in global value chain participation 

increases country growth by the same amount, a huge effect and five times that of the 

growth effect of standard trade in low-grade commodities (World Bank, 2020). There is, 

however, little evidence that such a transformation of farmer practice and of agricultural 

value chains is taking place in many low income countries, suggesting there are strong 

constraints, possibly both on the demand and supply side, effectively keeping 

smallholders stuck in a low productivity and low quality equilibrium.  

This paper conducts a series of measurement and field experiments among 

smallholder maize farmers in Uganda to shed light on the impediments to quality 

upgrading at the farm level, revealing its potential. We first document that maize sold at 

the farm gate is of low quality. That is, while poor quality maize (or maize flour) at the 

consumer level is likely driven by several factors, including poor practices and 
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inappropriate maize handling throughout the production chain, the quality problem is 

evident already at the farm gate. We then establish, using experimentally induced 

variation in the quality of maize farmers sell, that the return to quality at the farm gate is 

essentially zero, even though quality is at least partly observable. As incurring costs for 

upgrading quality is simply not rewarded in the market, this result may explain why 

farmers produce and sell maize of low average quality.  

To test this hypothesis, we design an experiment to investigate if and how farmers 

respond when offered access to a market where quality maize is paid a (market) premium. 

Following farmers over four years, including for four post-treatment seasons, we find that 

a majority of farmers, when offered the opportunity, sold maize of sufficient quality. 

Treatment farmers’ profit increased substantially – an effect driven both by higher prices 

as a result of quality upgrading and increased farm productivity.  

The market intervention, conducted as a clustered randomized trial, was designed 

in close collaboration with a Ugandan vertically integrated agro trading company. To 

mimic a situation where treated households gain access to a market for quality maize, the 

company committed to buy quality maize at a premium throughout the main buying 

seasons in treatment villages, with the premium determined by the relative value of 

higher quality maize. Thus, the intervention created experimental variation in access to a 

market of high quality maize. 

The clustered design, and the fact that not all farmers sold quality maize the agro 

trading company, enables us to also study market or spillover effects (within the village). 

We find that the entry of the high-quality buyer resulted in an increase in prices also for 

farmers who sold to local traders. This effect increased profit in the treatment relative to 

the control group, but it also reduced the relative price of higher quality maize, and may 

hence have mitigated the incentives for quality upgrading.  

To ensure that farmers had up-to-date knowledge about pre- and post-harvest 

practices considered necessary for producing maize of sufficiently high quality, the 

market access intervention was combined with a learning-by-doing extension service 

component. In a parallel trial (Bold et al., 2020), we investigated the impact of this 

supply-side intervention alone.  We find little evidence that farmers changed their farm 
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practices as a result of the training program: revenue, expenses, and yield remain 

essentially the same in the treatment and the control group. Taken together the results 

from the two trials suggest that market access is a critical barrier to agricultural 

development. Still, while the use of modern technologies (hybrid seeds and inorganic 

fertilizer) increased significantly in the market access intervention group, input use across 

all groups in the two trials remained low. Therefore, our findings also suggest that that 

transformative change in small scale agriculture likely requires relaxing both binding 

supply and demand constraints. 

Our results relate to a number of recent papers on the implications (for farmers or 

firms) of market (buyer) driven quality upgrading in a developing country setting. As in 

Atkin et al (2017), we exploit experimental variation in access to a market/buyer of quality 

products. Their intervention, which connects rugs producers in Egypt to foreign buyers 

paying a premium for higher quality rugs, led to large improvements in both quality and 

productivity. We focus on poor smallholders working with little or no physical capital. 

Further, we worked closely with an agro trading company that makes direct outreach at 

the village level, and constrain the firm’s actions in several ways so as to mimic a situation 

in which farmers have access to a market for quality. Our village level intervention allows 

us not only to assess the direct effect of the intervention, but also to study how local 

traders that are the dominating buyers at the village level responded to the entry of a high-

quality buyer. Finally, we assess the implications of having access to a market for quality 

over a longer period (four seasons). 

Our paper is also related to, and complements, Macchiavello and Miquel-Florensa 

(2019). They employ a difference-in-difference strategy to estimate the impact of a quality 

upgrading program in Columbia. They find that eligible farmers increased quality and 

received higher farm gate prices. While the intervention we exploit here also involves a 

vertically integrated domestic buyer – in our case a firm who buys quality maize at the 

farm gate and sell high quality maize flour in Kampala – the intervention, at the farm 

gate, was designed for research purposes. This enables us to directly measure and identify 

smallholders’ choices and outcomes using experimental variation, including the costs of 

quality upgrading, in response to getting access to an output market for quality maize. By 
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comparing outcomes from the two trials, we can also, at least partly, unbundle the impact 

of demand and supply (extension service) factors.1 

The evidence base on the pre-conditions and determinants for agricultural 

technology adoption has grown vastly over the last decade (for a review, see de Janvry, et 

al., 2017). The evidence – drawn primarily from randomized controlled trials in Sub-

Saharan Africa and South Asia – makes clear that there are productivity-enhancing 

innovations available today that can increase technology adoption and productivity 

among smallholders, but measured effects on farmer income have been much more 

limited. The focus has largely been on supply constraints (for example credit, insurance, 

knowledge). We add to this literature by studying the impact of lifting both a demand 

(inclusion in a value chain) and a supply (knowledge) constraints. de Janvry and Sadoulet 

(2019) discuss the complexity of rigorously evaluating value chain inclusion, noting the 

double challenge of having to implement treatment at the community level – making the 

intervention costly – and the difficulty in finding implementing partners who are willing 

to expand their business in a way that is amenable to rigorous evaluation. We overcome 

these problems here, and document widespread increase in adoption (here in terms of 

upgrading) over time and a significant increase in farm profit.  

Our findings should be interpreted within the context of the study – a poor area of 

Western Uganda. All farmers participating in the experiments are smallholders and 

farming is largely done with traditional methods. The context can help explain why we 

observe increased yield driven largely by increased labor and labor productivity, rather 

than adoption of inputs such as hybrid seeds and fertilizer, which many farmers report 

being too expensive and not yielding the boost in output they hope.   

The intervention was designed so as to mimic an output market for quality maize 

(at the village level). Thus, an important question for future research is whether similar 

impacts could be achieved if the intervention was run for-profit. Our study, therefore, 

should not be viewed as an impact evaluation of a ready-to-go market initiative model. 

 
1 Our findings also relate, albeit less directly, to a large non-experimental literature on quality upgrading 
through exporting, although the buyer in our experiment is not an exporter (see, for example, the review in 
De Loecker and Goldberg, 2014).  
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Our design also does not lend itself to study outcomes throughout the value chain. 

However, the findings we present can help facilitate the design of a sustainable model for 

quality upgrading in a low income setting.   

2 Context 

2.1 Introduction 

Uganda remains highly dependent on agriculture. It is estimated that the sector 

contributes to over 70 percent of export income and 65 percent of the population is active 

in the sector. As in most countries in the region, the agricultural sector is dominated by 

smallholder farmers, a majority of whom cultivate less than two hectares. Maize is the 

most important cereal crop. Smallholder farmers account for roughly 75 percent of maize 

production and 70 percent of marketable surplus. Maize has traditionally not been a 

critical component of the national diet (although there is evidence that this is changing) 

and is therefore grown primarily as a cash crop. As maize is largely bought and sold in 

informal markets, it is difficult to estimate the market size.2 

Maize, as most other crops, is produced using mainly traditional techniques and 

modern inputs such as hybrid seeds and fertilizer are not systematically used by most 

farmers. Yields tend to be low. For example, Bold et al (2017), using four waves of LSMS 

data for Uganda, report an average yield (metric tons per hectare) for smallholders of 1.4. 

As a comparison, average maize yield based on data from farm demonstrations in Uganda 

(with recommended crop management and modern inputs) is over 4 tons per hectare 

(World Bank 2007) and average corn yield in the U.S. was close to 12 tons per hectare in 

2017 (USDA, 2019). 

As is the case for many agricultural products produced by smallholders in low 

income countries, the quality of the maize bought and sold tends to be low. This low 

quality helps to explain why market transactions largely take place in the informal sector 

 
2 According to official statistics, maize exports accounted for about 2% of the country’s total exports 
(Uganda Bureau of Statistics, 2015).  Based on interviews with stakeholders in the sectors, Daly et al. (2016) 
estimate that 70-80% of maize that is bought and sold in Uganda is channeled through informal channels. 
To account for the size of the informal market, previous surveys have used multipliers of between 3-3.5 for 
formal trade data (Gates Foundation, 2014). 
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and more generally why smallholder farmers are effectively excluded from global value 

chains (World Bank, 2020).3  

2.2 Local markets 

The local output market for smallholders can be described as a spot market.4 The 

farmer and the buyer agree right before the sale, usually after a short visual inspection of 

the bags by the buyer, about the amount and the price. The farmer is paid directly and the 

transaction takes place at the farm gate.  

Farmers sell to two types of buyers: (i) local traders or aggregators who often buy 

from a smaller set of farmers and resell to commercial traders/aggregators that are either 

passing through the village or located in a nearby trading center, and (ii) commercial 

buyers, who pass through the village with a truck, and buy directly from individual 

farmers (as well as local traders).  

Over the five season for which we collected detailed sales data, households sold to 

local traders in almost 80% of sales (see Table S1 in supplementary appendix). While the 

large majority of farm gate trades thus takes place between a farmer and a local trader, 

more than half the smallholders in the sample have sold to a commercial trader at least 

once during the last five seasons.   

Farmers tend to know the local traders they sell to and repeated transactions across 

seasons are common. 98% of the smallholders sold to the same buyer in at least two out 

of the last five seasons and 31% sold to the same buyer in at least four out of five seasons. 

Most household sell once per season (79%) and accounting for multiple sales to the same 

buyer in a given season, 90% sell to only one trader per season. 

A sale to a commercial traders is associated with a higher price: the mean 

difference in price paid by commercial relative to local traders is 8%.   

 
3 On the low quality of maize and coffee in Uganda, see Daly et al. (2016), Gates Foundation (2014), and 
Morjaria and Sprott (2018), respectively. 

4 We use data collected from the control group in the experiments discussed below to describe the local 
market context. 
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We collected data on market prices from the nearest trading center for each village 

in the sample (all together five trading centers). Figure 1 documents market prices at the 

trading center level (pooling data for the five trading centers), as well as prices at the 

wholesale markets in Kampala and Nairobi. Kenya is the main (formal) export destination 

of Ugandan maize. The three price series follow a similar pattern, with the average 

wholesale market price in Nairobi being 35% higher than the wholesale price in Kampala, 

and the market price at the trading centers in the study area being, on average, 16% lower 

than the price in Kampala. As evident, there are large variations in prices both within and 

across seasons. Prices tend to increase (slowly) between harvest seasons, while there is 

substantial idiosyncratic variation in market prices within harvest seasons.  

3 Sample Frames and Research Design: Overview 

To understand key aspects of how the output market facing smallholder works, we 

combine field experiments, and maize quality measurement using laboratory techniques 

and visual inspections to answer three questions. Why is low quality output the norm? Do 

farmers upgrade their maize when the gain access to a market for high quality maize? 

What are the implications of quality upgrading for profit and productivity?  

Figure 2 illustrates the design of the study, including an overview of the sample 

frames, and the timing of the surveys and interventions. We draw on data from three 

sample frames (Sample Frames 1-3). For Sample Frame 1, we first selected 20 

communities (villages), each at least 5 kilometers apart, from digital maps of the district 

of Kakumiro in western Uganda. For each of the selected villages, we completed a census 

and identified smallholder farmer households (those that had no more than 5 acres of 

land) who cultivated maize in the previous season. We used the same approach to identify 

villages and households in the neighboring district Kibaale (Sample Frame 2). Finally, we 

identified 20 of the closest nearby villages to a subset of villages in Sample Frame 1 and 

identified smallholder maize farmers in all these villages. This set of villages constitute 

Sample Frame 3.  

We use data collected from households selected from Sample Frame 3 to measure 

the quality of maize in local markets. We also use this sample to estimate the causal return 
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to quality-upgrading in local markets. We use Sample Frame 1 to study our main 

intervention, which combined access to an output market where quality maize is paid a 

(market) premium with a learning-by-doing extension service component. Finally, to 

learn about complementarities between demand and supply side constraints, we 

complement the market experiment with an additional trial focused solely on the impact 

of the extension service component. The extension service intervention was offered to a 

randomly selected set of villages from Sample Frame 2. We refer to some of the findings 

from this experiment here. The full results of the experiment are reported in Bold et al. 

(2020). 

4 Maize Quality and Verifiability of Quality 

4.1 Introduction 

The quality of maize at the farm gate is an important determinant of the (potential) 

economic value and safety of the maize. Maize is sold and handled in large quantities, 

with the smallest unit typically a 100 kilogram bag. A bag of maize is considered high 

quality if it contains sufficiently large and dry maize kernels of the right color and neither 

non-grain substances (stones, dirt, insects) nor defected (broken, immature, damaged, 

rotten, or moldy) grains.  

Maize quality is determined by processes and activities along the whole production 

chain (cultivation, aggregation, processing and distribution). Although some defects 

arising higher up the production chain can be corrected downstream, cost-effective 

quality assurance requires prevention of defects already at the farm level, which includes 

both appropriate pre-harvest (proper land preparation, planting, and weeding) and 

especially post-harvest activities (harvesting and decobbing, drying, cleaning, sorting, 

and storing). 

Formally, maize quality is classified according to the East African Grading 

Standard (EAS). The testing protocol is time-consuming and requires lab equipment, and 

is thus rarely applied at the farm gate. Instead, quality testing at the farm gate usually 

consists of visually inspecting the bags of maize grain for the presence of various defects, 
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and using either subjective moisture tests (e.g. the crush test) or (more seldom) portable 

grain moisture meters to measure moisture content.  

Visual inspection can, in principle, reveal the extent of defects in the maize. Defects 

such as stones, cobs, and dirt in grain bags are waste that adds to the weight of the bag 

without adding value and also increases processing costs. More importantly, defects are 

indicators that the maize has not been properly handled and thus is, or risks becoming, 

unsafe for human consumption.5 For example, stones and dirt in the bags indicate that 

the farmer has stored or dried the maize directly on the ground, raising the risk that grains 

are contaminated by microorganisms such as bacteria and fungi. Insect parts or insect 

waste, pest damaged, rotten, diseased, and discolored grains, are direct indicators of 

various infestation in the grain. While waste and defected maize kernels can be sorted and 

cleaned, there is an elevated risk that the remaining grain, even after removing the 

defected kernels, is contaminated. This risk increases the clean and contaminated maize 

are stored together. If the maize is not of sufficiently quality at the farm gate, 

contamination can also occur when the maize is aggregated, stored and transported to the 

processor.  

Maize moisture content influences expected maize quality through two channels: 

by increasing gross (but not dried maize) weight and by raising the risk of infestation. Dry 

grains keep longer, are attacked by insects less often, and usually do not support mold 

growth. In wet grains, on the other hand, fungal growth and release of mycotoxins can 

occur quickly, especially during storage. Aflatoxin contamination can increase ten-fold in 

just a few days if maize grain is not dried properly (Hell, at al., 2008). 

4.2 Measurement 

To measure the quality of maize sold by farmers, and the extent to which quality 

can be verified at the farm gate, we conducted two test.6 In the first test, we selected 10 

 
5 A particular concern is aflatoxins, which are poisonous carcinogens that are produced by certain mold 
species which are natural inhabitants of soil. There is a large literature testing for the presence of aflatoxin 
in crops like maize. For a recent discussion of the literature on aflatoxin and health, see de Almeida et al. 
(2019). For a recent summary of evidence of aflatoxin measurement in Uganda, see Sserumaga et al. (2020). 
For research on the consequence of the unobservability of aflatoxin, see Hoffmann, et al. (2013). 

6 Details on the test protocol are in supplementary appendix S2. 
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villages from Sample Frame 3 and selected between 5-15 households in each village. We 

enrolled 100 farmers that were about to harvest their maize and assigned half of them to 

a treatment and half of them to a control group. This sample forms the basis for the 

returns to quality experiment discussed in the next section. Here, we focus on the subset 

of control households. Trained enumerators visited each farmer at the time of sale and 

recorded, based on visual inspections, the presence (or absence) of 10 types of defects in 

each bag put for sale. We denote the mean of those defects (in a given bag) as “visually 

verifiable defects”.7  

After inspection, one bag per farmer was randomly selected and bought from the 

household and transported to Kampala for testing.8 Samples of 200g were drawn from 

each bag, and the weight of all types of defects were recorded. The total weight of the 

defects, expressed as percent of the sample weight, is denoted “Lab verified defects”. 

The second test focuses on the link between defects and risks; i.e., whether higher 

levels of physical defects raise the risk that the maize is contaminated and unsuitable for 

consumption. To this end, we randomly sampled 30 households each from 6 villages from 

Sample Frame 3, for two consecutive seasons. At the time of sale, one bag per farmer was 

randomly selected and bought from the household. The purchased bags were brought to 

Kampala for lab measurement of defects, as described above, and for aflatoxin testing.9 

In both samples, the enumerators measured moisture levels in the bags destined 

for the lab using a mobile moisture meter. We generate a binary indicator labeled “wet 

maize”, taking the value 1 for maize bags with a moisture content in excess of 13% and 

zero otherwise. 

 
7 Enumerators verified and recorded whether the maize in the bag was dirty, included cobs, stones, dust, 
insects (live or dead), and broken, immature, damaged, rotten, and molded grain. 

8 The testing protocol followed the EAS approved objective test methods for defects. 44 of the bags were 
tested in the lab (see appendix S2). 

9 AflaCheck test kit (VIACAM) was used to detect for the presence of aflatoxin. The test strips can detect 
aflatoxin at two different cutoff levels depending on the protocol followed. We used the 10 ppb (parts per 
billion) cutoff level, which is the limit imposed by the Uganda National Bureau of Standards (UNBS). As a 
reference, the European Union standard is 4 ppb (or ng/g) and the US standard is 20 ppb (Sserumaga et al, 
2020). 
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4.3 Results: Quality of maize at the farm gate 

Visually and lab verified quality sold at the farm gate is low (see Table 1). The 

average bag contained 2.5 defects (out of 10 possible). The lab based measure of defects 

has a mean of 26%; i.e., a quarter of the weight of maize sold consists of various defects 

and waste. 28% of the households sold maize with a moisture content higher than 13%, 

with the average moisture content of wet maize being 14.7%. 

There is a strong positive correlation between lab and visually verified quality. 

Specification (1), Table 2, regresses the share of defects as measured in the lab on the 

share of defects based on visual inspections. Variation in visually verifiable defects 

accounts for 30% of the variation in lab verified defects. Figure 3 (Panel A) illustrates the 

results. The relationship between lab and visually verified quality is relatively flat when 

the bag contains only few defects, but the percent of waste in the bag increases rapidly if 

the bag contains more than a couple of defects.  

Lab measured defects predict whether the sample contains dangerous levels of 

aflatoxin (Specifications (2) and (3) in Table 2).  Figure 3 (Panel B) plots the predicted 

probability of aflatoxin levels exceeding the limit imposed by the Uganda National Bureau 

of Standards. The relationship is roughly log-linear: as the share of the sample that is lost 

to waste and defects doubles, so does the predicted probability that aflatoxin levels are 

too high.  

In sum, smallholders tend to sell maize of low and possibly unsafe quality. While 

testing for quality (amount of defects in bags and aflatoxin) is costly, visual assessments 

that are easy to execute in a field setting can serve as a reasonable proxy measure. 

5 Returns to quality experiment 

5.1 Introduction 

If the economic value of a farmer’s harvest depends on the quality of the crop sold, 

why then is average quality of the maize sold by farmers so low? A key prediction of the 

neoclassical agriculture household model is that the farmer will set the intensity of use of 

any particular input until its marginal value product equal its marginal cost. In such a 
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model, prices are a key driver of the decision to produce high (or low) quality maize. But 

does the (local) market reward quality? To answer this question, we designed an 

experiment aimed at quantifying the returns to quality.  

5.2 Intervention 

Low quality at the farm gate is determined by a number of factors, several of which 

the farmer can directly influence through good agricultural practices. In particular, by 

harvesting at the right time, not drying or storing cobs on the bare ground, shelling the 

cob without breaking or cracking the grains, and drying, cleaning, and storing the grain 

correctly, the farmer can significantly raise the quality of the grain. We exploit this insight 

to develop a service package which included assistance with several key harvest and post-

harvest (drying, winnowing, and sorting) activities. The services offered were 

implemented by agricultural workers with access to portable agricultural machinery 

(dryer and a sheller/decobber), and were managed by staff from the research team. 

5.3 Experimental design and data 

We attempted to enroll 100 maize farming household from Sample Frame 3, 99 of whom 

gave consent. After stratifying by village, the households were randomly assigned into a 

treatment (49 households) and a control (50 households) group. At enrollment, a short 

survey was administered. Table S3 in the Supplementary appendix compares pre-harvest 

outcomes between treatment and control group. None of the collected covariates show 

statistically significant differences across treatment and control groups and a test of the 

differences between assignment groups across the collected covariates confirms that the 

sample is balanced (see S.3.) 

Before harvest, farmers in both groups were visited by staff from the research team. 

In the treatment group, households were offered the free service package we had 

developed. The offers were presented as a service from the research team and not as part 

of a randomized trial. Compliance was 100%; i.e., all treatment households accepted the 

offer. The households were also asked to contact the research team at the time of bagging 

the maize but before selling it, and were promised a reward for UGX 10,000 

(approximately USD 3) if they did so. Farmers in the comparison group were also visited 
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and offered a (larger) monetary reward (UGX 30,000; so approximately USD 9), if they 

contacted the research team before selling their maize. 

When the farmer was ready to sell, they were visited again, this time by trained 

enumerators who visually verified the presence (or not) of defects in all bags the farmer 

was planning to sell (see discussion in section 4.2. and S.2. on visually verifiable quality). 

The enumerators also measured the weight of the bags and tested the moisture level using 

a mobile moisture meter. In addition, one bag, drawn at random, was bought from each 

farmer for further quality analysis. Altogether 83 bags were tested (see Supplementary 

appendix S3 for details). After selling their maize, all farmers were visited for a third and 

final time and a short survey was administered that collected information on sales volume 

and prices. In total, we collected data from 116 sales from 94 households.  

5.4 Results: returns to quality 

The free service package successfully raised quality in the treatment group. Table 

3 reports summary statistics on visually verifiable defects for all bags put for sale and for 

the bag randomly selected for testing. The results are illustrated in Figure 2. The average 

sale in the control group contained 2.5 out of a maximum of 10 defects per bag, ranging 

from 0 to 7 defects. 86% of the bags contained at least one defect. In the treatment group, 

the average sale contained less than 0.1 defects per bag and only 4% (11/267) of bags 

contained one or more defect. The difference in the randomly selected bag purchased is 

equally stark: the average bag purchased in the control group contained 2.4 defects, while 

defects were observed in only two of the 49 purchased bags in the treatment group.  

The observed differences in defects were confirmed in the lab. 32% of the content 

in the average bag in the control group consisted of defected maize grain and waste that 

should be removed before processing the maize (see Table 3). In the treatment group, the 

corresponding number was 6.5%. 

There is no evidence, however, that buyers paid higher prices to farmers who had 

received the service package. Figure 5, Panel A, plots smoothed values from a local 

polynomial regression of prices for all sales throughout the season separately for the 
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treatment and control group households. The two price series in treatment and control 

match closely at each point of the season.  

Regression analysis confirms these non-parametric results. Table 4, specification 

(1), regresses price on the treatment indicator, controlling for week of sale fixed effects 

and randomization stratas (villages). The unit of observation here is a sale (13% of 

households sold more than once during the season). Specification (2) reports the average 

treatment effect of quality on prices, using assignment to treatment as instrument. In 

both the OLS and the IV specification, the treatment effect is essentially zero, i.e., there is 

no evidence that higher maize quality, measured as lower number of defects in the bags 

put for sale, systematically yields a higher price. The coefficient is also tightly estimated. 

We can reject (at the 5%-level) that the effect of a one percentage point increase in visually 

verifiable defects reduces price per kilogram by more than UGX 1.15 shillings (Table 4, 

column 2). The extent of visually verifiable defects was, on average, 20 percentage points 

lower in the treatment group than in the control group. Such a reduction, with a point 

estimate of -1.15, would imply an increase in the price of maize (per kilogram) of UGX 23. 

This is a small increase for a large quality improvement, equivalent to a 3% price increase 

relative to the average price of maize in the control group of UGX 731 per kilo maize.  

A possible explanation for the absence of a relationship between farm gate quality 

and price is that traders simply cannot infer the `true’ quality of maize from observable 

defects and hence do not adjust prices. As shown in Section 4.3, however, there is a strong 

relationship between visually and lab verified maize quality. Thus `true’ quality is – at 

least partly – observable at the farm gate. 

A second possible explanation for the results is that adjustment for quality 

differences are not done through prices, but through deductions in weight. To test for this 

possibility, Figure 4 plots the CDFs of deductions in the two assignment groups, with 

deduction defined as (� − �)/� , where �  is the weight of maize sold as measured by 

enumerators and � is the agreed upon (or buyer stated) sales volume. While deductions 

are common (the mean is 4%, and in one out of four sales more than 5% of the weight is 

deducted), the extent of deductions is similar across groups.10 Table 4, specification (3), 

 
10 The Kolmogorov-Smirnov D statistic on the test of equality of the treatment and control distributions is 
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regresses deductions on the treatment indicator and specification (4) shows the average 

treatment effect with net-price, �(� − �)/� , where �  is the sale’s price, as dependent 

variable. Again, we find little evidence that the market compensates farmers for quality 

improvements. 

Our findings do not explain why the returns are low. A recent literature has 

emphasized limited contract enforcement and informational asymmetries in both input 

supply chains and output value chains (Antras, 2015; Blouin and Macchiavello, 2019; 

Bold et al., 2017), which could severely limit actors’, including farmers’, incentives for 

quality upgrading. A more direct, but also complementary reason (because these 

contracting and informational constraints may be less binding here) is that buyers are 

active in a segment of the value chain where the final product is low quality, and possibly 

even hazardous, maize flour.  

Our findings also do not tell us about optimal quality at the farm gate, even in a 

high quality value chain. In the extreme case in which quality is only about the amount of 

defected grains and waste in the maize, the optimal quality at the farm gate, focusing on 

post-harvest practices, depends on the marginal cost of drying, cleaning, and sorting the 

maize. If these costs are low at the farm, compared to at a processing plant, then it would 

make sense from an economic point of view to reward farmers to do them. In the reverse 

case, drying, cleaning and sorting should be done at a later stage in the production chain. 

Neither of this implies, however, that traders should not reward maize quality at the farm 

gate: after all, the net weight of maize kernels in a bag of high quality maize is higher than 

in a bag of low quality maize (which contains waste and defects). More importantly, 

quality is multidimensional and does not only relate to the amount of waste in a bag of 

maize, but also, as discussed, the safety of the final product. Quality assurance at an early 

stage of the value chain is especially important for the latter.  

 
0.17 [p = .39]. 
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6 Market for quality experiment 

6.1 Introduction 

The results from returns to quality experiment in section 5 show that farmers face 

weak incentives to invest in high quality. As a consequence, we would expect them to 

invest little in quality enhancing processes and the market would be dominated by low-

quality maize. An important question then becomes: can farmers produce higher quality 

if incentivized and what are the implications for farmer profit and productivity of such 

quality upgrading? 

In the basic neoclassical agriculture household model, with complete markets, the 

production decisions is separable from the consumption decision. A utility maximizing 

farmer thus chooses a vector of inputs, �, including labor, to maximize profit. To illustrate 

the experiment we conduct, let �(�)  denote the output price for maize of quality � . 

Assume further that the household is endowed with a land area �.11 Output (of quality �) 

is denoted � = �(�, �|�) and the vector of input prices is denoted �. We can then define 

profit as, 

Π = �(�)�(�, �|�)� − �� ,           (1) 

where �(. |�) is yield.  

The intervention entailed offering farmers in the treatment group a price above 

the prevailing market price ��, conditional on maize meeting a quality threshold ��; i.e., 

households in the treatment group (denoted with superscript �) were offered an inverse 

demand schedule �� = ��(1 + ������) where � is the quality premium and �����  is an 

indicator function equal to 1 if quality exceeds the minimum threshold and zero 

otherwise.   

The intervention also aimed at improving households’ ability to produce higher 

quality maize (as well as increasing their general knowledge of best-practice pre- and 

post-harvest agricultural activities) through extension service. Below we describe both 

interventions in detail. We also discuss the trial design and the data we collected, before 

presenting the main findings. 

 
11 Here, for simplicity, we assume there is no land market and thus no price on land. 
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6.2 Intervention 

6.2.1 Market intervention 

Do farmers respond by investing in quality if a market for quality exists? How does 

that in turn affect yield, output and profit? To answer these questions we designed an 

intervention in close collaboration with a Ugandan vertically integrated agro trading 

company (a social entrepreneur). The company makes direct outreach to farmers, 

processes the maize, and sells flour to customers in Kampala willing to pay a premium for 

quality flour.  

The intervention was designed to emulate a market for high quality maize where 

treated households can sell maize of good quality at a premium relative to local market 

prices (for low quality maize). To this end, the company committed to buy quality maize 

throughout the main buying seasons in treatment villages.12 

The research team randomly selected which villages the company should be active 

in and which (randomly selected) households in the villages should be invited to 

participate in the trial. In the treatment group, the company offered to buy maize of 

sufficient quality at a premium from the selected households.13 Thus, the intervention 

created experimental variation in access to a “market” (buyer) of high quality maize. 

The collaborating company used agents, overseen by a manager, to run the buying 

operation. Agents contacted all households by phone before buying commenced and were 

present in the villages throughout the buying season.14 When a household was ready to 

sell quality maize, the household and agent agreed on a time and buying took place at the 

farm gate. Agents only bought maize (bags) that were of sufficient quality. They were not 

allowed to make deductions for lower quality or bargain about the price. Agents used 

visual inspections of bags and mobile moisture meters to verify quality and an (unbiased) 

 
12 Most farmers (70%) sell their maize during a two month period, between January and February in the 
spring season and July and August in the fall season. Some farmers, typically for financial reasons, sell their 
maize early, while some sell outside the main selling seasons, when prices usually are higher. 

13 The firm offered to buy quality maize from all treatment households selected at baseline. It could also 
buy from other farmers in the treatment villages, conditional on the household selling quality maize.  

14 In the first follow-up season, the company was active buying in the treatment villages for one month. In 
the remaining three follow-up seasons, the company was active for the full season (8-10 weeks). 
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weighting scale to measure weight. Bags that included waste (cobs, stones, dust, and 

insects) or defected maize (dirty, broken, immature, damaged, rotten, and molded grain) 

were rejected, as was maize with a moisture level above 13%. If the farmer was selling 

several maize bags of different (observed) quality, only bags of sufficient quality were 

bought. The households were informed why a maize bag had been rejected. 

The research team also determined the premium for quality maize, with the aim of 

reproducing a market equilibrium. To do so we used two sources of information. We 

continuously collected price information for maize from all nearby trading centers. The 

company representatives also collected information on the prices offered by commercial 

traders. We treated the maximum price from these two sources, which, with a few 

exceptions was the price offered by commercial traders, as the relevant market price for 

maize of average (low) quality maize. We also, as described above, measured the quality 

of the maize sold at the farm gate. 

In supplementary appendix 4, we provide a simple model to inform our choice of 

a market premium. In a competitive market, where farmers can sell either low or high 

quality maize, and where low quality can be processed further (by the buyer) into high 

quality, and only high quality maize is processed to flour, we would expect that the price 

difference between high and low quality maize at the farm gate reflects the increased 

economic value of higher quality. To arrive at an estimate of that value, we assume that 

waste and defects in the maize only affect the net weight of the maize that is sold and are 

not associated with an elevated risk that grains have become contaminated by bacteria 

and fungus. Moreover, we assume the buyer’s marginal cost of sorting and cleaning low 

quality into higher quality maize is 0. In this scenario, the difference in the economic value 

of high and low quality maize is simply the difference in the amount of waste in the maize, 

valued at premium quality prices.  

Based on pilot data, we estimated that farmers would be able, using traditional 

methods for drying, sorting, and cleaning, to reduce waste, including excess moisture, by 

5-15 percentage points. In the end, we settled on the lower end of that range, and the firm 

offered to buy maize of visibly high quality at a premium of 5% above the market price for 
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average quality. As the price at which the firm bought quality maize changed with a lag, 

the de facto premium varied throughout the season.  

Evidence from our assessment of maize quality (see section 4), and tests of maize 

bought by the company, suggest that the difference in waste between average quality and 

the quality bought by the company was 18 percentage points on average. As we also did 

not factor in the lower contamination risk of buying higher quality maize, the quality 

premium we choose should be viewed as a lower bound of a “market-based” quality 

premium. On the other hand, and as discussed in section 2, most farmers do not sell 

directly to commercial traders but to local traders that in turn resell to commercial 

traders. Commercial traders, on average, pay an 8% higher price relative to local traders. 

Thus, using the prices which local traders bought at as a comparison, the quality premium 

was 13% on average. 

6.2.2 Extension service intervention 

To ensure that farmers had up-to-date knowledge about the pre- and post-harvest 

practices considered necessary for producing maize of sufficiently high quality, the agro 

trading company organized an extension service program in all treatment villages. A 

smaller plot was selected in each village and with the assistance of an extension service 

agent, a demonstration garden was set up. Throughout the first three seasons, five 

meetings were held at the demo garden, with the extension service agent providing hands-

on training on best agronomic practices for plot preparation, planting, weed and pest 

management, and harvest and post-harvest tasks. All treatment households were invited 

to the demonstrations, and close to 70% of the invitees attended the meetings. Other 

households in treatment villages could participate in the training as well, though few did.  

6.3 Experimental design, data, and power 

6.3.1 Trial design 

The experimental design was motivated by several important features of the 

market access intervention. First, we anticipated that the buying intervention could 

impact households in the treatment clusters, even if they chose not to upgrade quality. 

Second, the intervention, essentially the creation of an integrated value-chain, was 
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complex, and costly.15 Third, it may take time for farmers to build up a relationship with 

the new buyer and thus decide to upgrade their quality. Finally, because of large aggregate 

variation, impacts may vary dramatically from season to season (see Rosenzweig and 

Udry, 2000).  

To account for these features, we chose a clustered repeated measurement. 

Specifically, we restricted the number of clusters (20) but expanded on the number of 

waves, or seasons (7), both to allow for time gradually quality upgrading and to smooth 

out aggregate shocks. The 20 clusters were randomly assigned to two groups: 12 to the 

buying group and 8 to the control group.  

The trial design is illustrated in Figure 6. The first three seasons serve as baseline. 

The intervention(s) began at the end of the third season and ran for four consecutive 

seasons. 

6.3.2 Data 

The overall objective of the data collection was to measure the various components of the 

farmer’s profit function (equation (1)).  

The household surveys were implemented at the end of the selling season when 

farmers had either planted or prepared the plot(s) for planting for the following season. 

The size of all maize plots that households had prepared for maize planting, or had already 

planted maize on, were collected using GPS trackers. To improve recall of revenues and 

expenses, households were provided with a form from the second season onwards, listing 

all maize plots in the current season, to be filled in with inputs and labor use and sales 

data. In order to ensure data quality, GPS data from the previous season was pre-loaded 

in the survey form, and farmers were shown satellite photos of their measured plots to 

confirm the plot sizes. All calculations were checked by the survey form and any 

discrepancy was immediately checked and corrected.  

Data were collected on the amount harvested, amount sold, and the price and 

revenue received. The survey collected detailed expense data, including on chemical use, 

 
15 The number of clusters, and the areas we worked in, were decided in close collaboration with the 
company we worked with. The choice of which clusters the company should be active in, and the selection 
of households within these villages, were done solely by the research team. 



Market Access and Quality Upgrading 

65 
 

seed sources, and various pre-harvest and post-harvest practices, referring to the most 

recent season. Labor expenses and hours were collected for hired and family labor, 

respectively. For farmers that sold multiple times, sales data were collected for each sale.  

The data collected by the survey firm contained several observations with large 

positive values. We cannot rule out that these observations are correct (the outliers were 

rechecked for coding errors), and they therefore remain in our core sample. As these 

outliers may have an undue influence on the results, however, we also estimate treatment 

effects on the core components of the profit function in (1) with outliers removed, 

trimming the top (and when appropriate bottom) 1% observations. 

6.3.3 Estimator and power calculations 

Our benchmark specification regresses outcome ���� , where sub-script � denotes 

individual, � denotes cluster, and � wave or season, on a treatment indicator, ������, a 

full set of season dummies and a lag-dependent variable, i.e., the value of the outcome 

pre-treatment ����,���:  

���� = ������� +  ∑ ��
�
� + �����,��� + ���� .         (2) 

Here, ����  is an idiosyncratic error. The estimate of interest, � , gives us the average 

treatment effect over the four follow-up rounds. We report point estimates and p-values, 

with the latter estimated both based on clustered-by-village standard errors and 

computed using randomization inference.  

As noted by McKenzie (2012) the power of the treatment effect estimator will vary 

according to the autocorrelation structure of the data. Put simply, it is useful to include 

baseline information when a variable exhibits sufficiently high (average) autocorrelation 

across periods, and, in general, the ANCOVA estimator has better power to detect effects 

than its difference-in difference alternative, or a post-estimator. In a clustered design as 

used here, the power also depends on the intracluster correlation.  

We estimated the power of the design before the trial began, using data from a 

small pilot and assumptions on the autocorrelation and intracluster correlation. Table 5 
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updates these power calculations using data from the control group.16 We report results 

for both the post-estimator and the ANCOVA estimator and focus on a smaller set of 

primary outcome variables.  

First, the minimum detectable effects (MDEs) are lower for the ANCOVA estimator 

relative to the post-estimator (20% lower on average across the outcome variables in 

Table 5). Second, for the ANCOVA estimator the design is powered to detect small 

treatment effects for some outcomes (like yield and price), but only medium and large 

effects for some others (like expenses, harvest, and acreage). Expressed as share of the 

standard deviation, the MDEs vary from 14% (price) to 35% (expenses and harvest). 

Expressed as a share of the mean, the MDEs vary from 6% (price) to 48% (expenses). 

6.3.4 Assignment, attrition, and baseline balance  

Our sample population consists of smallholder maize farmers in 20 maize farming 

communities (villages/clusters) in Kakukimro. In each cluster, we randomly selected 10 

households which had planted maize in the previous season; i.e., the season before the 

first baseline season. In addition, we randomly selected up to 5 replacement households 

in each cluster.  

The first three seasons serve as a baseline panel. After the first season, households 

that did not give consent to continue to participate, or that we could determine had 

moved, or that were involved in commercial maize trading, were replaced by households 

from the replacement list. No replacements were added after the first season. At the end 

of the last pre-intervention season, the sample included 544 household-by-season 

observations from 189 households in 20 clusters (see Table 6).  

Follow-up lasted for four seasons. As reported in Figure 6 and Table 6, less than 

5% (9 households) of the 189 households in the final baseline sample attritted. The 

attrition rates were similar across assignment groups (see Table 7). Of the non-attritters 

(180 households), on average, 86% were re-surveyed in each follow-up season, yielding a 

follow-up sample of 677 household-by-season observations. The re-survey rates; i.e., the 

 
16 For general structures of auto- and intraclass correlation, there are no analytic results for the MDE for 
the panel design we employ. We use the Stata package in Burlig et al. (2020), and control group data, to 
estimate MDEs, allowing for time varying serial- and intraclass correlation. 
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share of the 180 households that were surveyed per season, were similar across 

assignment groups (see Table 7). Combining the baseline and follow-up data, we have a 

panel of households with both baseline and follow-up data, with 1,198 household-by-

season observations for 180 households in 20 clusters over seven seasons.  

Tables 8-10 report summary statistics and mean comparisons between the 

treatment and control group across a broad set of outcomes. The variables are grouped 

into two: household characteristics and farm enterprise outcomes. Table 8 presents 

means for a set of household characteristics. The main decision maker (when it comes to 

agricultural decisions) is in most households a male (18% of the decision makers are 

female) and about 40% of them had completed primary school. Average household size is 

6.2.  

Table 9 presents baseline farm enterprise outcomes. There are large differences in 

outcomes across seasons. For example, monetary expenses, on average, were 30% higher 

in season three as compared to season one; the price of maize was more than 50% higher 

in the first season as compared to the third; and profit in season two was roughly 50% 

higher than in season three.  

Table 10 reports tests for equality of control and treatment means. In the pooled 

sample, columns (10)-(12), we find no evidence of differences in means among the farm 

enterprise variables: all p-values in column (12) are greater than .6. Moreover, there is no 

indication that the two groups are diverging over time. The last three rows of Table 10, 

and the last row of Table 8, test whether the variables listed within each group jointly 

predict treatment assignment. Our joint balance tests fail to reject the null hypothesis that 

the household characteristics (� = .964), farm enterprise outcomes (� = .612; � = .580), 

and all baseline variables (� = .794) are not predictive of assignment to treatment. 

6.4 Results: Market access 

6.4.1 Summary  

We begin by summarizing the consequences of market access for the main outcome 

of interest: profits. The cumulative distribution function (CDF) for profits is strongly 

shifted to the right for farmers who gained market access (Figure 7, Panel A). The 
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Kolmogorov-Smirnov D statistic is 0.17 (p = .000). This profit increase is driven by several 

effects: first, prices increased as farmers upgraded the quality of their maize. Second, 

prices in treatment villages increased even among local traders, albeit by a smaller 

amount. Third, agricultural productivity increased. Together this resulted in a large 

increase in revenue. At the same time, the increase in quality and productivity is mirrored 

by an increase in farmers’ cultivation expenses and investments. These effects jointly, led 

to a mean increase in profit of $63-$98 or 36%-80% (depending on how own and family 

labor is priced). In what follows, we examine in detail how this increase in farmer income 

was generated.  

6.4.2 Quality upgrading and price 

In each post-treatment season, the agro-trading company offered to buy maize of 

sufficient quality from the pre-selected households in the treatment villages. All bags 

bought by the company were inspected by the company’s field staff. The field staff were 

present in the villages, ready to buy throughout the harvest season, and paid a premium 

for quality maize. Averaging across the four post-treatment seasons, 40% of the farmers 

sold at least some bags of maize of sufficient quality to the company in a given season. 

This average, however, masks a clear upward trend in the share of farmers who sold to 

the company. In the first season, about one in five households sold quality maize, in the 

fourth (and last) season, that ratio had tripled (see Figure 8, Panel A), suggesting that it 

takes time for many households to make the necessary adjustment in their agricultural 

practices to produce maize of sufficient quality. 

Figure 8, Panel B, provides more detailed information on the farmer-company 

interactions, using data from the last two seasons.17 Approximately four out of 10 of the 

households did not attempt to sell (quality) maize to the company. One-third of the 

households sold all they wanted to sell. For 15% of the farmers, the company first 

refused to buy (and required the maize to be sorted, cleaned and/or dried further), but 

then bought once the farmer had upgraded the quality. For one in ten households, the 

company refused to buy because the quality was not sufficiently high.  

 
17 The agro trading company did not collect information on reasons for not buying in the first two buying 
seasons. 
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Consistent with the farm gate quality inspection used by the company, lab 

verified quality of the maize was high. In the last season, quality of the maize bought by 

the company was measured in the lab (using the method described in Section 4.2). The 

mean share of defects was 8.1% (std. 2.6%), with a maximum measured defect of 16.4%. 

To put this in context, recall (see Section 4.2) that the average share of defects in maize 

sold in nearby villages was 26% (std. 34%) with only 1 in 5 bags tested having lab 

verified defects below 8.1%.  

Quality upgrading was rewarded with a significantly higher price in treatment 

villages: the CDF of prices in treatment villages is strongly shifted to the right compared 

to the control group (Figure 7, Panel B). The Kolmogorov-Smirnov D statistic is 0.34 (p 

= .000). The regression equivalent is presented in Table 14, column 1: on average, 

farmers earned $2.40 or 11% more per bag of maize (140 kg) they sold (p = .001, control 

mean $21). 

6.4.3 Investments and productivity 

Access to a market for high quality maize provides incentives for increased 

investment via two channels: (i) the intervention offered farmers in the treatment group 

higher prices conditional on high quality maize being produced. It thus incentivized 

farmers to invest in quality upgrading activities. (ii) As farmers obtained higher prices for 

their crop, neoclassical profit-maximization predicts that they will increase the intensity 

of input use across all inputs to increase the amount of (high-quality) output to be 

produced.  

These predictions are indeed borne out in the data: the intervention resulted in 

farmers increasing investments across a wide range of cultivation inputs and activities 

that are linked to both enhanced quality and productivity.  

Access to a high quality market significantly increased input purchases and 

spending on pre-harvest expenses (reported in Table 11), which primarily – though not 

exclusively – affect the quantity produced. First, and as reported in column (1), farmers 

significantly increase their use of modern inputs as well as their overall spending on 

agricultural inputs: spending on hybrid and open pollinated seeds as well as inorganic 

fertilizer increases by $3.5 (p =.013, control mean $3). Column (2) shows that the value 
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of all agricultural input purchases, which also include booster, manure and pesticides and 

herbicides, increases by $6.8 or 30% (p =.012, control mean $12). Although these 

treatment effects present large relative increases, in absolute terms, modern input use is 

low: 3% of control farmers use inorganic fertilizer, 13% use modern seeds (see columns 

(3) and (4)), and input expenses amount to 13% of all expenses. Second, farmers increased 

their spending on (hired) labor for pre-harvest activities, column (5), which includes land 

preparation, planting, weeding, and spraying the crop, by $16 or 30%, although the effect 

is not precisely estimated (p = .275, control mean $54).  

The intervention also increased post-harvest investments, which are viewed as 

crucial for maize quality (see discussion in Section 4). At baseline and in control villages, 

proper post-harvest handing of the crop was rare: two-third of farmers dried their maize 

in direct contact with soil (i.e., only one third dried their maize on a tarpaulin or in other 

ways to avoid contact with the soil), 13% sorted their maize and one fifth winnowed it (see 

Table 12, columns (1)-(3)). Transacting with the agro trading company nearly doubled the 

share of farmers who engaged in these practices: 60% properly dried their maize (a 

difference of 24 percentage points, p = .000), 27% sorted the maize (a difference of 14pp, 

p = .002) and 34% winnowed it (a difference of 15pp, p = .033). Consistent with this, 

spending on harvest and post-harvest activities rose by 20% (p = .255, control mean $31), 

an increase mainly driven by higher expenses on hired labor (a difference of 40%, p = 

.144, control mean $15.6).  

Summing across all items of cultivation expenditure, farmers in treatment villages 

invested $18 more than those in control villages (Table 13, column (6)), an increase of 

17% (p = .305, control mean $106). Farmers did not change the area under cultivation 

(Table 14, column (2)).  

Consistent with a standard agricultural production function that links increases in 

inputs to increases in output, maize quantity and yield increased in treatment villages. 

Figure 7, Panel C, shows that yield is higher in treatment than in control villages across 

the entire distribution. On average, yield (measured in kilogram per acre) rose by 112 kg 

or 15% (p = .036, control mean 793 kg), and total harvest by 239 kg or 13% (p = .308, 

control mean 1887 kg) as seen in Table 13, columns (3) and (4). This quantity increase 
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together with the price increase translates into a significant and economically meaningful 

increase of the value of farmers’ harvest, column (5), which rose by $78.7 or almost 30% 

per season (p = .079), control mean 1888 kg).   

How important is the price effect relative to the productivity effect in accounting 

for the increase in revenues? Using the same notation as in equation (1), letting subscripts 

(� and �) denote the assignment groups, and denoting the treatment effect on outcome � 

as �� , the treatment effect on harvest value ( �� ) can be decomposed into a pure 

price/quality-effect (����), a pure quantity effect (����) and their interaction:  

��� = ���� + ���� + ���� .       (3) 

Given the treatment effects on price and harvested amount, 45% of the increase in harvest 

value works through the quality effect, 50% works through the quantity effect and the 

remainder 5% through their interaction. Hence, both quality and quantity channel 

contribute in (almost) equal measure to the increase in harvest value. 

6.4.4 Income 

The ultimate aim of linking farmers to a buyer of high quality maize is to increase 

farmer income and reduce rural poverty. To calculate farmer income, we need to take into 

account the farmers’ own and family labor, which amounts to an average of 408 hours per 

season (in the control group), and, importantly, how these two sources of labor should be 

priced.  

Comparing the effects on family and hired labor, we find that farmers in treatment 

villages reduce family labor hours by 75 hours per season or 16% (p =.106, control mean 

449 hours). On the other hand, and in line with the overall increase in expenses, treatment 

farmers hire substantially more labor. 18  Farmers in treatment villages increase their 

spending on hired labor by $26 or 36% (p = .322, control mean $71), equivalent to an 

additional 121 hours per season at the hourly wage. Summing the two sources of labor, 

 
18 There is an active market for hired labor in the study villages, with farmers in control villages spending 
on average $71 on hired labor equivalent to 70% of all monetary expenses and roughly 315 hours per season 
at the hourly wage. 
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these effects amounted to a net increase in labor of 46 hours per season in the treatment 

group as compared to the control group.  

The total effect of these changes on investment and profits depends on the relative 

productivity of family and hired labor and by implication, the relative value of the two 

types of labor. One, rather extreme, approach would value family labor at zero wage. 

Another, perhaps equally extreme, approach would value family labor at the market wage. 

Most likely, however, family labor is not a perfect substitute for hired labor: farmers 

typically hire labor for more difficult and physically demanding tasks, and even for the 

same task hired labor tends to be adult labor while own/family labor is a mix of child and 

adult labor.  

Although we cannot causally estimate the relative returns to hired and family 

labor, we can descriptively compare the productivity of the two types of labor in the 

control group by relating the total amount of hours of hired labor per acre for a specific 

task (e.g. plot preparation, planting, weeding, harvesting) to the hours the average 

household member would take to perform the same task. These calculations suggest that 

family labor is about two thirds as productive as hired labor – and thus imputed wages 

for family labor should be lower than for hired labor (under the assumption that there is 

a positive relationship between productivity and wage). 

To account for different values of own labor, we specify a profit function 

Π = �� − �� − ���� ,         (4) 

where �� − ��  is harvest value minus monetary expenses (including hired labor), � ∈

[0,1], � is the hourly market wage for hired labor, and ��  measures hours of own and 

family labor. In Table 13, we present the regression results for the two polar cases: family 

labor valued at zero and family labor valued at the market wage. The treatment effects 

(and their 95% confidence intervals) for intermediate values of � are plotted in Figure 9. 

Linking farmers to a buyer of high quality maize led to substantial and 

economically meaningful increases in farmer income. Considering only monetary 

expenses in the profit calculation, farmer profit increased by $63, or 36%, in treatment 

villages (p = .051, control mean $178); Table 14, column (8). The treatment effect is larger 
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(43% increase in treatment as compared to control) and more precisely estimated (p = 

.024) when trimming the top and bottom 1% observations (Table 14, Panel B). Valuing 

family labor at the market wage, the increase is even starker (since farmers substituted 

hired for family labor): farmer profits are $97 higher in treatment than in control villages 

(p=0.027, control mean $122) column (9). Trimming reduces the effect size (70% increase 

in treatment as compared to control; p = .020). As shown in Figure 9, profits increase 

smoothly (given the reduction in own hours in treatment villages) as � increases from 

zero to one and p-values decrease. In particular, for � = 2/3, which corresponds to our 

estimate of the relative productivity of family and hired labor, the treatment effect on 

profits is $88, or 55% (p = .040, control mean $165). 

These effects represent large absolute increases in the context of our study, where 

most people live on less than 1 dollar a day (UBOS 2019). They also represent large 

relative increases relative average annual income from all sources in the region: 

additional income from maize farming in the market access group represents a 16-24% 

increase in average annual income relative to a typical family in the region (UBOS 2019). 

Market access did not just increase farmer income, but, at least tentatively, put 

farmers in treatment villages onto a different income growth trajectory, which we can 

shed some light on thanks to the longitudinal nature of our study. Specifically, in the first 

treatment season, income growth, measured as the percentage change in average profit 

across seasons, was similar in the two assignment groups. But already at the second 

season, treatment villages started pulling away. By the final season, income growth in 

treatment villages was 27% higher than in control villages.  

6.4.5 Price mechanisms 

The intervention involved an offer to buy quality maize at a premium. As 

documented in section 6.4.3, across the four seasons in which the buying operation was 

active, 40% sold at least some quality maize to the premium buyer in a given season. 

The entry of a new buyer in local (village) markets could affect prices in two ways. 

First, and directly, households who successfully produce a higher quality product could 

sell their maize to the new buyer and receive a premium above the current local market 

price. Second, even in the case of differentiated products (higher or lower quality maize), 
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the entry of the new buyer likely led to an increase in competition, especially in village 

markets. That is, the intervention could also influence how other buyers act, and therefore 

affect the maize price for households who did not upgrade quality. Our trial, which 

induced variation in exposure to the new buyer across clusters, was designed to (partly) 

capture such market or spillover effects. 

Figure 1, panel A, shows market shares of local and commercial traders in the two 

assignment groups, with the market share of buyer (or group of buyers) � in season �, 

���� , defined as ���� = ∑ ����� , where ����  denotes the share of the total maize sold by 

household �  in season �  to seller � . The market share of local traders, over the four 

intervention seasons, is 28 pp lower in the treatment than in the control group (p = .002). 

Commercial traders’ market share is also lower but the difference is small (5 pp) and we 

fail to reject the null hypothesis that the market shares are equal across groups (p = .419). 

Thus, farmers in the treatment group switched primarily from selling (lower quality) 

maize to local traders to selling (higher quality) maize to the agro-trading company. 

Panel B depicts (average) prices paid by commercial and local traders in the two 

assignment groups.19 Commercial traders in the treatment group paid less than in the 

control group (7.6 pp difference), but we cannot reject the null hypothesis that the prices 

are equal in the two groups (p = .307). Local traders in the treatment groups, however, 

pay, on average, 7.5 pp higher prices than local traders in the control group. 20  The 

difference is highly significant (p = .010). Taken together, therefore, on average, 

households who did not sell to the high quality buyer also benefitted from higher prices 

when the high quality maize buyer entered the local market. As the premium for quality 

was set relative to trading center prices, this spillover or market effect reduced the relative 

 
19 Given the large variation in average price between seasons, we report normalized prices; i.e., �̂�� = ���/�̅�, 
where �̅�  is the average price in the control groups in season � and ��� is the price paid by trader (group of 
traders) �. 

20 The increased price paid by local traders in the treatment relative control group could be driven by 
several mechanisms, for example, local traders paying more as a result of increased competition from the 
buyer paying a premium for quality, or a selection effect. We cannot separate these or other mechanisms, 
and several mechanisms may be in play. There is, however, no evidence that the local buyers that no longer 
are active in treatment villages, at baseline, differed in price setting behavior from those local buyers that 
remain in the market (as we can observe), suggesting that selection plays a minor role. 
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price of higher quality maize, which in turn may have mitigated the incentives for quality 

upgrading.  

How important, quantitatively, is this market or spillover effect? To answer that, 

we use the estimated market shares and prices for each type of market actor to determine 

a counterfactual price: the (average) price if local traders in the treatment group had paid 

the same (average) price as in the control group. We then compare this counterfactual 

price to the average price in the treatment group. Approximately 30% of the increase in 

average prices in the treatment compared to the control group is driven by the higher 

prices paid by local traders. The remaining 70% constitutes the direct effect of selling high 

quality at a premium. 

6.4.6 Extension service 

To examine whether impacts of the market access program are driven only by its 

extension component, and to estimate the direct effects of hands-on-training for 

cultivating a well-known crop, we ran a parallel trial where the company conducted only 

the extension service (see Bold et al, 2020 for details). 

The results from this parallel trial show no impacts on harvest value, price, and 

yield, suggesting that the economically significant impacts observed in the market access-

cum extension trial materialize only when farmers also had the opportunity to sell their 

produce to a buyer who rewards quality. Similarly, treatment farmers increased neither 

overall expenses nor specific components emphasized in the training, such as expenses 

on modern inputs and post-harvest practices. 

These results do not rule out that the extension service program had an impact in 

the access to market intervention – in fact, it is plausible that farmers’ knowledge about 

best practice pre- and post-harvest processes improved as a result of the hands-on 

training program. 21 But it makes it unlikely that this kind of supply intervention by itself 

would significantly and sustainably change how farmers operate. 

 
21 Previous research has documented positive, albeit small, impacts of providing accessible, tailored, and 
timely information through hands-on training on demonstration plots (see for example, Duflo et al., 2007; 
Hanna et al., 2012; and Islam and Beg, 2020). 
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7 Discussion 

We study the impact of relaxing a demand constraint: access to a market for quality maize. 

We show that the market intervention, offered together with a more extension program 

teaching agricultural techniques on demonstration plots, resulted in a large increase in 

income for poor smallholder maize farmers in Western Uganda.  

We interpret our results as showing, on the one hand, the large potential of 

improving smallholders’ access to an output market (for quality crops) and more 

generally of including farmers in higher value chains. On the other hand, while farmers 

increased their use of modern inputs – one pathway to increased productivity – adoption 

of these technologies remained low. A number of promising, and potentially interlinked 

constraints, focusing on the supply side, have recently been studied in the literature, 

including missing markets for risk (Karlan et al., 2014) and behavioral constraints (Duflo 

et al., 2011). Our results suggest that coupling the relaxation of such supply side 

constraints and demand side constraints and studying its effect on smallholder farmers 

is an important area for future research. 

The market intervention also provides an important case study: from the agro 

trading company’s balance sheet, we can learn about the constraints of buying, 

processing, and selling quality maize for a vertically integrated domestic buyer. We chose 

to work with an integrated domestic buyer to circumvent many of the potential agency- 

and information problems that plague the market for (lower quality) maize, but this also 

implies that all costs along the production chain were born by the vertically integrated 

firm.22 

After factoring out all evaluation costs, the agro trading company broke even in 

two of the four buying seasons.23 Adding farmer profit, joint surplus in these two seasons 

 
22 As a reference, in high income countries, agricultural outputs are produced in closely aligned segments 
of the value chain by actors exploiting economies of scale. In Uganda and most of Sub-Saharan Africa, on 
the other hand, markets for agricultural outputs are segmented, and the low quality segment is 
characterized by a multitude of layers of small actors. For example, maize in Uganda often passes through 
several sets of traders, or aggregators, before reaching mills located in urban centers (Daly et al., 2016). 

23 The loss in the last season was primarily the result of the lockdown following the COVID-19 pandemic. 
Specifically, because of the lockdown, students were not in school and boarding schools – one of the 
company’s main customer base – stopped buying (quality) maize.  
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was therefore strictly positive. Three structural features of the product and the economy 

constrained the company’s ability to increase revenues. First, as quality is more difficult 

to determine once the grain is milled, customers need to learn about higher quality 

through consuming it. As a consequence, it takes time to build up a reputation for high 

quality maize flour and a domestic customer base willing to pay a premium for it. Second, 

the price elasticity of quality among large sections of domestic buyers is low. That is, while 

(domestic) consumers clearly value higher quality maize, the premium they are willing to 

pay for higher quality is low. Third, though quality maize can be exported at a (high) 

premium, a seller needs to incur large (fixed) costs (related to establishing contacts with 

international buyers and producing at the necessary scale) to enter the export market. 

Further, the company’s business model was not one of pure profit-maximization. 

That is, offering to buy maize from smallholder farmers in a random sample of villages 

increased the company’s monitoring, transaction and transport costs relative to other 

vertically integrated firms in the market who buy from large-holder farmers that typically 

produce higher quality maize. While this strategy decreased company profits, it was likely 

crucial to achieve the large increases in farmer surplus we document. That is, the market 

intervention had such large positive impacts on income precisely because it provided 

market access to the poorest farmers who are currently excluded from global value chains.  

The goal of our research was not to causally identify the reasons why small holder 

farmers do not participate in global value chains – this would have required an entirely 

different design. Nevertheless, the vertically integrated buyer’s case study provides 

important clues as to why market integration of large swathes of the rural population, and 

for many of the agricultural products they produce, is challenging – despite its potential.  
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8 Tables 

Table 1. Maize quality: Summary statistics 

Quality measure: Mean Std Min Max Obs 

Visually verifiable quality 

(%) 

25.3 15.0 0 70 355 

Lab verified quality (%) 25.9 34.0 4.3 100 104 

Wet maize (%) 28.2 45.2 0 1 110 

Note: Unit of observation is a bag. Visually verifiable quality is the number of detected defects 
out of 10 (in %) in a bag of maize. Lab verified quality is grams of defects per 200g maize sample 
drawn from bags bought in the field. See supplementary appendix S2 for details on measurement. 

 

 

Table 2. Maize quality: visual inspections and lab testing  

Outcome variable: Lab verified quality Aflatoxin >10ng/g 

Specification (1) (2) (3) 

Visually verifiable 

quality 

3.84***   

 (.75)   

Lab verified quality  0.10** 1.08** 

  (.04) (.55) 

Constant 1.87*** -0.22** -6.72*** 

 (.18) (.09) (2.16) 

Observations 43 103 103 

R-squared 0.31 0.50  

Note: OLS regressions (1)-(2), logit regression (3) with season fixed effects. Unit of 
observation is a maize bag. Lab verified quality is grams of defects per 200g maize (%), 
expressed in logs. Visually verifiable quality is the share of defects (out of 10) detected in the 
bag in the field. Aflatoxin >10ng/g is a dummy variable indicating an aflatoxin level above 
the limit imposed by the Uganda National Bureau of Standards (10ng/g). See supplementary 
appendix S2 for details on measurement. Robust standard errors are in parentheses. *** [**] 
{*} significant at the 1 [5] {10} percent level. 
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Table 3. Returns to quality: quality outcomes in treatment and control  

Variable Treatment Control Difference 

 (1) (2) (3) 

Visually verifiable defects: bags for sale 0.005 

(.029) 

{267} 

0.252 

(.150) 

{355} 

-0.223 

[0.000] 

{622} 

Visually verifiable defects: average (by 

household) all bags for sale 

0.005 

(.025) 

{49} 

0.231 

(.147) 

{50} 

-0.207 

[0.000] 

{99} 

Visually verifiable defects: random bag 

for sale 

0.004 

(.020) 

{49} 

0.244 

(.167) 

{49} 

-0.215 

[0.000] 

{98} 

Lab verified defects 0.065 

(.018) 

{39} 

0.322 

(.395) 

{43} 

-0.197 

[0.000] 

{82} 

Note: Visually verifiable defects is the number defects (out of 10) verified by trained enumerators 
(range 0-1). Lab verified defects is grams of defects per 200g maize as measured in the lab. 
Specification: Columns (1) and (2) are mean outcomes, with standard deviations in parenthesis and 
number of observations in braces. Column (3) is difference in mean outcomes, with p-value on the 
null hypothesis of equal means in brackets from OLS regressions with randomization stratas 
(villages). 

Table 4. Returns to quality: treatment effects  

Outcome variable: Price Price Deductions Net-price 

Specification (1) (2) (3) (4) 

Model OLS IV OLS IV 

Treatment 2.95   0.18  

 (9.87)  (.63)  

Visually verifiable defects  -0.15  -0.05 

  (.50)  (.54) 

Constant 530.5*** 530.3*** 3.75*** 511.2*** 

 (14.0) (14.1) (1.17) (15.1) 

Observations  116 116 116 116 

Households 94 94 94 94 

R-squared 0.91 0.90 0.22 0.89 

Note: Unit of observation is a maize sale. Price (�) is in UGX per kilogram. Deductions is defined 
as (� − �)/�, where � is the weight of maize sold as measured by enumerators and � is the agreed 
upon (or by the buyer stated) sales volume, expressed in percent. Net-price is price net of any weight 
deductions; i.e., �(� − �)/�. All specifications include week fixed effects and randomization stratas 
(villages). Visually verifiable defects is the average number defects (out of 10) verified by trained 
enumerators (%). Clustered by household standard errors in parentheses. *** [**] {*} significant at 
the 1 [5] {10} percent level.   
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Table 5. Minimum detectable effects 

 (1) (2) (3) (4) 

Variables MDE: 

ANCOVA 

MDE: 

POST 

MDE: 

ANCOVA 

(% SD) 

MDE: 

ANCOVA 

(% 

MEAN) 

Maize acreage 0.65 0.82 32 29 

Expenses (monetary) 51 68 33 48 

Expenses (incl. own labor) 62 70 35 37 

Harvest 682 829 35 36 

Yield 104 120 27 13 

Price 30 31 14 6 

Harvest value  103 154 29 36 

Profit (monetary expenses) 70 82 24 42 

Profit (incl. own labor) 71 89 26 40 

Note. Minimum detectable effects (MDE) conditional on estimator, columns (1) and (2), 
and expressed as share of standard deviation (column 3) and mean (column4), or a 
power of 80% and significance level of 5%, based on data from control group. Expenses 
(monetary) is expenses on inputs and hired labor. Expenses (incl. own labor) also 
includes family labor, valued at community specific wages. Harvest value includes own-
produced consumption, valued at community-specific market values. Profit (monetary 
expenses) is the difference between harvest value and monetary expenses. Profit (incl. 
own labor) is the difference between harvest value and all costs (including own labor). 

 

Table 6. Sample 

 All Treatme Control 

Baseline panel: household-season obs. 544 316 228 
Baseline panel: households 189 110 79 

Baseline panel: clusters 20 12 8 

Follow-up panel: household-season obs. 677 391 286 

Follow-up panel: households 180 104 76 

Follow-up panel: clusters 20 12 8 

Baseline & follow-up panel: household-season 1,198 692 506 

Baseline & follow-up panel: households 180 104 76 

Baseline & follow-up panel: clusters 20 12 8 

Note: Number of household-season observations, households, and clusters in the baseline and 
follow-up panels. 
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Table 7. Attrition 

 (1) (2) (3) (4) (5) 

 All Treatmen

t 

Control Differenc

e 

Obs. 

Households attritted during follow-up 0.048 0.055 0.038 0.017 

[.547] 

189 

Household-season re-survey rate: follow-up 0.940 0.940 0.941 -0.001 

[.963] 

720 

Note: Share of households attritted and share of households not surveyed in follow-up seasons. Column 
(4) is difference in mean outcomes across assignment groups, with p-value on the null hypothesis of equal 
means in brackets. Standard errors are clustered at the village level. 
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Table 12. Impact on post-harvest quality upgrading activities  

Specification (1) (2) (3) 

 Proper drying Maize 

winnowed 

Maize sorted 

Access to a market 

for quality maize 

0.24 0.15 0.14 

(.000) (.033) (.002) 

[.001] [.047] [.001] 

Observations 640 464 464 

R-squared 0.21 0.03 0.04 

Mean for control  0.35 0.13 0.19 

Note: Clustered-by-village standard errors with p-values in parenthesis. p-values from 
Fisher-permutations test based on 10,000 permutations of the treatment assignment in 
brackets. 
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9 Figures 

Figure 1. Market prices 

 

Note: Data sources: Market prices in trading centers in the study are collected by the research team. Average 
price from five trading centers. Whole sale prices from RATIN project (East-African Grain Council). 
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Figure 3. Maize quality: visual inspections vs. lab testing (of defects and aflatoxin) 

Panel A  

 

Panel B 

 

Note: Panel A: Smoothed values from a local polynomial regression of lab verified quality on visually 
verifiable quality. Grey shaded area represents the 95% confidence interval. Panel B: Predicted probability 
of aflatoxin above the UNBS cut-off as a function of share of defects in the bag (lab verified quality), from 
specification (3), Table 1, with the grey shaded area representing the 95% confidence interval. The unit of 
observations is a bag. See supplementary appendix S2 for details on the tests and samples used. 
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Figure 4. Returns to quality: quality outcomes in treatment and control  

Panel A. Visually verifiable quality (# defects): average all bags for sale 
Treatment 

  

Control 

 

Panel B. Visually verifiable quality (# defects): random bag 
Treatment 

 

Control 

 

Panel C. Lab verified quality (% defects/waste in sample) 
Treatment 

 

Control 

 
Note: Visually verifiable quality is the number visually detected defects (out of 10) in maize bags verified by 
trained enumerators (range 0-1). Panel A depicts the average across all bags. Panel B depicts the measure 
for the random selected bag purchased and tested for quality in the lab. Lab verified quality (Panel C) is 
grams of defects and waste per 200g maize as measured in the purchased bag. See supplementary appendix 
S2 for details on the testing protocols.  
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Figure 5. Returns to quality 

Panel A. Time of sale and price 

 

Panel B. Deductions 

 

Note. Panel A: smoothed values from a local polynomial regression of prices for all sales throughout the 
season in the assignment groups. Panel B: Cumulative distribution functions of deductions in the 
assignment groups, with deduction defined as (� − �)/�, where � is the weight of maize sold as measured 
by enumerators and � is the agreed upon (or by the buyer stated) sales volume. The Kolmogorov-Smirnov 
D statistic on the test of equality of the treatment and control distributions is 0.17 [p = .39]. 
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Figure 6. Trial design: access to market for quality maize   
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Figure 7. Effect of access to a market for quality maize on profit  

Panel A. Profit Panel B. Price 

Panel C. Yield  

Note. All outcomes are expressed as percent of the control group mean by season. The Kolmogorov-
Smirnov D statistic is 0.17 (p = .000) for profit, 0.34 (p = .000) for price, and 0.14 (p = .002) for 
yield. 
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Figure 8. Quality upgrading: agro-company’s interactions with the farmers 

Panel A. Farmers selling quality 

maize 

Panel B. Buying pattern:: quality 

maize  

Note: Data sources: agro trading company (trial sample households). 
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Figure 9. Profit as a function of the value of family labor 

 

Note: The y-axis shows the treatment effect on profits expressed as percentage of the control mean 
(solid blue line) and its 95% confidence interval (grey shaded area) as a function of the relative 
value of family to hired labor on the x-axis, which ranges from 0 to 100%.   

  



Market Access and Quality Upgrading 

99 
 

Figure 10. Market shares and prices for local and commercial traders 

Panel A. Market shares Panel B. Prices

Note: see text for details. Panel A: average outcomes in treatment and control group, with 95% 
confidence intervals (vertical bars). Panel B: average outcomes (in % of control group mean) in 
treatment and control group, with 95% confidence intervals (vertical bars).   
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10 Supplementary appendix 

S1. Context 

We use data from the control group in the access to a market for quality 

maize experiment (see sections 3 and 6). Households here were surveyed at the 

end of the season for seven consecutive seasons. Detailed data on who farmers sold 

to were collected in the last five seasons. In total, the sample consists of 420 sales 

observations from 335 households-by-season observations from 78 households 

over five seasons. 

Let ���� denote the share of the total maize sold by household � in season � 

to seller �. We define the market share of the type � seller in season �, ���� , as 

���� = ∑ ����� . The normalized price kilogram of maize sold is �̂�� = ���/�̅�, where 

�̅� is the average price paid by local traders in season �.  
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Table S1. Local and commercial traders 

Variable Mean 

Interactions: local vs. commercial traders  

  Market share of local traders (%) 78.6 

     Market share of local traders: season 3 (%) 68.4 

     Market share of local traders: season 4 (%) 82.1 

     Market share of local traders: season 5 (%) 82.6 

     Market share of local traders: season 6 (%) 79.4 

     Market share of local traders: season 7 (%) 78.6 

  Sold to a commercial trader at least once in five seasons (%) 51.3 

Sale pattern over 5 seasons  

  Sold once in the season (%) 78.8 

  Sold twice in the season (%) 17.3 

  Sold three or more times in the season (%) 3.9 

  Sold to one buyer only in the season (%) 89.6 

  Sold to two buyers in the season (%) 9.6 

  Sold to three buyers in the season (%) 0.9 

Repeated interactions with local buyers (five seasons)  

  Sold to the same buyer in all seasons (%) 12.2 

  Sold to the same buyer in four out of five seasons (%) 18.4 

  Sold to the same buyer in three out of five seasons (%) 32.7 

  Sold to the same buyer in two out of five seasons (%) 34.7 

  Sold to different buyers in each season (%) 2.0 

Prices  

  Normalized price paid by local traders 1 

  Normalized price paid by commercial traders 1.08 

Note: See main text for details.
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S2. Measuring the quality of maize at the farmgate 

A. Visually verifiable quality (defects) 

Maize grain was assessed from 99 sampled (using Sample Frame 3 – see 

Figure 2) smallholder commercial maize farmers (of which 50 were control 

households) at the time and point of sale. The mean number of bags in a lot of 

maize was 7 bags. Each bag in a lot was analyzed. Maize grain samples (300-350 

g) were drawn from the top, middle and bottom of each bag with a grain sampling 

spear. Each sample was visually checked by trained enumerators for the defects 

listed in the East African Standard on Maize grain (East African Community, 2011). 

The following 10 defects (using a binary score; observed=1, not observed=0, were 

recorded: dirty grain, cobs, stones, dust, insects (live or dead), and broken, 

immature, damaged, rotten, and molded grain. The moisture content in the bag 

was also determined using a portable grain moisture meter (AgraTronix MT-16).  

B. Lab verified quality (defects) 

One randomly selected bag was purchased from the 99 households 

described above, of which 82 were tested in the lab. In addition, one randomly 

selected bag each was purchased from another 30 households sampled from 

Sample Frame 3 (see Figure 2), and surveyed over two seasons. In total, 142 

samples were tested at the PNDK lab in Kampala. 

Three samples (300-350 g) were each drawn with a grain sampling spear 

from the top, middle and bottom of the sampled bag and thoroughly mixed to make 

one representative sample of the bag (total weight: 1000 g). Samples were analyzed 

using the methodology detailed in the Technical specifications for maize of the 

World Food Program.1 A sub-sample of 200 g of maize was weighed into a glass 

beaker and sorted over a 4.5mm round hole sieve. The sieve was placed over a 

plastic basin to collect the small-sized particles. The broken grains, immature and 

shriveled grains, some foreign matter, and some inorganic matter e.g. stones, 

passed through the sieve due to their small particle size. They were each hand 

sorted into separate plastic containers and weighed. Pest-damaged grains, rotten 

 
1 Nguyen (2013). 
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and diseased grains, large stones, some foreign matter, some inorganic matter, and 

discolored grains remained on the sieve. They were each hand sorted into separate 

plastic containers and weighed. 

C. Detection of Aflatoxin at 10 ppb using the AflaCheck® Mycotoxin Testing  

Sub-samples of maize tested for the amount of defects were also tested for 

aflatoxin using the AflaCheck® mycotoxin testing system in accordance with the 

manufacturer’s recommendations at the PNDK lab in Kampala.  

About 500 g of hand sorted maize grain sample was ground to a fine flour 

using a three-step process: (i) mechanical grinding the maize grain to a coarse 

flour; (ii) pulverization to a fine flour; and (iii) sieving the flour to retain only the 

fine maize flour. The fine flour sample was packed in plastic containers, stored at 

room temperature and analyzed within 24 h. 

A finely ground maize flour sample (5.00 g) was measured into an 

extraction tube to which 10 mL of 70% methanol (v/v) was added using a 10 mL 

measuring cylinder to test for aflatoxin at 10 ppb. The Extraction Tube was covered 

and shaken thoroughly for about 2 min. Thereafter the sample suspension was 

allowed to settle for about 5 min. 

Strip test dilution tubes (1 mL vials) were placed in a paper strip test rack. 

250 µL of distilled water were added to the dilution tubes with a 250 µL strip test 

pipettor. 250 µL of the sample supernatant in the extraction tube were then 

pipetted into this strip test dilution tube and the solution thoroughly mixed.  

To test for aflatoxin, an AflaCheck® Strip was added to the strip test 

dilution tube containing the solution. The test was allowed to develop for about 10 

min. A negative result for aflatoxin at the cut-off level being tested (< 10 ppb) was 

determined when both the test line and control line were visible after 10 min. A 

positive result for aflatoxin at the cut-off level being tested (≥ 10 ppb) was 

determined when no test line was visible after 10 min. 
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S3. Returns to quality experiment 

In the end of 2018, we enrolled 99 maize farming household from Sample 

Frame 3. After stratifying by village, the household were randomly assigned into a 

treatment and a control group of equal size. At enrollment, a short survey was 

administered. Table S3 compares pre-harvest outcomes between treatment and 

control group. None of the collected covariates show any statistically significant 

differences across treatment assignment and a ��-test of the differences between 

assignment groups across the collected covariates confirms that the samples are 

balanced. 

Table S4 describes the trial sequence and samples used. At the first follow-

up, all 99 households were revisited when they had bagged but not yet sold their 

maize and data on visually verifiable quality was collected (see section S2). One 

randomly selected bag was also purchased from each farmer and brought to 

Kampala for further quality testing. A bag was only purchased if the farmer has 

more than one bag to sell, which happened in 98 out of 99 cases. Not all bags 

purchased were tested in the lab because of administrative constraints. 

Specifically, bags bought for testing on a few occasions could not be handled 

according to the protocol since the field staff in charge of storing and transporting 

the bags for testing were occupied with the buying operation. As a result, one bag 

each from 44 households were tested in the lab.  

The second follow-up (visits) took place after a household reported it had 

sold all or part of their maize. At this second follow-up, data on prices and sales 

volume were collected. In total, data from 116 sales by 94 households were 

recorded.  
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Table S3. Baseline balance: returns to quality experiment 

Covariate Acreage Expected 

harvest 

Expected 

to harvest 

in the 2nd 

half of 

season 

Use 

modern 

seeds 

Use of 

chemicals 

��-test on 

all 

covariates 

Specification (1) (2) (3) (4) (5) (6) 

Treatment -0.01 -0.16 0.01 0.07 -0.10 4.88 

 (.23) (.18) (.10) (.06) (.08) [.43] 

 [.95] [.39] [.91] [.25] [.22]  

Constant 2.79*** 1.04*** 6.61*** 0.06 0.84***  

 (.39) (.26) (.15) (.14) (.14)  

Observations 99 99 99 99 99  

R-squared 0.22 0.17 0.23 0.12 0.39  

Note: OLS regressions with randomization stratas (villages). Robust standard errors in parenthesis 
and p-values in brackets. Specifications: (1) is acreage of land used for planting maize; (2) is 
expected harvest of maize (tons/acreage); (3) is a binary indicator taking the value 1 if the 
household expected to harvest their maize in the 2nd half of the season (i.e. in the first week of 
February 2019 or later); (4) used modern seed (hybrid or OPV seeds); (5) used chemicals 
(pesticides and/or herbicides); (6) �� -test from a system regression (SUR) of the treatment 
assignment on all five covariates. *** [**] {*} significant at the 1 [5] {10} percent level. 
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Table S4. Sample: returns to quality experiment 

Sample All Treatment Control Attrition rate 

T vs. C 

(households) 

Enrolled: Households 99 49 50  

Follow-ups:     

   I. Visual quality: # Households 99 49 50 0 

   I. Visual quality: # Bags 622 267 355  

   II. Lab quality: # Household & 

bag 

82 39 43 -0.06 

[.40] 

   III. Price & sales: # Households 94 47 47 0.02 

[.67] 

   III. Price & sales: # Sales 116 60 56  

Note: Sample sizes. Attrition rate is the share of households, out of all enrolled, not surveyed/tested 
at follow-up.   
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S4. Premium for quality maize 

The premium for quality maize was determined with the aim of emulating 

a market outcome. A simple example illustrate the approach we used.  

Consider a market with many farmers and many traders. Each farmer � has 

a fixed unit of land (and capital) and can produce (and sell) one unit (bag) of maize 

of either low quality, �, at cost 0, or high quality, �, at cost ��, where �� is drawn 

from a distribution �(�).  

Traders buy maize of quality � = {�, �} at a price �� and sell quality maize 

(i.e., � maize) at a price �̅. The trader can clean and sort � maize into � maize at a 

cost �. We can think of � as capturing both the process cost of cleaning and sorting 

the maize, as well as the lost revenue from the defects/waste sorted away in the low 

quality bag. Specifically, assume the cost of sorting is 0, and that a share � of the 

low quality maize contains waste.  

The quality premium, (�� − ��)/�� can then be derived from the following 

indifference condition 

(S1)     �̅ − �� = �̅(1 − �) − �� . 

With perfect competition, profits are zero and 
(�����)

��
=

�

���
. 

We determined the market price (�� ) using two sources of information. 

First, we continuously collected price information for maize from all nearby 

trading center (���). The company representatives also collected information on 

the price offered by commercial traders (��� ). We define the market price for 

(average quality) at a point in time � (��
������) as the maximum price from these 

two sources; i.e., ��
������ = ���{��

��, ��
��}.  

Based on pilot data, we estimated that farmers would be able, using 

traditional methods for drying, sorting, and cleaning, to reduce waste, including 

excess moisture, by 5-15 percentage points. In the end, we settled on the lower end 

of that span. Put another way, we assume that the waste in average quality maize 
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amounts to � = 0.05. As a result, the firm offered to buy maize of visibly high 

quality at a premium of 
�

���
≈ 5%.  

The quality premium we choose should be viewed as a lower bound of a 

“market-based” quality premium for two reasons. First, we did not factor in that 

more waste and too high moisture levels increase the risk of the maize becoming 

unsuitable for consumption, for instance due to too high levels of aflatoxin (see 

section 4). Second, evidence from our assessment of maize quality (see Table 1) 

shows that, on average, the bags tested for quality contained 25.9% waste and 

defected kernels. Data from lab testing of bags bought by the company (212 bags) 

show that the corresponding metric for quality maize was 8.1%; i.e., a difference of 

17.8pp. 

  



Market Access and Quality Upgrading 

109 
 

References 

Nguyen, Van Hoen. 2013. Technical specifications for maize. V13.1. World Food Program. 
https://documents.wfp.org/stellent/groups/public/documents/manual_guide_proced/wfp
261422.pdf. Viewed online on: 25 September 2018. 

East African Community. 2011. East African Standard: Maize grains – Specification. East 
African Community, Arusha, Tanzania. 

 

 



 

110 
 

 How do community contribution 
requirements affect local public good 

provision? Experimental evidence from 
safe water sources in Bangladesh 

1 Introduction 

The majority of community-driven development programs mandate 

community contributions in cash or in kind (see e.g. White et al., 2018). Advocates 

of such requirements argue that they improve targeting, by screening out 

communities with lower demand, and create “buy-in” or a “sense of ownership” 

over project assets, increasing the likelihood of sustainable management in the 

long run. Requiring community contributions also increases efficiency, by allowing 

implementing organizations to share scarce funding resources across a greater 

number of communities. However, requiring communities to contribute towards 

the cost of a project may exclude the poorest communities from participation. 

Further, community contribution requirements might reinforce pre-existing 

inequalities within communities by transferring decision power towards those who 

are better able to meet the costs of contribution. Contributions may also legitimize 

elite capture, when those who capture the project benefits also pay the required 

contributions. When contributions are in kind or labour, they may act as a 

regressive tax on the poor (Mansuri and Rao, 2004). 

In this study, we provide the first experimental evaluation of the impact of 

a community contribution requirement on a development intervention, a package 

of technical advice and subsidies for safe sources of drinking water. The context is 

rural Bangladesh, where the majority of households use water sources that are 

contaminated with naturally-occurring arsenic. We randomly assigned community 

contribution requirements in cash or in labour to 129 communities that received 

an otherwise identical intervention. Communities assigned to the cash 

contribution were required to contribute approximately 10% of the cost for each 



How do community contribution requirements affect local public good provision? 

111 

 

well they wished to install, or 6,000 Bangladeshi taka (BDT). Communities 

assigned to the labour contribution were required to contribute a nominally 

similar amount in manual labour, consisting of 18 person-days of manual labour, 

valued at 5,400 BDT using the local unskilled daily wage rate. The remaining 

communities benefited from a contribution waiver and received the 

intervention at full subsidy. A randomly-assigned control group, comprising 42 

communities, received no intervention. 

All other features of the program were identical. We offered all treated 

communities the opportunity to install either one or two new safe water sources, 

depending on community size. All communities had to organize a community 

decision-making meeting, with representation requirements for women and the 

poor. Communities took project decisions at these meetings by unanimous 

consensus, including where to locate any new wells within the community. 

Communities had to secure a technically suitable site for water source installation 

and, if necessary, obtain permission from the landowner for installation. 

We study how the contribution requirements affect: i) take-up of the project 

and the types of communities who selected into the project; ii) which individuals 

or groups met the cost of the contribution; iii) the decision-making process, and 

iv) the overall impact of the project on use of safe drinking water, measured using 

objective data from a large-scale water quality testing program. 

Take-up was substantially lower under the cash contribution requirement 

than under either the labour contribution requirement or the contribution waiver. 

Communities successfully completed all of the required steps for well installation 

in only 23% of communities under the cash contribution requirement, compared 

to 85% of communities under the labour contribution requirement and 88% of 

communities under the contribution waiver requirement. Field staff record that 

communities who dropped out under the cash contribution requirement did so 

exclusively because they fail to raise the cash contributions, despite successfully 

organizing community meetings and taking collective decisions on well locations. 

Communities who dropped out under the labour contribution requirement or 
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contribution waiver did so primarily because they were unable to secure a suitable 

site. No community dropped out of the program because of a failure to provide 

contributions under the labour contribution requirement. One potentially 

important explanation is that the real value of time in the study communities 

appears to be less than one quarter of its nominal value. As a result, despite their 

nominal equivalence, the real cost of the labour contribution requirement may be 

substantially lower. 

We find a moderate effect of the cash contribution requirement on 

screening with respect to arsenic contamination. Under the cash contribution 

requirement, communities who successfully complete all project requirements for 

well installation have 18% higher rates of arsenic contamination, at the WHO 

standard, than communities who do not successfully complete these requirements. 

Under the contribution waiver, successful communities have 11% higher rates of 

arsenic contamination than unsuccessful communities, while under the labour 

contribution requirement, successful communities actually have 3% lower rates of 

arsenic contamination than unsuccessful communities. When communities do 

successfully raise the cash contributions, they do so by coordinating contributions 

from a relatively large number of households (approximately 13), a larger number 

than the recorded number of contributing households in communities that 

successfully coordinate the labour contribution requirement. 

We find little evidence that either contribution requirement systematically 

excludes poorer communities, and we find no evidence that the labour 

contribution requirement is systematically borne by poorer households. Under 

both contribution requirements, poorer households are less likely to contribute 

than wealthier households in the same community. 

We study both features of the decision-making process and the quality of 

decisions taken. Debate over project sites is most intense — with more households 

participating actively in meetings and more potential locations discussed for each 

tubewell — under the labour contribution requirement, and least intense under the 

cash contribution requirement. To measure the quality of the decisions taken, we 
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create a grid of potential well locations for each community. For each set of 

potential well locations within the community, we predict take-up and the 

resultant distribution of arsenic contamination within the community. This allows 

us to rank the chosen locations compared to the universe of possible choices the 

community could have taken. Communities choose locations with the highest 

predicted take-up under the labour contribution requirement, suggesting that the 

additional discussion yields decisions that benefit a wider range of people. 

We estimate the impact of the intervention using a systematic program of 

arsenic water quality testing in both household drinking water and at the water 

sources that households report using. We compare the changes in exposure to 

arsenic contamination in the treated groups to the control group, which received 

no intervention, and to the other treatment arms. Exposure to arsenic falls to a 

greater extent under the labour contribution requirement and the contribution 

waiver than under the cash contribution requirement. Despite the screening effect 

we discuss above, the treatment effect in communities that successfully install 

wells is no larger under the cash contribution requirement than under the labour 

contribution requirement or the contribution waiver. 

We find little evidence that the cash contribution treatment facilitates or 

legitimizes elite capture in this context. However, we note that our project design 

contained a number of other features which may have constrained elite capture. 

We imposed a consensus-based approach to decision-making, which Madajewicz 

et al. (2019) show reduces elite capture relative to an unregulated community 

decision-making process. We showed communities maps of baseline arsenic 

contamination during decision-making meetings, which anecdotal evidence 

suggests discouraged elites from promoting or supporting decisions that were 

obviously unfair. If we built wells on privately-owned land, we required 

landowners to sign contracts committing to maintaining open access to the well. 

Field staff also discouraged communities from accepting allocations under which 

one household paid the cash contribution for a well installed on their own land. 

We caution that we cannot determine whether cash contribution requirements 

would facilitate elite capture in the absence of such constraints. 
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We contribute to a growing experimental literature which evaluates the 

consequences of different types of participation requirement in community 

development project. 1  Our primary contribution is to provide the first 

experimental evaluation of the effects of a community contribution requirement 

on a development intervention. Additionally, we provide the first experimental 

comparison of cash and labour contribution requirements. Our study draws upon 

a rich non-experimental literature which provides descriptive evidence regarding 

the same research questions.2 However, none of these previous studies directly 

compare outcomes when the same project imposes different types of contribution 

requirement. 

The closest precedent is Beath et al. (2018), who compare decisions taken 

when a project is funded by a block grant to those taken when a similar project is 

funded by vouchers through a voluntary contribution mechanism (VCM). Beath et 

al. find that people debate for longer and choose projects that are less closely 

aligned with leader preferences under the voucher-funded VCM. However, Beath 

et al. have limited data on implementation or impact. Additionally, Beath et al. 

impose equality of ability to contribute via the voucher scheme, while the effect of 

contribution requirements on group decision-making is likely to be very different 

when individuals differ in their ability to contribute. 

Our study is also closely related to an experimental literature which varies 

the price of a private health good with externalities (e.g., Ashraf et al., 2010; Cohen 

and Dupas, 2010; Kremer and Miguel, 2007). As with a community contribution 

requirement, imposing a price on a private health good is intended to improve 

 
1 See, e.g., Alatas et al. (2013); Björkman and Svensson (2009); Madajewicz et al. (2019); Olken 
(2010). 

2  For example, Robinson and Stiedl (2001), Chase (2002), and Ravallion (2009) discuss the 
negative consequences of self-financing on distributional outcomes, in terms of anti-poor targeting. 
White et al. (2018), in a mixed methods evidence synthesis, also review several cases where self-
financing requirements either discouraged poor communities from applying to development 
programs or excluded their participation. Bowen (1986) and Ribot (1995) describe cases where 
labour contribution requirements are disproportionally met by the poor. Wong et al. (2013) 
describe a negative correlation between project quality and the share of project expenses met by 
the community in rural China. 
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screening, by ensuring that the goods go to those who place a higher value on them, 

and believed to increase use of the goods, through sunk cost effects. Importantly, 

however, the consequences of imposing a collective contribution requirement on a 

community project could be very different to the consequences of imposing a price 

on a private health good, because of effects on the within-community distribution 

of costs and benefits. Our results do, however, coincide with Kremer and Miguel 

(2007) and Cohen and Dupas (2010), who find very large reductions in take-up of 

goods with large private or social benefits with the introduction of positive cash 

prices. As in Ashraf et al. (2010), we find effects on screening, although in our case, 

they do not translate into larger treatment effects on the treated. 

Our results suggest that imposing contribution requirements in labour 

instead of cash may be welfare-improving in poor rural communities, because in 

many such areas the real value of time is far lower than its nominal value (see e.g. 

Kremer et al., 2011). The advantage of labour over cash most likely reverses with 

growing income, as soon as the opportunity cost of time becomes sufficiently high. 

However, in poor rural areas, allowing contribution requirements to be met in 

labour instead of cash may impose lower real costs on communities. 

However, our results question the logic of imposing a community 

contribution requirement at all. Imposing the labour contribution requirement 

yields only moderate advantages over the contribution waiver, and imposing the 

cash contribution yields much worse outcomes. In future work, we will 

characterize whether the labour contribution requirement results in meaningful 

cost effectiveness gains over the contribution waiver, and additionally, whether 

there are any differential long-run effects of imposing a labour contribution 

requirement relative to a contribution waiver. 

The rest of this paper proceeds as follows. Section 2 describes the context 

and Section 3 the intervention. Section 4 defines the study population and the 

sample. Section 5 describes the randomization process. Section 6 provides an 

overview of our data and section 7 describes our empirical approach. Section 8 

provides detail on our results and section 9 concludes. 
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2 Context 

The context for this study is rural Bangladesh, where access to safe drinking 

water remains elusive (Human Rights Watch, 2016). The problem is primarily a 

scarcity of high quality drinking water sources. 

Our study population, like the vast majority of rural Bangladeshi 

households (Human Rights Watch, 2016), depends on shallow, hand-pumped 

tubewells for water for drinking and cooking. Education campaigns originally 

promoted use of these shallow tubewells as a safe alternative to surface water, 

which is prone to microbial contamination. However, shallow groundwater in 

Bangladesh is contaminated with naturally-occurring arsenic, a fact that was 

unknown when shallow tubewells were promoted because arsenic is undetectable 

without water quality tests. 

Long-term exposure to arsenic leads to a number of serious health 

conditions, including internal and skin cancers. Daily use of arsenic-contaminated 

water at the Bangladeshi safe water standard of 50 parts per billion (ppb) — which 

is itself five times higher than the WHO standard of 10ppb — is associated with an 

additional 1 in 100 lifetime risk of cancer, rising to more than 1 in 10 for water that 

is highly contaminated (Smith et al., 2000). By the time the arsenic contamination 

problem was discovered, an epidemic of diseases associated with arsenic exposure 

was already established, called “the largest poisoning of a population in history” 

(Smith et al., 2000). 

At baseline, in our study population, 63% of households have drinking water 

that tests positive for arsenic contamination at the WHO standard and 24% of 

households have drinking water that tests positive for arsenic at the less 

conservative Bangladeshi threshold. Contamination at these rates implies a mean 

baseline additional lifetime risk of cancer of 0.6%, approximately equivalent to 3.6 

additional deaths from cancer in each study community.3  

 
3 These estimates assume a linear relationship between mortality and lifetime risk of cancer rising 
from 1 in 100 at arsenic contamination at 50ppb to 1 in 10 at contamination at 500ppb. Mean 
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Efforts to provide safe drinking water in communities affected by arsenic 

contamination have primarily focused on installing deep tubewells, as does the 

intervention we study in this project. Deep tubewells draw water from a deep 

aquifer — an underground layer through which groundwater flows — that is free 

from both arsenic and fecal contamination. In our study area, the deep tubewells 

we construct cost around 60,000 Bangladeshi taka (BDT) to install. The program 

subsidizes between 90 and 100% of the tubewell installation costs. 

At baseline, the vast majority of households report that their communities 

need new sources of safe drinking water and that they would be willing to 

participate in a collective action to provide the source.4 Mean stated preference 

willingness to pay (WTP) for a new source is is 110 BDT, when the hypothetical 

source is located in what the household considers to be the socially optimal 

location. Households expect wells installed in socially optimal locations to be 2.5 

minutes walking distance from their households. Mean WTP rises to 266 BDT 

when the hypothetical water source is located in the household’s privately 

preferred location. Privately-preferred locations are on average 1.3 minutes 

walking distance from their household. Both these values lie far below the true 

installation cost and considerably below the value of the required community 

contribution. Only a handful of households in the whole sample reported 

individual stated preference WTPs that exceeded the required community 

contribution. 

Households also report WTP in terms of time. Households report being 

willing to contribute 9.9 hours of their time for the hypothetical source constructed 

in the socially optimal location. Valued at the local unskilled daily wage rate of 300 

BDT for a 6-hour working day, this is nominally equivalent to 495 BDT or 4.5 times 

the WTP in cash. 

 
treatment unit size is 161 households and mean household size is 3.9 households. 

4 At baseline, 99% of households report that their community needs a new source of safe drinking 
water and 98% that their household would participate in a collective action to provide that source. 
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3 The intervention 

The intervention we study is a program of subsidies and technical advice to 

provide deep tubewells. We implement the program in geographically well-defined 

communities of between 50 and 250 households, which we define using 

administrative lists and geographical information. We offer to subsidize 

installation of one or two tubewells, depending on community size, so that larger 

communities were offered two tubewells and smaller communities were offered 

one tubewell.5 All program activities are implemented by our partner NGO, NGO 

Forum for Public Health. 

With the exception of rules associated with the contribution requirement, 

all features of the intervention are the same across the three contribution 

treatment arms. Field staff initiate the program by visiting each community to 

inform households about the intervention and collect basic local information. Field 

staff then coordinate small group meetings at which they provide information 

about the program, before coordinating a full community meeting at an agreed-

upon date and time. Only one community declined to organize a community 

meeting, citing lack of interest in new sources of safe drinking water. 

All households are encouraged to attend community meetings, although not 

all do so. Project staff impose a quorum and representation requirements for both 

women and the poor. 6  In practice, on average about 50% of households are 

represented at the meeting. Meeting attendance rates are relatively homogeneous 

across income categories, with representation rates varying on average between 

47% and 55%, across a range of income categories. Female representation is lower, 

with around 27% of households being represented by a female household member 

at the meeting, varying between 24% and 29% across income groups.7 The main 

 
5 See Cocciolo et al. (2019b) for details. 

6  On three occasions, field staff had to reschedule for another date because the minimum 
participation requirements were not fulfilled. 

7 These statistics reflect project records. Project records coincide with self-reported data in 85% of 
cases (Appendix Table E1). 
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purpose of the community meetings is to take project decisions. Communities took 

decisions by unanimous consensus, facilitated by project staff. The key decisions 

were how many, if any, of the offered wells to install and where to construct any 

wells the community chose to install. Communities could choose any technically 

feasible location, on private or public land.8 If communities chose sites on private 

land, we required the landowner to agree to allow construction of a well on their 

land and to commit to maintaining open access to the site during the lifetime of 

the source. Decisions taken about well locations at meetings were binding and 

could not be later amended. The rules we impose on the decision-making process 

are designed to encourage participation, reduce the likelihood that influential 

groups or individuals could co-opt the decision-making process, and ensure that 

everyone is guaranteed the right to express his/her voice, at least de jure.  

The average community meeting took just under an hour and a half. If 

communities did not reach consensus at the first meeting, we rescheduled another 

meeting, up to a theoretical maximum of three, until consensus was reached. In 

practice, no community held more than two meetings. Only one community which 

organized a meeting failed to reach an agreement. In this community, they 

declined to hold further meetings after a second meeting was unsuccessful in 

reaching agreement. In this community, we did not continue with the intervention.  

Communities also had to decide how to divide any required contributions 

between the households. Some communities took these decisions at the meetings; 

others took the decision after the meeting. We did not require communities to take 

these decisions at the meeting. Project staff also provide some information during 

the meetings. Project staff opened the meetings with a short briefing about water 

safety issues. During the meetings, field staff displayed large-scale maps of the 

community, showing all water sources and their contamination status, which field 

staff created using data from a baseline water census. We note that neither 

 
8 Technical feasibility is defined by the presence of adequate drainage, sufficient distance from 
potential groundwater contaminants such as pit latrines, and sufficient space and overhead 
clearance for the well installation equipment.  If communities chose sites that were not technically 
feasible, project staff asked them to take a new decision. 
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implementing organizations nor communities would normally have access to such 

rich data on spatial patterns of arsenic contamination. We return to the question 

of whether displaying these data affected the decision-making progress in Section 

8.  

The rules for contributions differed across the three treatment arms. 

Communities assigned to the cash contribution treatment were required to 

raise 6,000 BDT per installed water source. We gave communities assigned to the 

cash contribution requirement a maximum of 12 weeks to raise the required 

amount, during which time project staff visited the community several times in 

order to remind the communities of the deadline and monitor progress. 

Communities assigned to the labour contribution treatment were required to 

provide a total of 18 person-days of labour during the installation process. Each 

person-day consisted of 6 hours of labour valued at 300 BDT, consistent with local 

norms for unskilled manual labour. The nominal value of the labour contribution 

requirement was thus 5,400 BDT, similar to the cash contribution arm. 9 

Communities assigned to the labour contribution requirement signed a contract 

committing to provide the labour contribution at a time to be agreed upon with 

field staff and contractors. 10  Under the labour contribution requirement, our 

partner NGO paid the contract 3,000 BDT less than under the other two treatment 

arms, because in practice not all the tasks involved in well construction were 

suitable for the unskilled, inexperienced community members, meaning that their 

labour contribution did not displace an equal amount of skilled labour. 

Communities assigned to the contribution waiver were informed that they 

would not be required to contribute anything to the project. We attempted to drill 

 
9 Well construction takes around 72 hours with well construction crews working in shifts for 24 
hours a day until construction is complete. The required contribution of 18 person-days required 3 
people to work each of 6 6-hour shifts, which was  simple to understand and implement.  We  did 
not require communities   to contribute labour at night, because it would have been very onerous 
for project staff to monitor these contributions. 

10 In practice, the timing was mostly driven by contractor availability. Communities knew in 
advance approximately when the labour contribution would be required, but there was some 
uncertainty about the exact date until a few days before installation.The exact date depended on 
how long it took to install the     well scheduled immediately beforehand, which varies as a function 
of local hydrogeology, and cannot be determined ex ante. 



How do community contribution requirements affect local public good provision? 

121 

 

wells and install hand pumps if communities met the project requirements. In 

around 10% of attempts, the contractor could not drill or install wells. Drilling uses 

local technologies and, primarily, human manpower. Successful well installation 

requires drillers to reach a safe aquifer — an underground layer through which 

water flows — separated from the contaminated aquifers near the surface by an 

impermeable layer through which the contaminated water cannot pass. 11

 Unsuccessful installations occurred either because the drill team hit an 

impenetrable rocky layer before finding a safe acquifer or because the ground was 

too sandy, leading the excavation to collapse during the process of replacing the 

drill bit with the permanent tubewell pipe.12 We discuss how these unsuccessful 

installations influence our impact evaluation results in Section 8.  

When well installation was unsuccessful, we returned cash contributions to 

the communities or compensated households who had contributed labour at the 

nominal value of their time. These terms were designed to ensure that the 

community contribution was risk-free under both contribution treatments.13  In 

practice, we only refunded communities cash or compensated them for their 

labour in a small number of cases. Field staff monitored the construction process 

and tested water quality before installing handpumps. After handpump 

installation, project staff organized a meeting with self-identified well users to 

appoint two caretakers, one man and one woman. Field staff trained the appointed 

caretakers in well maintenance and simple repair, and provided them with tools 

and manuals. As with most development projects, we did not have a budget to fund 

ongoing maintenance. 

 
11 Safe aquifers are initially identified by sediment colour and type, using tools developed by 
Hossain et al. (2014). 

12 In some cases, we attempted well installation at multiple sites, each chosen at a new community 
meeting. 

13 Note that given the low real value of time, compensating communities for their time at its 
nominal value may represent a real transfer. 
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4 Study population and sample 

4.1 Study population 

Our study is implemented in north-western Bangladesh, in Shibganj and 

Sonatala Upazilas in Bogra District and in Gobindaganj Upazila in Gaibandha 

District, as shown in Figure 1. The study area lies outside the epicentre of the 

arsenic contamination problem, but government officials and national media 

reported high local levels of arsenic contamination. The area had received few prior 

interventions to provide safe drinking water, which our partner NGO viewed as an 

advantage because they thus expected the marginal impact of the program to be 

high. 

The study population consists of rural communities, with agriculture 

accounting for the largest share of household head employment. 14  Most 

households identify as poor, low income, or of middle income.15  

We defined geographically contiguous communities of between 50 and 250 

households using administrative lists, dividing larger villages into smaller 

communities along natural boundaries. We did not expect to be able to successfully 

implement the intervention or detect impacts in communities larger than 250 

households. 

Our experiment is designed around the provision of arsenic-safe deep 

tubewells. Within the study area, we therefore targeted communities with high 

levels of arsenic contamination, using the limited data on arsenic contamination 

available before our study to pre-select candidate communities and then screening 

these candidate communities using water source testing. 16  The criteria for 

eligibility was that either more than 25% of community water sources were 

contaminated with arsenic at the WHO threshold, or more than 15% of community 

 
14 Others are small business owners, day labourers, wage earners, rickshaw pullers, or landowners. 

15  Appendix Table E3 provides further baseline summary statistics on socio-economic 
characteristics. 

16 Appendix Table E4 describes baseline access to safe drinking water. 
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water sources were contaminated (at the same threshold), and these sources 

formed a distinct spatial cluster.17 We recruited communities to the study until we 

had exhausted our expected budget for implementation. In total, we recruited 171 

communities to the study. 

4.2 Houshehold sample 

We randomly sampled households from the study communities for 

household surveys. 18  We targeted 40 households per community at baseline. 

Enumerators successfully located and surveyed 93% of the originally targeted 

households. 19  We provided a list of randomly sampled alternative households 

which enumerators surveyed if they were unable to locate the originally-targeted 

households. In total, we successfully conducted the baseline household survey in a 

total of 6,529 households across 171 communities. Because of errors in the 

administrative lists or in the geographical information we used to define 

communities, which we corrected when we discovered them, the number of 

households in each community is slightly more or less than 40 at baseline in some 

cases. The final mean number of households surveyed in each community was 38. 

At follow-up, we attempted to resurvey all households we had surveyed at 

baseline. We also oversampled households from three populations of specific 

interest to our study: households identified at baseline as community leaders by at 

least two other households in the baseline sample; network-central households, 

listed by at least 4 other households in the baseline sample as part of their social 

network; and households who played an important role in project implementation, 

either because they contributed cash or labour, were the landowner for a site where 

we installed a well, or were selected as a well caretaker. In total, we targeted 8,011 

 
17 We provide further details on recruitment to the study in Appendices A1 and A2.  The rules we  
used to define communities were designed with the goals of a complementary study in mind, see 
Cocciolo et al. (2019b). 

18 We used pseudo-random number generators in Stata and community administrative lists as a 
sampling frame. Appendix A3 provides further details. 

19 Noone was home in 5% of targeted households and the household could not be located in 2% of 
targeted households. A total of 9 households declined to participate in the survey during the consent 
process. 
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households at follow-up and successfully completed the follow-up survey with 

more than 99% of targeted households.20  

Among household surveyed at baseline, attrition between baseline and 

follow-up was 0.12%. Attrition is very low primarily because we targeted 

households, rather than individuals, and it is relatively rare in this context for 

entire households to migrate. 

We primarily use the randomly-sampled households in our household-level 

analyses, except where otherwise noted. Since the unit of analysis differs between 

analyses, we use weights throughout so that each community counts equally in 

summary statistics.21 

5 Randomization of the intervention 

We randomly assigned 129 of the 171 study communities to receive the 

intervention under one of the three contribution treatment arms and 42 

communities to a control group, which received no intervention. Among the 129 

communities assigned to receive the intervention, we randomly assigned 43 

communities to each of the three contribution requirements. 

We randomly assigned communities to treatment arms at public lottery 

meetings. We held one public lottery meeting in each union, the smallest rural 

administrative unit, so that we could invite representatives from study 

communities. 22  Using public lottery meetings to assign treatment ensured 

transparency and legitimacy for project staff. We viewed this as especially 

important given that we offered the same program under different conditions in 

different communities. We anticipated that information about the different 

conditions would spread, and this was indeed the case. All public lottery meetings 

 
20 We additionally sampled new households to ensure that we would have follow-up data from a 
minimum of 40 households in each community. 

21 Appendix B provides further details on our weighting scheme. 

22 In one large union, we held two separate lotteries. 
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were conducted in the presence of both local and international members of the 

research team or research assistants. 

At each lottery, we entered the names of the eligible communities in the 

union into a box, and drew the names in random order, assigning communities to 

treatment statuses in the order they were drawn. Figure 3 shows that the 

distribution of communities across treatment arms is geographically well 

balanced. We also confirm that communities assigned to different treatment arms 

are statistically equivalent at baseline (Appendix D). Since the lottery design 

implies that treatment assignment is stratified by union, we account for union-

level stratification in all analyses which compare outcomes across treatment arms. 

Since treatment is randomly assigned to communities, we can compare 

outcomes in treated and control groups and attribute any differences to the causal 

effect of exposure to treatment under a given contribution requirement. Further, 

we can compare outcomes in communities treated under different contribution 

requirements and attribute any differences to the causal effect of varying the 

contribution requirement. 

6 Data 

We use a matched household-water source panel dataset. We primarily 

collected baseline data between August 2015 and February 2016, and follow-up 

data between January and May 2018. For 16 communities, we collected baseline 

data in March and April 2017, after securing additional funding to extend our 

sample size. Figure 2 shows a project timeline. 

Enumerators conducted household surveys in Bengali with the household 

head, their spouse, or another adult representative of the household. Participation 

in the household survey was always conditional on giving informed oral consent. 

The interview covered household demographics, health, wealth, social networks, 

and behaviour related to water collection and use. At follow-up, in treated 

communities, we also asked questions about household awareness of and 

participation in program activities, and their opinions about the intervention. 
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We match households to the water source(s) they use to obtain water for 

drinking and/or cooking at both baseline and follow-up. Households selected the 

water sources they used from a list of all the water sources in each community. We 

assembled these lists based on a baseline water source census, adding project-

installed wells to the list at follow-up. Water sources were identified using text 

descriptions of their location and, where relevant, the name of the well owner. We 

confirm the selection by showing a photograph of the chosen water water source 

and asking households whether the photograph shows the correct well. If the 

household could not locate the water source on the list, enumerators collected new 

data for that water source.23 Our dataset includes geocoordinates for all surveyed 

households and all the water sources they use. 

To evaluate program impact, we measure arsenic contamination in both 

household drinking water and at all water sources used by households.24 We test 

for arsenic contamination using the EZ Arsenic High Range Test Kit (or Hach Kit).  

The test can be implemented in the field and measures arsenic levels within the 

range of 0-500 ppb (parts per billion) with the following increments: 0, 10, 25, 50, 

250, 500. We informed households of the results of the test at the time of the 

survey, and enumerators provided all households with contaminated sources with 

information about ways to reduce or avoid exposure to contamination in drinking 

water, regardless of treatment status. To test household drinking water, we 

requested that households obtain a sample of drinking water the same way they 

would if someone in the household wished to drink. To test source water, 

enumerators collected water directly from the source. Since households may 

obtain drinking water from multiple sources, we aggregate data from all sources a 

 
23 At baseline, 2% of households could not locate their main water source on the list. At follow-up, 
this  figure was 14%, reflecting the fact that the baseline census data did not capture new sources 
built between baseline and follow-up. We provide further details on how we match households to 
water sources at baseline and follow-up in Appendix C. 

24  We also collected data on fecal contamination to evaluate the broader impacts of the 
intervention on drinking water quality. We focus on arsenic contamination in this study because 
the effect of new water  source construction on fecal contamination in household drinking water is 
ambiguous, because improvements in source water quality may be offset by  increased 
recontamination during transport and storage (Kremer   et al., 2011, see e.g.). We discuss the 
average effects on fecal contamination in Cocciolo et al. (2019a). 
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household reports using into a single measure of source contamination, weighting 

the test results according to the volumetric fraction of water obtained from each 

source.25  

The two measures of arsenic contamination — in household drinking water 

and at source — have different advantages and disadvantages. The measure of 

arsenic in household drinking water may underestimate the true extent of arsenic 

contamination, because the sensitivity of the arsenic field tests declines with 

storage time. On the other hand, one might be concerned that households might 

overreport their use of safe sources because of social desirability or experimenter 

demand effects (see e.g. Ahuja et al., 2010). Experimenter demand effects might in 

principle be particularly strong for treated households, who have been exposed to 

a program designed to promote access to safe drinking water. If this were the case, 

this might bias comparisons between treated and control households. However, we 

find that there is no difference in the relationship between source and household 

contamination between treated and control communities, suggesting that 

households do not change their reporting behaviour as a result of exposure to 

treatment (Cocciolo et al., 2019a). As a result, social desirability and experimenter 

demand effects are unlikely to affect our ability to learn about arsenic 

contamination from water source quality tests.  

We also collected extensive quantitative and qualitative data on program 

implementation.26 We recorded technical information about the well installation 

process and well-specific installation costs, as well as a community-specific audit 

of staff time use. We match program implementation data to household data, 

allowing us to identify which households attend meetings; which households 

participated actively in meetings; which households contributed land, cash, or 

labour; and which households were appointed as caretakers. Field staff also made 

audio recordings of deliberation at all community meetings, which we have 

 
25 For example, a household obtaining half their water from an arsenic-contaminated source and 
half from an arsenic-safe source would have a weighted average value of source arsenic 
contamination of 0.5. 

26 Appendix Table E5 provides a list of indicators 
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transcribed, translated, and coded. Field staff also wrote narrative reports about 

each community and shared their qualitative experiences with the research team 

at a program retreat. 

7 Methodology 

We compare outcomes across the three treatment arms and compare each 

treatment arm to the control group. Exploiting random assignment to treatment, 

the main estimating equation is: 

���� = � + ∑ �����
+  ��� +�∈� ��� (1) 

where ���� is an outcome variable in unit of observation i in community j at 

time t. Units of observation may be households, wells, or communities. Each 

indicator variable ���  takes the value one if community j is assigned to treatment 

under contribution requirement m and zero otherwise. The vector �� contains 

stratification controls, centered and interacted with the treatment indicators 

(following Gibbons et al., 2019; Imbens and Rubin, 2015; Lin, 2013). The 

coefficients of interest are ��. Not all communities choose to install wells. When 

we evaluate program impact, the coefficients ��  thus estimate an average 

treatment effect or intent-to-treat effect. 

When we study outcomes that are only observed in treated communities — 

well installation rates, for example — we omit the control group and the constant 

� from the regression. When outcomes are measured at both baseline and follow-

up — water source contamination, for example — we include two rounds of data 

and community fixed effects to absorb baseline differences between communities. 

When we study between-community or within-community selection, we include 

treatment arm or community fixed effects along with the interaction between these 

fixed effects and the endogenous variable of interest (e.g. whether a community 

successfully met the program requirements or whether a household contributed). 

In these regressions, we thus omit the stratification controls, which are no longer 

required. 
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The number of observations in each community varies across regressions, 

depending on the unit of observation. We weight observations in all regressions so 

that each community counts equally in summary statistics.  

The number of communities in each treatment arm is relatively small. We 

therefore primarily conduct inference by randomization-based inference (RBI). 

We replicate the assignment to treatment process 500 times and conduct pairwise 

RBI by testing the sharp null hypotheses that there is no difference in outcomes 

between i) each treated group and the control group, separately; and ii) each pair 

of the three treated groups. 

8 Results 

We compare effects of the program under the three treatment arms on four 

groups of outcomes. First, we report whether communities take up the opportunity 

to install a safe water source and how communities that select into the program 

differ from those that do not. Second, we compare which households within the 

community contribute under the cash and labour contribution requirements. 

Third, we evaluate how contribution requirements affect the decision-making 

process. Finally, we evaluate how the contribution requirements affect the overall 

impact of the program. 

8.1 Take-up and selection 

We first study take-up of the program, in terms of first, whether 

communities successfully complete all the program requirements, in which case 

we attempt to install wells, and second, whether we successfully install wells. Panel 

a) of Table 1 shows the results. Take-up, in terms of successfully completing the 

program requirements, is much lower under the cash contribution requirement 

than under the labour contribution requirement or contribution waiver. The rate 

of attempted installation is almost exactly equal under the labour contribution 

requirement and the contribution waiver. We successfully complete well 

installation in 89% of attempts, and well installation failures appear to occur at 
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random. 27  Correspondingly, we install a much higher fraction of offered wells 

under the labour contribution requirement or the contribution waiver than under 

the cash contribution requirement. 

Panel b) unpicks the reasons we failed to complete installation of wells 

under each of the three treatment arms, as recorded by our field staff.  In the vast 

majority of cases under the cash contribution arm, we did not attempt installation 

because communities did not successfully raise the cash contributions. Under the 

labour contribution arm, no community declined to commit to labour 

contributions, but no suitable sites were secured in around 15% of communities. 

Under the waiver contribution arm, no suitable site was secured in 8% of 

communities and in 4% of communities either a meeting was not held (1 

community) or no consensus could be reached (1 community). 

The reason for the much lower take-up under the cash contribution arm 

may relate to a difference between the real and nominal values of the labour 

contribution requirement. The real value of the labour contribution may be 

considerably lower—perhaps less than a quarter — of the cash contribution 

requirement, despite their nominal near-equivalence, because the real value of 

time appears to be much less than its nominal value. The nominal value we used 

to calculate the labour contribution appears to accurately reflect local norms,28 and 

community self-reports of their contributions coincide reasonably well with the 

project requirements.29 However, using the stated preference baseline WTP for a 

 
27 Well installation failure, conditional on attempt, is uncorrelated with any observable community 
characteristics (Cocciolo et al., 2019c) and we do not reject the null hypothesis that the probability 
of successful installation is the same across all three contribution requirement treatments 
(Appendix Table E6). 

28 28Households who provided labour contributions also reported the amount of money they 
would normally receive for working the hours they contributed. Among these households, 30% 
reported that the value of their time was the same as its market value, 28% reported a lower value 
of time, and 42% reported a higher value of time. However, since households who contributed more 
time reported a lower market value of time, the median total self-reported nominal value of labour 
contributions per attempted tubewell installation was 3,820 BDT. 

29  Estimating total contributions for tubewells for which communities successfully met 
contribution requirements, median total cash contributions are 6,900 BDT and median total labour 
contributions 93 hours, approximately 86% of the intended labour  contribution  requirement.  The  
fact  that  lower  contributions are self-reported under the labour model may reflect the fact that 
some households did not work complete shifts—project staff monitored labour contributions 
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new source, the implied monetary value of a 6-hour working day among study 

households is a median of 75 BDT — one quarter of its nominal value of 300 BDT. 

Only 20% of households have valuations of time that are greater than or equal to 

its nominal value.30 

In Table 2, we describe selection into attempted installation. As above, 

attempting installation means that the community successfully held a meeting 

which complied with representation requirements, took decisions by consensus, 

secured an appropriate site, and complied with the contribution requirement in 

cash or labour, if required. The reported coefficients in columns 1 to 3 capture the 

difference in mean characteristics between a community which was successful in 

completing requirements for all of the wells we offered and a community which 

was unsuccessful in completing requirements for all of the wells we offered. For 

example, the first row of panel a) shows that successful communities had 18 

percentage points higher arsenic contamination at the WHO level than 

unsuccessful communities under the cash contribution requirement; 3 percentage 

points lower arsenic contamination, under the labour contribution requirements; 

and 11 percentage points higher arsenic contamination, under the contribution 

waiver. As this example illustrates, we find stronger selection effects in terms of 

baseline arsenic contamination under the cash contribution requirement than 

under the labour contribution requirement. 

Mean stated preference WTP does not however seem to be a good predictor 

of successfully completing the program requirements: higher WTP in cash is 

correlated with success under the labour contribution requirement, but not the 

cash contribution requirement, and higher WTP in time is, if anything, negatively 

correlated with success across all three treatment arms. 

 
frequently but not continuously—or that households did not regard their full shifts as work, in part 
because the labour requirements were not continuous. 

30 The distribution of values is close to log normal: 10% of households have valuations below 7.5 
BDT (0.09 USD) and 10% have valuations above 7,500 BDT. 
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We find little evidence that in this context the cash contribution 

requirement systematically excludes poorer communities. If anything, successful 

communities are somewhat poorer than unsuccessful communities under the cash 

contribution requirement; somewhat richer than unsuccessful communities under 

the contribution waiver; and the relationship is ambiguous under the labour 

contribution requirement. We also find little evidence that more educated 

communities — who might have greater awareness about water safety and health 

issues — are more likely to be successful. 

We also find little systematic selection based on factors that might predict 

availability of low-cost labour. Communities with smaller households were more 

likely to be successful under the cash contribution requirement. Larger 

communities were more likely to be successful under the labour contribution 

requirement while smaller communities were more likely to be successful under 

the cash contribution requirement and the contribution waiver. However, 

community size may affect outcomes in many ways beyond the availability of 

labour, so it is somewhat ambiguous how we should interpret these differences. 

In our study sample, in which 96% of communities are majority Muslim, 

communities with higher shares of Muslim households are more homogeneous. 

Communities with higher shares of Muslim households are slightly more likely to 

be successful across all treatment arms, but the relationship between success and 

fraction Muslim does not differ across contribution treatment arms. Indicators of 

social cohesion such as knowledge of a community association or high trust 

correlate with success under the contribution waiver and (weakly) under the 

labour contribution requirement, but not under the cash contribution 

requirement. 

We note, however, that although we find no systematic evidence in our 

quantitative data for exclusion of poor communities under the cash contribution 

arm, qualitative evidence from our field staff still provides some cause for concern 

in this respect. Field staff do report, in several instances, that in their view a 

community or group of households failed to raise contributions because they 
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simply could not afford to raise the contributions. In some cases, it was the sub-

group within the community who was chosen to receive the well, on the basis of 

arsenic contamination, which could not then afford to raise the contributions. 

Additionally, field staff also report cases where women played a very active role in 

decision-making during the meeting but then after the meeting the men of the 

community, who typically control family expenditures, declined to contribute 

towards the cost of the well. In these cases, the community did not successfully 

raise the cash contributions and the wells were not installed. 

 

8.2 Distribution of contributions within communities 

Table 3 reports the fraction of community households who contribute under 

the cash and labour contribution requirements. Across all communities (panel a), 

we find a similar fraction of households contributing. This is striking, given the 

large differences in take-up across treatment arms. Panel b) shows that this is 

explained by a much higher fraction of households contributing in successful 

communities under the cash treatment arm than under the labour treatment 

arm.31  

Table 3 uses contribution data from project records. Cash contribution 

records coincide very closely with self-reported data on cash contributions from 

surveys, and labour contribution records slightly less so.32 We also replicate the 

analysis using self-reported data on contributions (Appendix Table E8). The mean 

fraction of households contributing is substantially larger under the labour 

contribution when we use self-reported data than when we use project records. 

However, it remains the case that in communities who successfully meet project 

 
31 Appendix Table E7 reports similar results using raw numbers of contributing households. 

32 For cash contributions, 96% of survey responses coincide with project records, while for labour 
contribution records, 84% of survey response coinciding with project records (Appendix Table E2). 
In both cases, most of the difference is accounted for by households which report contributing 
during the surveys but were not recorded as contributing in project records. 
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requirements, the fraction of households contributing is higher under the cash 

contribution requirement than under the labour contribution requirement. 

The large number of contributors in communities that successfully raised 

the cash contribution contrasts with previous work. In a similar context, 

Madajewicz et al. (2019) found that a very small number of households contributed 

towards cash contributions — finding indeed that in half of communities a single 

household paid the cash contribution for each water source installed. Madajewicz 

et al. (2019) also describe suggestive evidence for an association between low 

numbers of contributors and elite capture. In the present context, field staff do 

report that individuals regularly offer to entirely fund the cash contribution, but 

only if the well is built on their land. When this occurred during meetings, field 

staff discouraged communities from accepting contributions from a single 

household. In some cases, field staff attempted to impose the requirement that 

multiple households contribute.33 Such a requirement is not truly enforceable — 

communities can always misreport who paid the cash contribution — but this may 

have discouraged households from permitting such an allocation. 34  When 

individual households offered to pay the contributions in exchange for locating the 

well on their land after the meetings, field staff informed them that location 

decisions taken during the meetings were binding, and could not be changed. We 

conclude from these patterns of behaviour that a cash contribution requirement 

may facilitate elite capture in other contexts, in the absence of the features of 

program implementation that appear to have shut down this channel in this 

context. In the absence of single, presumably wealthy households meeting the 

contribution requirement — whether benevolently or with the intention to capture 

the project benefits — communities only successfully raised the cash contribution 

 
33 The study protocol specified that communities should be free to decide how to divide the 
community contribution among themselves, but some of our field staff misunderstood or 
misapplied the study rules. 

34  It could also have encouraged over-reporting of the number of households contributing. 
However, there  is very good agreement between cash contributions as recorded by our project staff 
and cash contributions  as reported in household surveys, suggesting that this is unlikely to be the 
case. 
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when they were able to successful overcome the collective action problem and 

collect funds from a larger number of households. 

In Table 4, we study the characteristics of households who contribute in 

either cash or labour. The coefficients reported in the table describe the mean 

difference between contributing households and non-contributing households 

within communities that successfully raised contributions. We find that within 

successful communities, contributors are more strongly selected with respect to 

arsenic contamination under the cash contribution requirement than under the 

labour contribution requirement. 

We find no evidence that the labour contribution requirement 

systematically penalizes poorer households. Among both cash and labour 

contributions, contributing households are less likely to be poor than non-

contributing households, and we cannot reject the null hypothesis that the wealth 

differences between contributing and non-contributing households are the same 

across both contribution arms, for a number of measures of wealth. Households 

identified as leaders and network-focal households are more likely to contribute 

under both contribution treatments. 

Table 4 uses contribution status as recorded by our field staff. We also 

replicate the same analysis using self-reported data on contribution status 

(Appendix Table E9). The results are very similar, with the exception of the 

relationship between household attendance at the meeting and contributions. 

Table 4 shows that households recorded as contributing towards labour 

requirements by project staff were much more likely to have attended the 

community meeting than households who were not recorded as contributing. This 

relationship disappears when we use self-reported data on contributions, 

suggesting that the correlation between household attendance and labour 

contributions shown in Table 4 may be an artefact of how project staff recorded 

labour contributions. 



CHAPTER III  

136 

8.3 Decision-making process 

Table 5 shows how features of the decision-making process respond to the 

contribution treatment. Attendance at the meeting is similar across all three 

treatment arms, which is unsurprising because we only revealed the contribution 

requirements at the final meeting (see Appendix Table E10). We first evaluate how 

many households are recorded by project staff as actively participating in the 

meeting, meaning that at least one household member speaks somewhat 

extensively and influentially. On average, only 5 to 6 households participate 

actively in community meetings. More households participate actively under the 

labour contribution requirement than under the cash contribution requirement or 

contribution waiver. 

A much smaller number of women participate actively in community 

meetings. The mean across all treatment arms is 0.35, with no woman participating 

actively in 81% of meetings. The number of women participating is highest under 

the labour contribution requirement and lowest under the cash contribution 

requirement, but the differences are very small. 

On average, project staff record that communities discuss between 1 and 2 

proposed sites for each offered well. Communities discuss most potential sites 

under the labour contribution requirement and fewest under the cash contribution 

requirement, although the differences are not statistically significant. However, 

communities assigned to the labour contribution arm — by chance — had slightly 

more wells assigned to them, so communities under the labour contribution 

requirement discussed significantly more sites in total (Appendix Table E11). 

Communities chose a higher fraction of private sites under the cash 

contribution requirement than under the labour contribution requirement. Wells 

installed on private land may be more vulnerable to elite capture. However, the 

differences across models are small and could simply arise due to chance. 
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We also evaluate how the duration of the meeting varied across treatment 

arms. 35  Longer meetings could indicate more intense deliberation of the well 

location problem. However, longer meetings could also be more fractious or 

contentious. In practice, we find that average meeting duration does not vary 

widely across treatment arms. 

Table 6 shows how chosen sites vary across treatment arms. To evaluate the 

chosen sites, we create a grid of all feasible locations within the community, at 20m 

resolution.36 We then predict use of a well at each gridpoint (or pair of gridpoints) 

using the distribution of households and arsenic contamination at baseline. In 

particular, we predict how much of a household’s water would be obtained from a 

source in a given location using the distance between the household and the water 

source, the household’s baseline arsenic contamination, and mean take-up rates 

across all wells we installed during the program. We aggregate these predictions 

across households to predict the amount of the community’s water that could be 

obtained from a source in a given location, if take-up rates were equal to their mean 

value across the study sample. 

We report four measures of location optimality. The first is predicted take-

up, a measure of how much of take-up can be explained purely by the chosen 

location. Mean predicted take-up is around 11% of the community’s water. Second, 

we predict the reduction in exposure to arsenic contamination at the WHO 

standard. Third, we predict the reduction in exposure to arsenic contamination at 

the Bangladeshi standard. Finally, we predict the change in the GINI in arsenic 

contamination under the predicted take-up pattern. 

Table 6 reports how the quality of the location varies across treatment arms, 

both in raw terms and using a rank measure which abstracts from differences in 

community geography which determine the range of possible impacts. The rank 

 
35 We focus on the first meeting. 

36 For communities with two tubewells, we compare the two selected sites to the full distribution of 
pairwise combinations of sites across the community. For proposals in communities with two 
tubewells, we compare  all possible permutations of locations discussed. 
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measure takes the value 1 if the location chosen is the best location with the 

(highest take-up or impact, or largest reduction in inequality) in the whole 

community, and 0 if the location chosen is the worst. 

For measures of predicted take-up and predicted reduction in arsenic 

contamination at the WHO standard, communities take the best decisions under 

the labour contribution requirement. For measures of predicted reduction in 

arsenic contamination at the WHO standard, communities took the best decisions 

under the cash contribution requirements and the worse decisions under the 

contribution waiver. These results suggest that most socially optimal decisions 

may be taken under the labour contribution requirement. 

 

8.4 Program impact 

Table 7 reports measures of program impact under the three treatment 

arms. In panel a), we report estimates of program impact with respect to four 

measures of arsenic contamination, defined with respect to the WHO and 

Bangladeshi thresholds, in household drinking water and at water sources. The 

coefficients can be interpreted as the change in arsenic contamination between 

baseline and follow-up, relative to the change in the control group. 

Relative to the control group, only the labour and waiver treatment arms 

experience declines in arsenic contamination. The decline in the household 

measures of contamination is not statistically different from the control group, but 

the declines in arsenic contamination measured in water sources are.37 As we noted 

 
37  Households in the control group experience relatively large secular decreases in arsenic 
contamination between baseline and follow-up,  with household arsenic contamination at the WHO 
threshold falling by 9.8%. There are a number of potential explanations for such a decline, including 
spontaneous well-switching in response to the baseline water testing census (as found by Jamil et 
al., 2019), but in our case this seems most likely to be explained by mean changes in measured 
source contamination. In a panel of more than  6,000 wells for which we have contamination data 
at both baseline and follow-up, the mean change in arsenic contamination was -6% at the WHO 
threshold and -1.2% at the Bangladeshi threshold in wells in control communities, with statistically 
equivalent declines in each of the treatment arms (Appendix Table E13). Measured arsenic 
contamination levels in shallow tubewells may have changed between baseline and follow- up 
because of extreme flooding, which occurred in the study area just before our follow-up survey. The 
declines in measured arsenic contamination in tubewells for which we have both baseline and 
follow-up data are very close in magnitude to the observed declines in household and water source 
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in Section 6, the arsenic test we implement is less likely to detect contamination in 

samples of stored water, potentially explaining why the results are stronger for 

water source contamination than household contamination. Across the three 

treatment arms, we reject the null hypothesis that the decline is the same under 

the cash requirement as under the labour requirement or contribution waiver for 

most of the measures of arsenic contamination. Impact under the labour 

requirement is larger than under the contribution waiver at the WHO threshold, 

but smaller at the Bangladeshi threshold. However, we do not reject the null 

hypothesis that the changes in arsenic contamination are the same under the 

labour contribution requirement and the contribution waiver for any measure of 

impact.  

Panel b) reports two additional measures of program impact, the fraction of 

households using at least one project source and the volumetric share of water per 

day from the project wells. Across all treated communities, 17% of households 

report collecting at least some of their water from a project well, but many 

households continue to use other sources at the same time, so that only 6.7% of 

household water is collected from project sources. Among treated communities 

where we installed at least one well, these figures rise to 26% and 10.5%, 

respectively. Panel b) shows that we also reject the null that use of project sources 

is the same under the cash contribution arm and either of the two other 

contribution treatment arms, but that we never reject the null that the impact is 

the same under the labour contribution requirement and the contribution waiver. 

No household in the control group reports using a project-installed well, 

likely reflecting the fact that households are reluctant to use distant sources. The 

average distance between households in control communities and installed wells 

corresponds to about 7 minutes walking time and take-up of new wells is negligible 

at more than about 5 minutes of walking time (Cocciolo et al., 2019a). The natural 

 
contamination in the control group. 
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boundaries we exploit to create treatment units also likely imply geographical 

impediments to water collection between treatment units. 

All effects we report in Table 7 are intent to treat effects. The estimated 

effects are larger in a sample in which we exclude communities in which 

installation attempts failed and weight communities in which we did not attempt 

installation by their probability of installation success. However, the comparison 

across models is similar in this subsample (Appendix Table E14). 

As we showed in Table 2, there is stronger selection into installation under 

the cash contribution requirement than other the two treatment arms. All else 

equal, we expect impact to be higher in communities with higher baseline arsenic 

contamination, because take-up of the new source is likely to be higher and the 

change in arsenic contamination likely to be larger. However, the screening effect 

does not translate into larger treatment effects in successful treatment units under 

the cash contribution requirements than under the other two contribution 

treatments. Restricting the treated sample only to communities in which we 

successfully installed at least one well, the treatment effect under the cash 

contribution arm is smaller than the effects under the other two contribution 

requirements with respect to seven out of eight comparisons, although we do not 

reject the null hypothesis that effects in communities in which we successfully 

installed wells are the same across all three treatment arms (Appendix Table 

E15).38 We thus find no evidence that screening translates into higher impact in 

treated communities. 

Table 8 shows how users of project sources compare to the other households 

in the same community. We measure use in terms of the fraction of household 

water obtained from a project source, so the coefficients reported reflect the mean 

difference between a household that uses no water from a project source and a 

household that obtains all its drinking water from a project source. 

 
38  Eight comparisons reflects pairwise combinations between two thresholds for arsenic 
contamination, tests at household and water source, and the contribution waiver and labour 
contribution arm. 
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Households with higher baseline arsenic contamination are more likely to 

adopt the well, most strongly under the labour contribution arm. Smaller 

households are more likely to collect more of their water from project sources, 

probably because larger households collect a larger volume of water overall and are 

less likely to collect a high fraction of it from project sources. Wealthy and upper 

income households are somewhat less likely to use project sources. Leaders are less 

likely to use project sources under the cash contribution requirement and more 

likely to use project sources under the contribution waiver. Use declines with 

distance from the project source. 

9 Discussion 

Community contribution requirements are nearly ubiquitous in 

participatory development projects (White et al., 2018), but we have little causal 

evidence on the consequences of imposing such requirements. This study provides 

the first experimental comparison between imposing a community contribution in 

cash or labour and providing an identical intervention without such a requirement. 

We find a very substantial decline in take-up under the cash contribution 

requirement but essentially no decline in take-up under the labour contribution 

requirement. The most likely explanation is that the real value of time is much 

lower than its nominal value in the rural communities in which we work. 

Communities who do successfully raise the cash contribution requirement do so 

by solving the collective action problem and coordinating contributions from a 

relatively large number of households. The decline in take-up under the cash 

contribution requirement translates into large reductions in project impact 

compared to the other two treatment arms. 

We find no evidence that either contribution requirement systematically 

penalizes poorer households, either by excluding poorer communities from 

participating or through poorer households contributing a regressive share of the 

labour contribution requirements. 
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Taken together, our results do not support the hypothesis that the cash 

contribution requirement facilitates elite capture in our context. However, other 

features of our project design may have dissuaded elite capture. Field staff 

discouraged communities from accepting allocations in which single households 

paid the entire cash contribution. The consensus-based decision-making approach 

we implement appears to reduce elite capture in other contexts (Madajewicz et al., 

2019). Anecdotal evidence from our field staff also suggests that providing 

communities with extensive baseline arsenic contamination data may have helped 

constrain elite capture. In one community, for example, two groups were engaged 

in intense discussion over which of two sites should be chosen. One group called 

in a local politician, who was connected to that group, to intervene on their behalf. 

The politician arrived at the meeting, looked at the map, and announced that he 

could not support their claim and that the second site should be chosen, because it 

had higher arsenic contamination. The availability of comprehensive arsenic 

contamination data may thus have helped prevent elite capture by making it 

transparent when decisions unfairly disadvantaged groups with higher need. 

However, field staff report that individual households regularly offer to pay the 

cash contribution if a well is installed on their private land. While measures we put 

in place to constrain elite capture appear to have been effective, we caution that 

the results of imposing a cash contribution might be different in the absence of 

similar measures. 

We find few systematic differences between the labour contribution 

requirement and the contribution waiver in the short run. Debate over well 

locations is more intense and inclusive under the labour contribution requirement 

and locations appear to be more socially optimal, but take-up and impact are not 

statistically different in the short run. 

One of the central motivations for imposing community contributions is 

that communities who contribute to installation costs are more likely to maintain 

and repair project assets over time. Additionally, elite capture may take place over 

longer time scales, once the implementing organization has withdrawn from the 

intervention area. The results in this paper focus on the short-run effects. In future 
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work, we will track maintenance, repair, functionality and accessibility of installed 

wells over time. 

Our results have important policy implications. First, they suggest that 

there may be welfare advantages to allowing poor rural communities to meet 

contribution requirements in labour rather than cash, because the real cost of time 

is often lower than its nominal value in such communities. Second, however, our 

results question the policy of imposing contribution requirements at all, since we 

observe no clear advantage of the labour contribution requirement over the 

contribution waiver, and a clear disadvantage of the cash contribution requirement 

as compared to the contribution waiver. Implementing organizations may wish to 

carefully consider whether the efficiency gains of imposing contributions outweigh 

the potential negative consequences. 

Our results test the impact of imposing community contributions in cash or 

labour in one specific context, projects to provide safe drinking water in rural 

Bangladesh. Whether the impact of imposing community contributions differs in 

other contexts is an open question, which we leave for future research. 
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11 Figures 

Figure 1: Arsenic contamination in Bangladesh 
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Figure 2:  Project timeline 
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Figure 3: Map of treatment and control communities 
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Table 2: Selection into  attempted installation 
 

 
 

 
 

 
 
 
 
 

 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 

 
 

 
 

 

 

Notes: Each row reports results from a separate regression of community mean baseline characteristics on treatment arm dummies and treatment arm 

dummies interacted with the fraction of wells offered to a given community for which the community successfully completed all necessary     steps for the 

project to attempt well installation. The unit of observations is the community.  Clustered standard errors are shown in parentheses.  Stars shown in columns 

1 to 3 show statistical significance of the difference between successful and unsuccessful communities under the respective treatment arm, based on analytical 

standard errors. p values reported in columns 4 to 6 test the null hypothesis that the difference between successful and unsuccessful communities is the same 

under the two contribution requirement treatments, using randomization-based inference. 

 
Cash x  

Labour ×
 

Attempt 
Attempt 

Waiver × 
Attempt 

Cash = 
Waiver 

Labour = 
Waiver 

Cash = 
Labour 

Obs 

(1) (2) (3) (4) (5) (6) (7) 

a) Demand       

Share of arsenic contamination HHs (WHO) 0.18*** -0.03 0.11 0.480 0.512 0.058 129 

 (0.07) (0.07) (0.18)     

Share of arsenic contamination HHs (BD) 0.16 0.07 0.13 0.814 0.672 0.306 129 

 (0.10) (0.09) (0.12)     

Average WTP in BDT 1.4 41.8*** 13.2 0.718 0.134 0.198 129 

 (19.8) (13.8) (11.2)     

Average WTP in hours -3.9 -12.8 -2.5 0.850 0.876 0.150 129 

 (2.9) (12.5) (1.9)     

b) Income       

Predicted share of HHs below poverty threshold 0.02 0.02 -0.01 0.326 0.652 0.968 129 

 (0.03) (0.05) (0.04)     

Mean HH assets index -0.12 0.05 0.20 0.276 0.804 0.548 129 

 (0.18) (0.41) (0.21)     

Share of HHs in top-20% assets index -0.02 -0.02 0.05 0.162 0.540 0.980 129 

 (0.03) (0.07) (0.04)     

Share of middle-upper income HHs -0.03 0.05 -0.01 0.766 0.544 0.272 129 

 (0.04) (0.06) (0.06)     

c) Education       

Share of not-educated HH heads -0.02 -0.05 0.01 0.612 0.398 0.498 129 

 (0.05) (0.05) (0.05)     

Share of illiterate HH heads -0.04 -0.03 0.02 0.286 0.566 0.854 129 

 (0.05) (0.06) (0.04)     

d) Availability of labour       

Mean household size -0.24** -0.00 0.09 0.034 0.534 0.066 129 

 (0.09) (0.12) (0.08)     

TU size -11 69** -48 0.118 0.018 0.004 129 

 (18) (23) (33)     

e) Social cohesiveness       

Share of Muslim HHs 0.07* 0.12 0.04 0.710 0.826 0.576 129 

 (0.04) (0.14) (0.07)     

Share of HHs knowing association -0.03 0.04 0.14* 0.004 0.606 0.194 129 

 (0.04) (0.11) (0.08)     

Share of HHs with high trust towards community -0.01 0.10 0.19*** 0.008 0.456 0.106 129 

 (0.07) (0.08) (0.07)     

Clusters per 100 HHs -0.17 0.02 0.23 0.160 0.560 0.464 129 

 (0.17) (0.18) (0.28)     
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Table 3: Contributing households 
 

Cash Labour Cash = 
Labour 

 

 
Obs 

(1) (2) (3) (4) 

a) All communities 

Contributed 0.030 0.035 0.752 13804 

(0.009) (0.003) 

b) Communities successfully raising contributions 
 

Contributed 0.086 0.038 0.028 7485 
 (0.014) (0.004)   

Notes: Standard errors are clustered at community level and shown in parentheses. Pvalues test 

pairwise significance of the difference between the means across models, from a regression of the 

outcome variable  on indicators for the three types of treatment (with no constant and Union    FE). All 

regressions are at household level and weighted by the inverse of TU size. 
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Table 4: Characteristics of contributing households 
 

Cash x Labour x Cash = Obs 
 Contributed 

(1) 

Contributed 

(2) 

Labour 

(3) 
 

(4) 

a) Demand     

Arsenic contamination (WHO) (HH test) 0.14*** 0.07 0.285 3265 

 (0.03) (0.06)   

Arsenic contamination (BD) (HH test) 0.22*** -0.01 0.005 3265 
 (0.05) (0.06)   

WTP for socially optimal site (BDT) 104 8 0.198 3266 
 (71) (24)   

WTP for socially optimal site (hours) -0.6 1.3 0.490 3266 
 (2.4) (1.4)   

Household size 0.36** -0.06 0.053 4137 

 (0.16) (0.14)   

b) Income     

Poverty index -0.06** 

(0.03) 

-0.04* 

(0.02) 

0.518 4122 

Wealthy households (top-20% HH assets index) 0.09* 0.00 0.129 4126 
 (0.05) (0.03)   

Upper income HH -0.01 -0.02 0.418 4137 
 (0.01) (0.01)   

Bottom income HH -0.05 -0.06** 0.878 4137 
 (0.05) (0.03)   

c) Social characteristics     

Leader household 

 
Network nominations 

0.15*** 

(0.05) 

0.40*** 

0.07** 

(0.03) 

0.21** 

0.206 

 
0.192 

13804 

 
13804 

 (0.12) (0.09)   

Muslim household 0.01 -0.03 0.113 4068 
 (0.04) (0.14)   

d) Project benefits     

HH attendance 

 
Distance HH-closest project TW 

0.15* 

(0.09) 

-74*** 

0.35*** 

(0.04) 

-78*** 

0.046 

 
0.849 

13676 

 
4059 

 (19) (13)   

Notes: Standard errors clustered at community level and shown in parentheses. p values test pairwise significance of 

difference between contributors and non-contributors across models, from a regression on indicators for contribution 

status interacted with contribution treatment and community fixed effects. The unit of observation is the household. 

Weights  applied so that each community counts equally in summary statistics.  Contribution status is determined  from 

project records.  
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Table 8: Characteristics of households using the project TW 

 

 
Cash x  
User 

Labour 
× User 

Waiver × 

User 

Cash = 

Waiver 

Labour 
= 

Waiver 

Cash = 
Labour 

Obs 

 (1) (2) (3) (4) (5) (6) (7) 

a) Demand        

Arsenic contamination (WHO) (HH test) 0.11** 0.21*** 0.02 0.289 0.052 0.222 2649 
 (0.05) (0.07) (0.07)     

Arsenic contamination (BD) (HH test) 0.21 0.15** 0.02 0.200 0.218 0.694 2649 
 (0.13) (0.07) (0.08)     

WTP for socially optimal site (BDT) -51.1 21.3 28.3 0.122 0.887 0.180 2650 
 (39.7) (36.7) (32.5)     

WTP for socially optimal site (hours) 2.4 0.6 0.6 0.761 0.977 0.772 2650 
 (5.9) (2.0) (2.0)     

Household size -0.04 -0.58*** -0.29 0.506 0.259 0.151 3391 
 (0.33) (0.17) (0.19)     

b) Income        

Poverty score - 2 USD 0.03 0.00 0.01 0.772 0.772 0.534 2633 
 (0.04) (0.03) (0.04)     

Wealthy households (top-20% HH assets index) -0.11 -0.01 -0.07* 0.605 0.423 0.296 3376 
 (0.08) (0.05) (0.04)     

Upper income HH -0.03** -0.01 0.00 0.201 0.898 0.388 3391 
 (0.01) (0.02) (0.02)     

Bottom income HH 0.03 -0.03 -0.08 0.234 0.542 0.514 3391 
 (0.07) (0.06) (0.06)     

c) Social characteristics        

Leader household -0.11** -0.01 0.08* 0.004 0.065 0.081 3398 
 (0.05) (0.03) (0.04)     

Network nominations -0.36 0.11 -0.29 0.866 0.109 0.199 3398 
 (0.34) (0.14) (0.21)     

Muslim household 0.00 -0.05 -0.02 0.324 0.587 0.299 3341 
 (0.00) (0.05) (0.02)     

d) Project benefits        

HH attendance 0.07 0.01 0.20*** 0.548 0.029 0.773 3394 

 
Distance HH-closest project TW 

(0.21) 

-133*** 

(0.06) 

-217*** 

(0.07) 

-166*** 

 
0.559 

 
0.169 

 
0.123 

 
3334 

 (49) (24) (28)     

Notes: Standard errors clustered at community level and shown in parentheses. p values test pairwise significance of 
difference across models, from a regression on indicators for the three treatments (with TU FE). Regressions are at 
household level and weighted by the inverse of TU     size. Regressions only on TU where we successfully installed all offered 
water sources. 
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13 Appendices 

A Recruitment and study population 

The sample of communities and households used for this project is defined 

through several steps, illustrated in Appendix Figure A1. 

A1 Eligibility 

Our intervention is targeted towards communities exposed to arsenic 

contamination. Unfortunately, we had only limited data on arsenic contamination 

in the area when we began the study. We therefore used the data available to pre-

select communities for inclusion and then used our own testing data to confirm 

eligibility. 

We pre-selected a list of candidate villages for the intervention on the basis 

of contamination levels reported in the available sources of arsenic testing data. 

We had access to village-level data from the following data sources: (i) data from 

the Bangladesh Arsenic Mitigation Water Supply Project (BAMWSP), which 

included a large tubewells screening program conducted between 1999 and 2006; 

(ii) the assessment from the Department of Public Health Engineering (DPHE) on 

the most arsenic contaminated villages in the Bogra region; (iii) data collected in 

2008 from the Bangladesh Social Development Services (BSDS). We preselected 

as candidate villages for receiving our intervention all villages indicated by the 

DPHE or for which BAMWSP or BSDS data reported a share of arsenic 

contaminated tubewells equal or higher than 30%. We confirmed this initial 

selection by testing for arsenic contamination a small sample of tubewells in the 

village. 

A2 Treatment unit definition 

For the candidate villages identified using pre-existing information, we 

obtained the most updated list of resident households from administrative sources. 

For logistical reasons, we implement the program in geographically defined 

treatment units of between 50 and 250 households. We use the terms “treatment 

unit” and “community” interchangeably throughout this document. 
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To define treatment units, we used available household administrative lists 

in order to obtain village sizes, exclude from the study villages with less than 50 

households and divide larger villages into several smaller treatment units along 

natural boundaries. Following this process, we identified 192 candidate treatment 

units in 103 villages, of which 51 were divided in two or more treatment units. We 

conducted a full census of existing sources of drinking water in these candidate 

treatment units. 

We used the water source contamination data in order to finalize the 

selection of the treatment units eligible for receiving the arsenic mitigation 

program. Specifically, we excluded from the study all treatment units with less than 

15% of arsenic contaminated water sources. We further screened treatment units 

with less than 25% of arsenic-contaminated water sources, including them in the 

program only if they presented a well defined cluster of contaminated water 

sources. To evaluate these treatment units with between 15% and 25% 

contamination, we reviewed the maps obtained from the water source census. We 

excluded treatment units where arsenic contaminated water sources were 

geographically scattered, because in these cases all households in the village 

already had a nearby source of arsenic-safe water. 

The administrative data available to define treatment units was of limited 

quality. In particular, the administrative lists available sometimes did not 

correspond to the correct geographical location of households in the villages. As a 

result, we sometimes needed to redefine treatment units after collecting 

household-level data. We did this by reviewing the geo-coordinates of households 

and water sources collected during the baseline survey and via field visits by project 

staff. After several rounds of refinements we were largely successful in correctly 

defining treatment units with a comprehensive household list corresponding to a 

meaningful geographical entity. However, as a consequence of this process, the 

baseline household sample was not equally distributed across treatment units, 

with a larger number of households interviewed in some treatment units and a 

smaller number of households interviewed in others. At follow-up, we corrected 

for these disparities by adding to the baseline sample some randomly selected 
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households in treatment units where at baseline we interviewed less than 40 

households. In the analysis where we use the baseline sample, we correct for these 

disparities using sampling weights (Appendix B). 



C
H

A
P

T
E

R
 I

II
 -

 A
P

P
E

N
D

IX
 

 

16
0

 

  

F
ig

u
re

 A
1:

  S
a

m
p

le
 d

ef
in

it
io

n
 

 



161 

How do community contribution requirements affect local public good provision? 

 

A3 Household sample 

A3.1 Baseline We used the available household administrative lists in 

order to randomly sample 40 households in each treatment unit for the baseline 

household survey. We accommodated cases when selected households were not 

available for the interview or refused to participate by providing enumerators with 

a list of “replacement households”, sorted in random order. Enumerators 

documented this replacement process in the household list used by the 

enumerators and recorded outcomes in the survey form, as they were required to 

fill in a form for all household that they tried to locate and conduct the interview 

with. 

In 92% of cases the enumerators were able to conduct the interview with the 

household originally sampled for participating in the household survey at baseline. 

When this was not possible, the reason was that the household was not found in 

33% of the cases, that noone was at home during the visit from our enumerator in 

65% of the cases, or that the respondent refused to participate in the survey in 2% 

of the cases. Enumerators conducted the interview with the household head, their 

spouse, or another adult representative of the household. They always asked for 

their informed consent, both for the interview and, separately, for the water 

testing. 99.8% of households agreed to the interview. At baseline, we successfully 

conducted the household survey in a total of 6,529 households across 171 eligible 

treatment units. 

Occasionally, the number of households surveyed in a treatment unit was 

higher or lower than the targeted number of 40 households. This is because in 

some cases we had to revise the treatment unit definition after completing the 

household surveys and reviewing the locations of households: in some cases, the 

administrative units had misassigned households to clusters. We reassigned the 

households so that each treatment unit retained geographical consistency. 

A3.2 Follow-up At follow-up, we tried to survey all households already 

interviewed at baseline plus two sets of additional households. First, because in 

some treatment units we interviewed less than 40 households at baseline, at 
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follow-up we randomly re-sampled from the full household list in order to achieve 

a minimum representative sample of 40 households per community. We added 616 

randomly selected households to the baseline household sample. 

Second, we selected for the follow-up interview a non-random sample of 

households: households identified at baseline as community leaders, households 

with high baseline network centrality, and households that played a significant role 

during the CDD program implementation (e.g. households that contributed to co-

fund the project, donated land for tubewell installation, or elected for management 

and maintenance of the new water source). We identified 866 of these households. 

We selected 8,011 households for the follow-up interview, of which 6,529 

were already interviewed at baseline. The enumerators completed the interview 

with 99.7% of the households selected to participate in the followup household 

survey. We were unable to complete the interview with 5 households that migrated, 

4 households with no surviving household member and 5 households that refused 

to participate in the follow-up survey. The attrition rate between the baseline and 

the follow-up survey is 0.12%. Among households that we were able to successfully 

contact at follow-up, 99.9% agreed to the interview. 

 A3.3 Water testing We conducted the arsenic and fecal contamination 

test for all households surveyed and for all water sources that any interviewed 

household reported to collect water from for drinking and/or cooking, provided 

that the survey respondent agreed to the testing procedure. Respectively 99.7% 

and 99.1% agreed to the water testing at baseline and follow-up. 

Given the full sample of households interviewed at baseline, we obtained 

the arsenic and fecal contamination result for, respectively, 6,526 (99.9%) and 

6,502 (99.6%) household water tests. We obtained the arsenic and fecal 

contamination results from the test at the water source(s) used by the household 

for, respectively, 6,511 (99.7%) and 6,497 (99.5%) households. 

At follow-up, we obtained the arsenic and fecal contamination results for, 

respectively, 7,833 (99.2%) and 7,756 (97.6%) household water tests. Relatively to 

the tests conducted at the water source(s) used by the households, we obtained the 
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arsenic and fecal contamination test results for, respectively, 7,793 (98%) and 

7,477 (94.1%) households. 

B Sampling weights 

As shown in Appendix Figure A1 and described in Appendix A3, the 

household sample used for this study consists of a random sample of households 

drawn from household lists along with some households drawn from oversampled 

populations in some special categories of particular interest to the broader study 

e.g. leader households, network focal points, etc. 

The target number of randomly sampled households was 40 per treatment 

unit. However, because of the process to redefine treatment units, the baseline 

sample was not perfectly distributed across treatment units. At follow-up, we 

interviewed a minimum of 40 randomly sampled households per community, but 

some communities had more than 40 households in the sample. We use sampling 

weights throughout to ensure that each treatment unit counts equally in each 

analysis. 

In addition, the full follow-up sample includes households from special 

categories that we oversampled. The follow-up sampling weights also account for 

the probability of these oversampled households of being randomly selected from 

the full community population i.e. the weight applied to these households is the 

number of households with a given characteristic divided by the number of these 

households in the population. 

C Matching households to water sources 

Our data match households to the water sources they use. Our procedures 

for matching households to the water sources they use are novel, because the 

problem of matching households to decentralized infrastructure is not easy to 

solve. However, we extensively piloted the procedures in the field, and additionally 

built a number of checks into the process. We use different approaches to match 

households to water sources at baseline and at followup. 
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At baseline, we first conducted a full census of existing sources of drinking 

water. In order to identify all sources of drinking water, enumerators visited all 

households residing in the treatment unit and asked for an exhaustive list of nearby 

water sources. We used the existing administrative household list to structure the 

water source census, and collected information on households missing from that 

list during the census process. We also included public water sources in the census. 

We then conducted the baseline household survey in the randomly selected 

sample of households. Each household identified the water source(s) used to 

obtain water for drinking or cooking purposes, selecting water sources from the 

list established during the baseline water source census. We showed the 

respondent a picture of each water source that he/she identified, to ensure that we 

correctly match households to water sources. In case the respondent reported 

using a water source not included in the water source census data, we collected the 

relevant information from this new source. This happened in only 2% of the 

household surveys, indicating good coverage of the existing water sources from the 

census. 

At followup, we do not repeat the water source census from baseline, 

because of the cost of this exercise. Instead, we first conduct the household survey, 

and then collect data from all the water sources that households describe using. 

During the household survey, respondents can identify the water sources they use 

from the full baseline list of existing water sources, augmented, in treated 

communities, by the new project tubewell(s) installed without our intervention. To 

avoid resurveying water sources multiple times, we tag each water source with a 

zip tie. If an enumerator visits a source that has already been surveyed, they record 

a photograph and take GPS coordinates, enabling us to confirm the match to the 

water source data already collected by another enumerator. 
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D Balance checks 

Table D1: Balance checks: Water-related characteristics 

 

 Control Treated Cash Labour Waiver 

(1) (2) (3) (4) (5) 
Arsenic contamination (WHO) (HH test) 0.57 0.64* 0.65 0.66* 0.62 

 (0.02) (0.02) (0.03) (0.03) (0.03) 
Arsenic contamination (BD) (HH test) 0.19 0.26** 0.25 0.24 0.29***

 (0.02) (0.02) (0.03) (0.02) (0.03) 
Bacteria contamination (HH test) 0.67 0.62* 0.62 0.63 0.62 

 (0.02) (0.01) (0.02) (0.02) (0.02) 
Arsenic contamination (WHO) (primary WS) 0.63 0.72** 0.72* 0.73* 0.70 

 (0.03) (0.02) (0.03) (0.03) (0.03) 
Arsenic contamination (BD) (primary WS) 0.24 0.33** 0.33* 0.30 0.35*** 

 (0.02) (0.02) (0.03) (0.03) (0.03) 
Bacteria contamination (primary WS) 0.58 0.56 0.54 0.55 0.56 

 (0.02) (0.01) (0.02) (0.01) (0.02) 
Storage dummy (observed) 0.72 0.73 0.73 0.74 0.70 

 (0.02) (0.01) (0.01) (0.02) (0.02) 
Water is treated before drinking (primary WS) 0.082 0.088 0.080 0.12 0.068 

 (0.01) (0.01) (0.01) (0.02) (0.01) 
Time needed to collect water (mins) 2.2 2.2 2.2 2.2 2.2 

 (0.08) (0.04) (0.05) (0.04) (0.07) 
Water collected per day (litres) 58.7 58.8 58.7 56.0 60.3 

 (1.91) (1.34) (2.11) (2.01) (1.97) 
Pvalue of F-test for joint significance - vs control  0.188 0.248 0.502 0.032 

Pvalue of F-test for joint significance - vs labour   0.576  0.066 
Pvalue of F-test for joint significance - vs cash    0.576 0.802 
Pvalue of F-test for joint significance - vs waiver   0.802 0.066  

Pvalue of Hotelling’s T-Squared test - vs control  0.778 0.920 0.406 0.748 
Pvalue of Hotelling’s T-Squared test - vs labour   0.496  0.260 
Pvalue of Hotelling’s T-Squared test - vs cash    0.496 0.678 

Pvalue of Hotelling’s T-Squared test - vs waiver   0.678 0.260  

Notes: Table reports means and standard errors (in parentheses). Significance levels obtained from 
randomization based inference with controls for stratification by Union.  Joint F-test from regressing 
treatment dummy on full set  of variables and Union dummies and testing for joint significance. * p <0:1, ** p 
<0:05, *** p <0:01. 
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Table D2: Balance checks: Socio-economic characteristics 

 

 Control Treated Cash Labour Waiver 

 (1) (2) (3) (4) (5) 

Household size 3.9 3.9 3.9 3.9 3.9 

 (0.03) (0.02) (0.04) (0.03) (0.05) 

Poverty score - 2 USD 0.77 0.75 0.76 0.74 0.75 

 (0.01) (0.01) (0.01) (0.01) (0.01) 

Muslim household 0.95 0.95 0.95 0.93 0.96 

 (0.02) (0.01) (0.02) (0.02) (0.02) 

Network nominations 1.1 1.0 1.1 1.0 0.95 

 (0.05) (0.03) (0.06) (0.04) (0.04) 

Network size 2.8 2.8 2.9 2.8 2.8 

 (0.06) (0.04) (0.05) (0.06) (0.05) 

Leader household 0.099 0.086 0.080 0.096 0.082 

 (0.01) (0.00) (0.01) (0.01) (0.01) 

The household head has no education 0.41 0.43 0.41 0.43 0.44* 

 (0.01) (0.01) (0.02) (0.02) (0.02) 

Not educated HH members (%) 0.37 0.38 0.38 0.38 0.39 

 (0.01) (0.01) (0.01) (0.01) (0.01) 

Literacy rate in the household 0.54 0.54 0.54 0.54 0.52 

 (0.01) (0.01) (0.01) (0.01) (0.01) 

The household owns livestock 0.74 0.77 0.78* 0.76 0.77 

 (0.02) (0.01) (0.01) (0.01) (0.02) 

The household owns land for cultivation 0.53 0.53 0.52 0.56 0.51 

 (0.02) (0.01) (0.02) (0.02) (0.02) 

Land owned by the household (acres) 1.1 1.0 0.98 0.96 1.2 

 (0.07) (0.05) (0.06) (0.05) (0.07) 

HH has some toilet facility 0.84 0.84 0.82 0.85 0.84 

 (0.02) (0.01) (0.01) (0.01) (0.01) 

Number of rooms to sleep 1.9 1.9 1.9 1.9 1.8* 

 (0.03) (0.02) (0.03) (0.03) (0.02) 

The floor is made of earth or sand 0.84 0.84 0.85 0.84 0.83 

 (0.01) (0.01) (0.01) (0.01) (0.01) 

The roof is made of metal 0.95 0.97* 0.96 0.98** 0.96 

 (0.01) (0.00) (0.01) (0.01) (0.01) 

Mobile phone ownership 0.56 0.61** 0.60 0.63** 0.60 

 (0.02) (0.01) (0.02) (0.02) (0.02) 

Ownership of a motorized vehicle 0.055 0.068 0.070 0.077** 0.057 

 (0.01) (0.00) (0.01) (0.01) (0.01) 

Wealthy households (top-quintile HH assets index) 0.18 0.20 0.21 0.21 0.20 

 (0.01) (0.01) (0.01) (0.01) (0.01) 

High trust towards community 0.48 0.49 0.48 0.45 0.52 

 (0.01) (0.01) (0.02) (0.02) (0.02) 

Know association 0.27 0.30 0.28 0.29 0.30 

 (0.02) (0.01) (0.01) (0.02) (0.02) 

Pvalue of F-test for joint significance - vs control  0.154 0.302 0.600 0.674 

Pvalue of F-test for joint significance - vs labour   0.722  0.374 

Pvalue of F-test for joint significance - vs cash    0.722 0.558 



How do community contribution requirements affect local public good provision? 

 

Pvalue of F-test for joint significance - vs waiver 47  0.558 0.374  

Pvalue of Hotelling’s T-Squared test - vs control 0.156 0.662 0.476 0.280 

Pvalue of Hotelling’s T-Squared test - vs labour  0.946  0.574 

Pvalue of Hotelling’s T-Squared test - vs cash   0.946 0.446 
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E Additional Tables 
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How do community contribution requirements affect local public good provision? 

 

 

 

Table E3: Socio-economic characteristics - Descriptive statistics 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Notes: The table reports means and standard errors (in parentheses), obtained from a regression 
with no constant of each control on indicators for the study sample and the nationally- 
representative sample. Standard errors are clustered at Primary Sampling Units level (“Treatment 
unit” for the study sample and “Cluster” for the Nationally representative sample). 

 

  

 Study 

sample 

National 
population 

(rural) 

 
Household size 

 
3.9 

 
4.6 

 (0.022) (0.015) 
The household head is muslim .94 .87 

 (0.012) (0.006) 
The household head has no education .42 .46 

 (0.009) (0.004) 
The household owns livestock .76 .74 

 (0.009) (0.004) 
The household owns land for cultivation .53 .48 

 (0.011) (0.004) 
Land owned by the household (acres) 1 1.2 

 (0.049) (0.053) 
HH has some toilet facility .84 .94 

 (0.008) (0.003) 
Number of rooms to sleep 1.9 2 

 (0.016) (0.009) 
The floor is made of earth or sand .84 .85 

 (0.008) (0.004) 
The roof is made of metal .96 .92 

 (0.005) (0.003) 
Mobile phone ownership .6 .83 

 (0.017) (0.003) 
Ownership of a motorized vehicle .065 .051 

 (0.004) (0.001) 
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Table E4: Water-related characteristics - Descriptive statistics 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: The table reports means and standard errors (in parentheses), obtained from a regression with 
no constant of each control on indicators for the study sample and the nationally-representative sample. 
Standard errors are clustered at Primary Sampling Units level (“Treatment unit” for the study sample and 
“Cluster” for the Nationally representative sample). 

  
 Study 

sample 
National 

population 
(rural) 

Arsenic contamination (WHO) (HH test) .63 .61 
 (0.017) (0.009) 

Arsenic contamination (BD) (HH test) .24 .17 
 (0.016) (0.006) 

Bacteria contamination (HH test) .65 .63 
 (0.010) (0.010) 

Arsenic contamination (primary WS) 37 34 
 (2.248) (1.586) 

Arsenic contamination (WHO) (primary WS) .69 .59 
 (0.018) (0.011) 

Arsenic contamination (BD) (primary WS) .31 .19 
 (0.017) (0.008) 

Bacteria contamination (primary WS) .54 .39 
 (0.010) (0.011) 

Storage dummy (observed) .73 .19 
 (0.011) (0.002) 

The water is treated before drinking (primary WS) .087 .035 
 (0.008) (0.002) 

Time needed to collect water (mins) 2.2 15 
 (0.038) (0.268) 

Water collected per day (litres) 59 79 
 (1.199) (1.160) 
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Table E5: Monitoring of the intervention 

 

Indicator Mode of data collection 
 

Treatment randomization 
Number of public lottery meetings organized Researcher 
records Preparatory visits, information gathering, community mobilization 
Number of visits carried out Activity report 
Number of landmarks identified Electronic form 
Number of information meetings organized Electronic 
form Community decision-making 
Number of community meetings organized Electronic  form/Activity report 
Duration of the community meeting Attendance sheet/Audio record 
Attendance at the community meeting Attendance sheet 
Number of households actively participating in the discussion Attendance sheet/Audio record 
Number of locations discussed during the community meeting Electronic form/Project staff report 
Number of locations agreed on during the community meeting Electronic form/Project staff report 
(If cash treatment) Collection of cash contributions 
Number of visits carried out Activity report 
Total cash contributions collected Electronic form 
Number of contributing households Electronic 

form Installation of the pumpbody 
Number of installed deep tubewells Electronic form/Office records  
(If labour treatment) Number of contributing households Electronic form 
Days between agreement and construction of the pumpbody Electronic form/Office records 

Tubewell depth Electronic form 
Water testing 
Number of water samples collected Electronic form 
Arsenic contamination Laboratory test 
Iron contamination Laboratory test 
Manganese contamination Laboratory test 
Construction of the platform 
Days between agreement and construction of the platform Electronic form/Office records  
Selection of caretakers 
Days between agreement and caretakers selection Electronic form/Office records 
Number of meeting for caretakers selection Attendance sheet/Activity report  
Attendance at the meeting for caretakers selection Attendance sheet 
Number of caretakers selected Electronic 
form Caretakers training 
Number of caretakers training sessions organized Office records 
Attendance at the caretakers training Office 

records Monitoring visits 
Number of visits carried out Electronic form/Activity report 

 

Notes: All indicators are at community or tubewell level, except the number of public lottery meetings organized and 
the number of caretakers training sessions organized. 
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Table E9: Characteristics of contributing households 

 

Cash x Labour x Cash = Obs 
 Contributed 

(1) 
Contributed 

(2) 
Labour 

(3) 
 

(4) 
a) Demand     

Arsenic contamination (WHO) (HH test) 0.058 0.030 0.588 2231 
 (0.04) (0.04)   

Arsenic contamination (BD) (HH test) .11** -0.031 0.023 2231 
 (0.05) (0.03)   

WTP for socially optimal site (BDT) 38.6 9.2 0.397 2231 
 (32.05) (13.25)   

WTP for socially optimal site (hours) 0.012 -0.81 0.714 2231 

 
Household size 

(2.03) 
.43*** 

(0.94) 
.18* 

 
0.113 

 
2939 

 (0.13) (0.09)   

b) Income     

Poverty index -0.042 -.031** 0.710 2933 
 (0.03) (0.01)   

Wealthy households (top-20% HH assets index) .089** 0.042 0.324 2932 
 (0.04) (0.03)   

Upper income HH 0.018 -0.0052 0.433 2939 
 (0.03) (0.02)   

Bottom income HH -0.027 -0.033 0.929 2939 
 (0.06) (0.02)   

c) Social characteristics     

Leader household .083** 
(0.04) 

.063*** 
(0.02) 

0.654 2939 

Network nominations 0.12 0.081 0.782 2939 
 (0.09) (0.11)   

Muslim household 0.0068 -0.014 0.268 2890 
 (0.00) (0.02)   

d) Project benefits     

HH attendance 
 

Distance HH-closest project TW 

.13** 
(0.06) 

-73.9*** 

.12*** 
(0.03) 

-57.6*** 

0.902 
 

0.368 

2934 
 

2900 

 (15.71) (8.97)   

Notes: Standard errors clustered at community level and shown in parentheses. p values test pairwise significance of 
difference between contributors and non-contributors across models, from a regression on indicators for contribution 
status interacted with contribution treatment and community fixed effects. The unit of observation is the household. 
Weights  applied so that each community counts equally in summary statistics.  Contribution status is determined  from 
self-reported data in endline surveys. 
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 Do community water sources provide 
safe drinking water? Evidence from a 

randomized experiment in rural 
Bangladesh 

1 Introduction 

Billions of people across the developing world still lack access to safe 

drinking water, a major determinant of health1 and, in turn, of welfare and income 

(Bloom and Canning, 2008; Pitt et al., 2020). Learning which interventions are 

effective in improving access to safe drinking water can be difficult, because the 

places in which interventions are successfully implemented are rarely comparable 

to the places in which interventions are not successfully implemented. This makes 

it hard for researchers to separate out the causal effects of the interventions. 

Randomized experiments resolve this problem, by ensuring that treatment and 

control groups are statistically identical with respect to all other characteristics 

before the intervention. Any differences between the groups that emerge after the 

intervention can thus be attributed to the causal effects of the intervention.2  

There is a gross imbalance, however, between the ways in which most 

households seek to obtain safe drinking water for their families and the 

interventions for which we have the strongest body of experimental evidence. More 

than half of rural households worldwide depend on community sources of water, 

but we know little with certainty about how successfully these sources provide safe 

drinking water, because of an almost total paucity of experimental evidence on the 

impacts of water infrastructure (Clasen et al., 2015). In contrast, there is an 

established experimental literature on the effects of household, or point-of-use, 

water treatments, even though few households use such treatments, especially 

 
1 See, e.g., Cutler and Miller (2005), as an example of a literature too extensive to review here. 

2 See, e.g., Banerjee and Duflo (2009). 
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among the poorest.3 This study provides the first experimental evidence on the 

impact of new community water source construction on drinking water quality. 

The context for this study is rural Bangladesh, where the challenge of 

providing safe drinking water is particularly stark. By 2015,  when this study began,  

only 52%  of Bangladesh’s 165 million citizens were using sources of drinking water 

that were free from both fecal contamination and arsenic, a natural pollutant that 

is common in shallow groundwater in Bangladesh (BBS and UNICEF, 2015). In 

many parts of Bangladesh, the primary intervention available to governments or 

non-governmental organizations is the construction of deep tubewells. These 

tubewells draw water from deep aquifers in which the groundwater is isolated from 

sources of fecal and arsenic contamination. Deep tubewells are expensive and must 

typically be provided at the community level. However, the effect of deep tubewell 

construction programs on access to safe drinking water is in practice unclear. 

Take-up rates are uncertain, leading to a range of estimates for cost-effectiveness 

that vary by a factor of 16 (Jamil et al., 2019). Additionally, providing deep 

tubewells may not solve the problem of fecal contamination in drinking water, 

because drinking water may be contaminated with fecal pathogens during 

transport and storage, even if source water is uncontaminated (Wright et al., 

2004). This study uses a randomized control trial to evaluate the impact of a 

program of community deep tubewell construction in rural Bangladesh on arsenic 

and fecal contamination in drinking water. 

The program we evaluate consists of a package of subsidies and technical 

advice to install deep tubewells. We implemented the program in 129 

communities, each of which consists of between 50 and 250 households. We 

successfully installed a total of 107 new deep tubewells. The wells installed under 

 
3  A recent Cochrane review of interventions to improve water quality found 45 randomized 
controlled trials, of which only one corresponded to an evaluation of improved water sources: this 
study consisted of 35 villages assigned to five treatment arms, of which 5 did not receive the 
intended intervention (Clasen et al., 2015). In contrast, UNICEF and WHO (2011) estimated that 
more than half of the world’s rural population depend on community sources, while less than 5% 
of the population of 35 countries with MICS survey data used any form of household water 
treatment other than boiling. In all regions, UNICEF and WHO (2011) note that the poorest 
households had the lowest rate of household water treatment use. 
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the program provide arsenic-safe drinking water, essentially eliminating arsenic 

contamination at source for those who collect all their drinking and cooking water 

from the wells. The wells also provide water that has lower rates of fecal 

contamination than other wells in the same communities, although a third still test 

positive for fecal contamination.4 Since the aquifers from which the deep tubewells 

draw water are isolated from fecal contamination, fecal contamination must be 

introduced via a different channel. Evidence from other studies suggests that the 

most likely channel may be the build-up of microbial organisms in the tubewell 

body during collective use (Ferguson et al., 2011; ICDDRB and UNICEF, 2018). 

In communities in which we successfully installed new wells, the median 

household is 1.6 minutes walk (around 130m) from a new well. Well take-up is 

modest. Among households whose drinking water is contaminated with arsenic at 

baseline, those that live closest to the well collect, on average, 30-40% of their 

drinking water from the source. Take-up declines rapidly with distance. Among 

households who do not adopt the well despite having household drinking water 

that is contaminated with arsenic at baseline, the majority say that women do not 

feel comfortable using a water source outside of their compound and that the wells 

are too far away, even when the wells are less than one minute walk away. 

We evaluate program impact using a household survey in more than 6,000 

households, combined with a large-scale water quality testing program. We test 

water quality in both samples of household drinking water and samples collected 

directly from all water sources used by study households, before and after the 

intervention. We measure both arsenic contamination and contamination with 

fecal bacteria in all samples. At baseline, we also conduct water quality tests in all 

other water sources in each community. Our evaluation therefore measures the 

impact of the deep tubewell construction program, combined with information 

 
4 Among installed tubewells, 34% test positive for fecal contamination, compared to 46% of other 
tubewells in the same communities. Other studies also find quite extensive bacterial contamination 
in deep tubewells. For example, Goel et al. (2019) find that 30% of 206 deep tubewells in Matlab, 
Bangladesh, tested positive for intermediate or higher E. coli contamination, implying no 
improvement with respect to rates of fecal contamination when compared to shallow tubewells in 
the same communities. See also Howard et al. (2006). 
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about water source quality, relative to a control group consisting of 42 

communities who only received information about water source quality. We 

estimate both the average effects of the program, regardless of whether or not wells 

are successfully installed, and “scaled” effects that, under additional assumptions, 

measure the effect of each well installed under the program. 

We find that households in treated communities use sources of improved 

quality with respect to arsenic and, to a lesser extent, fecal contamination. We 

estimate that, on average, each tubewell installed eliminates arsenic 

contamination at source for 10 households and fecal contamination at source for 4 

households. However, the modest improvements in source water quality with 

respect to fecal contamination are offset by increases in travel time and possibly by 

changes in storage behaviour. Our best estimates suggest that walking an extra 

minute to collect drinking water increases the risk of fecal contamination by 

around 1.7% while storing drinking water in the house before consumption 

increases the risk of fecal contamination by around 7%. The overall negative 

consequences of recontamination via increased transport and storage are small, 

however, because few households walk more than a minute to collect drinking 

water, and the majority of households do not change their storage behaviour as a 

result of the intervention. The net effect of the program is to reduce arsenic 

contamination in household drinking water, but not fecal contamination. We 

estimate that each tubewell installed eliminates arsenic contamination at the WHO 

level for around five households, but introduces fecal contamination into drinking 

water for around two households, although we cannot reject a small reduction or 

no effect on fecal contamination in household drinking water. 

Few previous studies provide experimental evidence on the effects of new 

water infrastructure. The closest precedent to this study is Kremer et al. (2011), the 

first experimental evaluation of the impact of improvements to pre-existing source 

water quality, through spring protection, on household water quality. Kremer et al. 

(2011) find that entirely removing source-level microbial contamination only 

reduces household microbial contamination by 24%, but cannot causally estimate 

what explains the remaining contamination. More generally, non-experimental 
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evidence draws mixed conclusions about the relative importance of source water 

contamination, and transport and storage behaviour in determining household 

drinking water contamination with fecal pathogens (e.g., Fewtrell et al., 2005; 

Clasen et al., 2015). Disentangling the effects of source water contamination, 

transport, and storage empirically is difficult, because households that live near 

safe water sources likely differ from those who live further away in other respects 

that also affect their drinking water, such as income or education. The intervention 

we evaluate creates entirely new sources, thus changing both source water quality 

and travel times, allowing us to make progress on understanding the determinants 

of household water quality. 

Globally, policymaker attention has turned away from focusing on the type 

of source to which households have access to the quality of water provided, as 

reflected in the transition from the Millennium Development Goals (MDGs) to the 

Sustainable Development Goals (SDGs). While MDG7 could be met by ensuring 

citizens had access to any improved source, SDG 6 can only be met by ensuring 

access to sources that are free of both fecal and priority chemical contamination. 

Our results have important implications for policy design, suggesting that 

community sources may be insufficient to ensure access to safe drinking water. 

This is partly because of recontamination during transport and storage, but 

additionally because the community sources we install appear, in practice, to 

become contaminated during collective use. Eliminating exposure to fecal 

pathogens in drinking water most likely requires strategies that go beyond 

improved community water sources. More specifically, our results confirm that 

deep tubewells can feasibly provide arsenic-safe water in rural Bangladesh, 

although the price per person whose exposure is reduced is between 2 and 4 times 

previous “best-case scenario” estimates for deep tubewells, which are based on 

rates of take-up that are higher than those we observe (Jamil et al., 2019).5 The 

relatively modest take-up rates we observe in this context occur despite our wells 

 
5  Jamil et al. (2019) assume 60% take-up of community deep tubewells among households 
previously  using an unsafe well within 100m of a new well, drawing on well-switching behaviour 
described in Mada- jewicz et al. (2007) and Chen et al. (2007). 
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being installed using “best practice” participatory approaches shown to be effective 

in reducing elite capture (Madajewicz et al., 2020), under the supervision of an 

experienced NGO partner, and with full information about the baseline geography 

of arsenic contamination, obtained via our universal baseline water source testing 

program. 

Our results suggest, however, that deep tubewell construction programs 

may have only a limited impact on reducing exposure to fecal contamination in 

rural Bangladesh. One particular recent concern is whether efforts to decrease 

exposure to arsenic contamination have inadvertently increased exposure to fecal 

contamination. Such inadvertent effects could arise either because households 

switch to sources that are arsenic safe but fecally contaminated or because 

households increase transport and storage times when they adopt more distant, 

safe sources (Buchmann et al., 2019; Wu et al., 2011). The small changes we see in 

transport and storage behaviour suggest that these are unlikely channels for 

inadvertent effects. Our results may allay fears that providing safer but more 

distant sources could result in large increases in exposure to pathogens via 

contamination in transport or storage, but leave unresolved the problem of how to 

reduce exposure to fecal contamination in drinking water in rural Bangladesh. 

One caveat is that our measure of fecal contamination is coarse, meaning 

that we cannot evaluate the level of fecal contamination in project wells, only 

whether or not fecal contamination is present. We may therefore not fully capture 

the reduction in exposure to fecal contamination at source. Future research is 

needed to quantify the extent of fecal contamination in deep tubewells and to 

better understand how deep tubewells become contaminated during use. 

The rest of this paper proceeds as follows. Section 2 describes the context 

and Section 3, the intervention. Section 4 briefly outlines a theory of change. 

Section 5 describes the study design. Section 6 describes the implementation of the 

intervention and take-up. Section 7 reports the mean effects of the program on 

source water quality, transport, and storage, and the resultant net effects on 

household drinking water quality. Section 8 estimates how source water quality, 
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transport, and storage each affect household drinking water quality with respect to 

fecal contamination. Section 9 concludes. 

2 Context 

In the 1970s and 1980s, infant mortality in Bangladesh was extremely high, 

with diarrheal disease a major cause of death. Diarrheal disease was often the 

result of exposure to fecal contamination through the use of surface water as a 

source of drinking water. Education campaigns successfully encouraged people to 

switch to shallow, hand-pumped tubewells, probably contributing, along with 

several other improvements in public health, to a steep decline in child mortality 

(Caldwell et al., 2003). 

However, in the 1990s, high levels of arsenic were discovered in the shallow 

ground-water. Arsenic is a natural pollutant. Long-term exposure to arsenic leads 

to a number of serious health conditions, including cancer (see, e.g., Hong et al., 

2014). Daily use of arsenic-contaminated water at the Bangladeshi safe water 

standard of 50 parts per billion (ppb) is associated with an additional 1 in 100 

lifetime risk of cancer, rising to more than 1 in 10 for water that is highly 

contaminated (Smith et al., 2000). Further, the Bangladeshi safe water standard 

is five times higher than the WHO standard (10 ppb), despite evidence of risks of 

exposure at levels below the WHO standard (Rahman et al., 2009). The presence 

of arsenic in water is undetectable without chemical tests. By the time the problem 

was discovered, an epidemic of arsenic-related diseases was already established, 

called “the largest poisoning of a population in history” (Smith et al., 2000). 

Despite years of effort by the Bangladeshi government, non-governmental 

organizations, and international aid agencies, progress on safe drinking water 

remains elusive. The most recent figures suggest that 27 million people still drink 

water that is contaminated with arsenic at international standards and more than 

130 million people drink fecally-contaminated water (BBS and UNICEF, 2019). 

In many regions of Bangladesh, where arsenic-safe aquifers lie at 

considerable depth below ground, the primary policy tool available to improve 
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access to safe drinking water is the installation of deep tubewells.6 However, it 

remains unclear how successful deep tubewell construction programs are in 

improving access to safe drinking water. New well locations may be chosen for 

political purposes, rather than targeted to those areas in most need (van Geen et 

al., 2015). Additionally, recent studies have raised the concern that some efforts to 

reduce exposure to arsenic have increased exposure to fecal contamination. This 

may occur if households switch to other nearby wells that are low in arsenic, which 

for hydrogeological reasons are more likely to have fecal contamination, or because 

households that adopt safer but more distant sources increase their exposure to 

bacterial contamination of drinking water through increased transport or storage 

times (Buchmann et al., 2019; Wu et al., 2011). 

The specific context for our study is north-western Bangladesh, in Shibganj 

and Sonatala Upazilas, in Bogra District, and in Gobindaganj Upazila, in 

Gaibandha District, as shown in Figure 1. The study area is not in the epicentre of 

the arsenic contamination problem, but high arsenic contamination is present in 

scattered pockets (Daily Observer, 2014), and the area had received little in the 

way of prior interventions. Our implementing partner, NGO Forum for Public 

Health, therefore expected that the impact of providing deep tubewells would be 

high. 

3 The intervention 

The program we evaluate consists of a package of subsidies and technical 

advice to build deep tubewells.7  The programme was developed jointly by the 

implementing partner, NGO Forum for Public Health, and the research team, 

drawing on local best practices and past experience. The deep tubewells installed 

draw water from aquifers that are sufficiently deep to be isolated from sources of 

both bacterial and arsenic contamination. Each tubewell costs on average 60,000 

 
6 Other technologies that have been proposed have major drawbacks. See, e.g., Howard et al. 
(2006). 

7 Appendix A provides further details on the intervention and Appendix B describes our monitoring 
plan. 
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Bangladeshi taka (BDT), or around 750 USD, to install. The project subsidized 

between 90 and 100% of the installation cost. 

We carry out the intervention in “treatment units”, each consisting of 

between 50 and 250 households. We refer to “treatment units” or “communities” 

interchangeably throughout this paper. We offered to install one new well in 

smaller treatment units, and two new wells in larger treatment units.8 On average, 

we offered to install one well per 118 households. 

We implemented the program using a participatory approach shown 

previously to reduce elite capture and increase project impact (Madajewicz et al., 

2020). Communities took key project decisions — how many of the offered sources 

to install in the community and where to construct them — by unanimous 

consensus in community meetings. The meetings were facilitated by project staff, 

with minimum participation requirements for women and the poor. All 

households were invited to the meeting and encouraged to participate. Around half 

of households attend the community meeting, and around two-fifths of 

participants are women. Households who self-identify as poor or very poor are 

slightly less likely to attend the meetings than those who self identify as middle 

income, but the differences are small. During the meetings, project staff displayed 

large-scale maps of the community showing all the community water sources and 

their contamination status, developed using baseline data.  

Communities received the program under three different contribution 

requirements. Communities assigned to the cash contribution requirement were 

required to raise 6,000 BDT per well. Communities assigned to the labour 

contribution requirement were responsible for providing a total of 18 person-days 

of labour, approximately equivalent to the cash contribution requirement when 

valued at the local unskilled daily wage rate. 9  Communities assigned to the 

 
8 We designed the tubewell allocation rules to achieve the goals of a parallel study (Cocciolo et al., 
2019b). Specifically, we implemented one of two rules: i) we assigned tubewells to villages as a 
function of village size, then divided these among the designated treatment units within each 
village; ii) we assigned tubewells to treatment units to keep the ratio of households to tubewells as 
close as possible to 125:1. 

9 Each person-day corresponds to a 6-hour shift, consistent with local norms for unskilled labour, 
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contribution waiver received the program without a required contribution. The 

focus of this paper is the mean effect of the program on safe drinking water, 

averaged across all three treatment arms.10 

If communities successfully held a meeting, identified an appropriate site, 

and provided any required contribution, contractors attempted to install wells. 

Contractors use local drilling technology, primarily driven by human manpower. 

Local drills can penetrate layers of weak or fractured rock, but not solid rock. 

Drillers attempt to reach a safe aquifer:  a layer that is permeable (meaning that 

water can flow through it relatively freely) but separated from the highly arsenic-

contaminated layers near the surface by an impermeable layer (through which the 

contaminated water cannot pass). A field engineer employed by the NGO partner 

supervises the installation process, and we test all wells to confirm that the water 

is safe with respect to WHO standards before finalizing the installation. 

Implementation of the program took place between March 2016 and August 

2017, with some piloting beginning in October 2015. Figure 2 shows an evaluation 

timeline. The implementation programme did not change during the study period, 

and there were only minor deviations from the study protocol.11 There was limited 

scope for implementers to innovate, although the process of facilitating the 

community meeting required some learning: the only community which failed to 

reach an agreement was the very first community in which our field team 

implemented the intervention. 

 

 
and is valued at the local daily unskilled wage rate of 300 BDT. 

10 We report how the contribution requirement affected program impact in Cocciolo et al. (2019a). 

11 For example, in one treatment unit, our treatment unit definition protocol was not correctly 
implemented, resulting in a treatment unit consisting of two clusters too geographically distinct 
from one another to be treated together in practice. As a result, the field staff only implemented the 
project in one of the two clusters, not the full treatment unit. These cases were rare. 
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4 Theory of change 

Many programs aim to improve access to safe drinking water by providing 

communities with new, safe sources of drinking water. A simple theory of change 

underlies these programs: new sources are built; households adopt the new 

sources; source water quality improves; and thereby household water quality also 

improves. Figure 3a illustrates this simple theory of change. 

A more nuanced theory of change recognizes that not all households will 

adopt a new source and that source water quality is only one of the determinants 

of household water quality (e.g. Wright et al., 2004). In particular, longer transport 

and storage times provide more opportunities for recontamination between the 

point of collection and the point of use, decreasing household water quality. Figure 

3b illustrates this more complete theory of change. 

While the theory of change we outline here relates source construction to 

household water quality, consistent with our study design, the real policy objective 

is usually improved health. We focus in this study on water quality for two reasons. 

First, our measures of drinking water quality have the benefit of being largely 

objective measures of project impact and are therefore unlikely to be susceptible 

to reporting bias. Second, health changes may be difficult to detect, particularly 

those that occur as a consequence of changes in arsenic exposure. This is because 

arsenic is a cumulative pollutant in the body, meaning that health consequences 

are the results of lifetime exposure.12  

5 Study design 

The evaluation design is a randomized controlled trial. Figure 4 illustrates. 

 
12 We did not have sufficient funds to test for biomarkers of arsenic exposure as well as water 
quality. 
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5.1 Study population and sample 

We targeted communities with high levels of arsenic contamination. We 

first used the limited data on arsenic contamination available before our study to 

pre-select candidate communities. We then screened these candidate communities 

using water source testing. To define treatment units, we obtained the most up-to-

date available lists of resident households from local administrative sources. Using 

these lists, we excluded villages with fewer than 50 households and divided villages 

with more than 250 households into several smaller treatment units along natural 

boundaries. Figure 5 shows an example. 

The final recruitment criteria were that either more than 25% of community 

water sources were contaminated with arsenic, or more than 15% of community 

water sources were contaminated and these sources were spatially clustered. 

Figure 6a shows the final sample of treatment units, as well as the fraction of water 

sources in each community with arsenic contamination above the WHO threshold 

at baseline. In total, we enrolled 171 treatment units to the study.13 

In each treatment unit, we aimed to survey 40 randomly-selected 

households both before and after the intervention. We used the administrative lists 

of households as a sampling frame. Occasionally, the number of households 

surveyed in a treatment unit was higher or lower than the targeted number. This 

is because in some cases we had to revise the treatment unit definition after 

completing the baseline household surveys, mostly to correct errors in the 

administrative lists we used to define the original treatment units. Response rates 

were above 92% in both survey rounds, and the household-level attrition rate 

between the baseline and the follow-up survey is 0.7%.14 

5.2 Data 

We collected baseline data for the main sample in late 2015 and early 2016, 

as shown in Figure 2, with the exception of 16 treatment units. For these treatment 

 
13 Appendix C provides further details on recruitment. 

14 Appendix D provides further details. 
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units, for which we received funding from an additional grant received later in 

2016, we collected baseline data in spring 2017. We collected follow-up data in 

2018 for all treatment units. 

We collected data through household surveys and a water quality testing 

program.15 All data collection activities were carried out by a team of enumerators 

employed by NGO Forum for Public Health under the management of the research 

team. During the survey, enumerators interviewed respondents on household 

demographics, health, wealth, social networks, and habits related to water 

collection and use. Enumerators interviewed household heads and/or their 

spouses, or another adult member of the household when neither household head 

nor spouse were available. During the water quality testing program, we tested 

samples from both household drinking water and water sources for both fecal and 

arsenic contamination. Respondents gave oral informed consent separately for 

water quality testing and for the household survey. 16  No compensation was 

provided to survey participants, although all survey participants were given the 

opportunity to acquire information about household and water source safety, 

which the vast majority took up. 

When we collected samples of household drinking water, we asked 

respondents for a glass of water obtained in the same way household members 

would normally obtain a glass of water for drinking. When we collected samples 

from water sources, we collected them directly from source. Where households use 

multiple water sources, we weight the data from the different sources by the 

fraction of drinking and cooking water a household collects from each source, as 

specified in the pre-analysis plan. 

We tested for the presence of fecal contamination using hydrogen sulfide 

vials produced by NGO Forum for Public Health. These tests detect bacteria that 

produce hydrogen, which are almost exclusively organisms that live in the gut of 

 
15 More details are provided in Appendix E. 

16 Of the households who consented to participate in the survey, only 3 households did not consent 
to the testing procedure. For these households, the test results are set to missing. 
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warm-blooded animals, and therefore indicate the presence of human or animal 

fecal contamination. The vials should be kept at room temperature for 48 hours, 

and the test is read as positive if the colour has changed from clear to black. We 

tracked the samples using barcodes and informed respondents about the bacteria 

test results by SMS. Gupta et al. (2008) report 88% sensitivity and 80% specificity 

to detect E. coli contamination in samples from water source, while Islam et al. 

(2017) find that the test has 83% sensitivity and 49% specificity in samples of 

stored drinking water.17 

We tested arsenic concentrations using the EZ Arsenic High Range Field 

Test Kit (Hach), which measures arsenic levels within the range of 0-500 ppb 

(parts per billion). The Hach test kit is low cost, widely available in Bangladesh, 

and is the test with which our partner NGO had the greatest experience and 

familiarity. The manufacturer, Hach, reports that the EZ test detects between 90 

and 100% of inorganic arsenic, depending on the form of arsenic.18 In practice, 

field performance may be somewhat lower than this (Steinmaus et al., 2006; van 

Geen et al., 2005). Before collecting samples to test for arsenic from wells, 

enumerators pump the well the same number of times as the depth of the tubewell. 

Test results are available after twenty minutes, so we informed respondents about 

the results at the end of the survey.19 

When water is stored in a container that is open to the air, arsenic oxidizes 

and begins to precipitate out, a process known as passive removal or passive 

sedimentation (see, e.g., Ahmed, 2001; Roberts et al., 2004). While this process is 

unlikely to consistently or adequately reduce arsenic concentrations in drinking 

 
17 All figures correspond to 48 hours of incubation. In some cases, particularly at baseline, tests 
were left for more than 2 days, or in some cases, entered after only 1 day. To ensure that data are 
comparable across rounds, we apply a correction to the data which accounts for variation in how 
long each test was left before entering the data, using information on the specificity and sensitivity 
of the test reported in Gupta et al. (2008) 

18 Hach report that the EZ test detects 90% of arsenic present as arsenate (As(V)) and 100% of 
arsenic present as arsenite (As(III)) (HACH, nd). 

19  van Geen et al. (2005) recommend leaving the test for forty minutes, instead of the 
manufacturer- recommended twenty minutes. Using only the manufacturer-recommended twenty 
minute time may have led us to underestimate arsenic concentrations. 
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water to safe levels (Sutherland et al., 2001), it implies that arsenic concentrations 

measured in stored drinking water are likely to be lower and more variable than 

arsenic concentrations measured at source.20 

All our analyses rely on the process of matching households to water sources 

and therefore implicitly on households truthfully reporting which water source 

they use. Social desirability bias may influence which sources households report 

using (Ahuja et al., 2010). In particular, households might underreport using 

unsafe water sources. We designed our survey to reduce the effect of social 

desirability bias. We ask households to simply list the water sources they use, 

before discussing any other issues related to water safety. However, if social 

desirability bias remains, it might cause us to underestimate use of unsafe sources. 

To the extent that we underestimate use of unsafe sources equally in treated and 

control communities, this does not affect the estimated effects of the program. 

However, treatment could hypothetically change reporting behaviour, creating 

differential reporting bias in treated and control groups. We discuss whether this 

could affect our results in Section 7. 

5.3 Sample for analysis 

The final panel sample consists of 6,051 households interviewed at both 

baseline and follow-up, and for which we have household and source water quality 

data from both rounds. We focus on this sample to avoid changing sample between 

the main analyses. 21  In some analyses, we have fewer observations, primarily 

 
20 Arsenite (As(III)) oxidizes rapidly to arsenate (As(V)) in stored water. Since the Hach test 
detects arsenate somewhat less effectively than arsenite, this may also cause us to underestimate 
arsenic concen- trations in stored samples of drinking water. Our original study design included a 
secondary measure of arsenic contamination, using laboratory testing, in a subsample of 
households. However, we did not have sufficient budget available to complete all the intended 
laboratory tests at baseline, and correlation is weak between lab and field tests at follow-up, which 
may reflect a problem with our tracking systems for the laboratory tests. 

21 At baseline we successfully conducted the household survey with 6,529 households. At follow-
up, we were able to locate 6,487 of these households and complete the interview with 6,484 of them. 
The potential causes of missing observations in the final panel dataset are: i) we could not locate a 
matching record in the water source survey data; or ii) we could not uniquely match the fecal 
contamination test identifier with a result in our test result database. We used locally produced 
barcodes, which occasionally contained duplicate ids. A total of 6,481 gave consent to household 
water testing at baseline and 6,434 at follow-up, among which we have the household drinking 
water quality data (arsenic and fecal contamination) at both baseline and followup for 6,313 
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because we dropped outlier observations where they appeared to arise in error. For 

example, we cleaned the location data of extreme outliers which reflected error in 

measured GPS coordinates or enumerator error in recording walking times. 

Table 1 describes access to safe drinking water at baseline in our study 

sample, alongside comparable statistics for the rural population as a whole, from 

a nationally-representative survey carried out two or three years before our 

baseline survey.22 Prior to our intervention, the local population almost exclusively 

obtained water from shallow, privately-owned tubewells. The vast majority of 

these tubewells were owned by the household or another close relative living 

nearby.23 The rates of arsenic contamination in our study communities are mostly 

higher than the national average, which is unsurprising since we specifically 

recruited communities who face arsenic contamination problems. The rates of 

fecal contamination are higher than or similar to the national averages.24 

5.4 Assignment to treatment 

We randomly selected 129 treatment units to receive the intervention, all of 

which were offered the safe drinking water program, with 43 treatment units 

randomly assigned to each of the three different contribution requirements. We 

assigned 42 treatment units to a control group which received no intervention, 

although we did not prevent them from receiving any other interventions or from 

installing their own safe water sources if they wished to do so. 

We assigned communities to the control group and the treatment arms by 

lottery at public meetings, to which we invited representatives from each eligible 

 
households, and the source water quality data at both baseline and follow-up for 6,162 households. 

22 Data are from the Multiple Indicator Cluster Survey (MICS) in 2012-2013 (BBS and UNICEF, 
2015). 

23 The mean total time required to collect drinking water is around 2 minutes.  This is lower than 
average for Bangladesh’s rural population. In some parts of Bangladesh, there is much greater 
quantitative freshwater scarcity, particularly the Barind Tract region in northwestern Bangladesh, 
the coastal regions and the hilly regions of Chittagong and Sylhet (Ahmed and Hassan, 2012). There 
were also slight differences in measurement between our study and MICS which may partially 
account for the differences. 

24  Appendix F provides an extended description of the context in terms of socio-economic 
characteristics, along with more details on the variables reported in Table 1. 



CHAPTER IV 
    

196 

community. The public lottery meetings provided our field staff with an important 

source of legitimacy if communities questioned why some communities received 

the intervention, while others did not, or why contribution requirements differed 

across communities. Figure 6b shows the map of treatment units assigned to the 

control group and the three treatment arms. Random assignment to treatment was 

successful in creating groups with no statistically significant differences with 

respect to baseline characteristics.25  

We pre-specified the analyses we report in this paper (AEA RCT registry, ID 

number AEARCTR-0002755). When we pre-registered our hypotheses, we had 

analyzed baseline data and completed the intervention but not collected any 

follow-up data. We follow a pre-analysis plan, which is also posted on the AEA RCT 

registry.26   When we report additional analyses that we did not pre-specify, we 

indicate that this is the case. The study protocol was approved by Ethical and 

Independent Review Services.27  

6 Implementation and take-up 

We implemented the program in 129 communities, in which we offered to 

construct a total of 179 tubewells. We successfully installed 107 wells in 82 

communities. The most common reason for which we failed to install wells, 

accounting for 44 offered wells in 34 communities, was that a large number of 

communities assigned to the cash contibution requirement did not raise cash 

contributions, despite holding a community meeting and identifying a site. The 

main reason appears to be the low value of time in rural communities, which meant 

that the labour contribution requirement was in real terms much less onerous than 

the cash contribution requirement, despite their nominal equivalence (Cocciolo et 

al., 2019a). Also, some communities could not identify a suitable site, and some 

well installations failed for hydrogeological reasons, despite the communities 

 
25 Appendix G provides details. 

26 Appendix H lists the pre-specified key research questions and measures of outcome variables. 

27 Appendix I provides further details. 
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successfully completing all program requirements.28 We report both the average 

effect of the program and additional analyses which estimate program impacts in 

the subsample of communities in which we successfully installed wells. 

Table 2 summarizes water quality in the tubewells installed by the project, 

compared to other wells in the same communities. Tubewells installed by the 

program almost all have arsenic contamination below the WHO threshold. 

However, project tubewells are only 13 percentage points (28%) less likely to test 

positive for fecal contamination than are other wells in the same communities. The 

deep tubewells draw water from an aquifer which is isolated from sources of fecal 

contamination, but contamination could potentially take place through leakage 

into the pipe system from shallow groundwater or within the pump body itself. 

Other studies point to a potential role of contamination through the tubewell 

mouth (ICDDRB and UNICEF, 2018) and show that the tubewell body may act as 

a reservoir for microbial organisms (Ferguson et al., 2011). 

The study communities are small and relatively compact. In communities 

in which we successfully installed at least one tubewell, the median household lived 

1.6 minutes walking time from the project source and 26% of households report 

collecting at least some of their household’s drinking and cooking water from a 

project source. However, the large majority of the households that report using the 

source also report continued use of other sources. 29  On average, 10% of the 

community’s drinking and cooking water is reported to be drawn from a project 

well in treated communities. Scaling these rates by the numbers of wells we 

installed, about 27 households collect at least some water from each installed well, 

 
28 No suitable land could be secured for 13 offered wells in 12 communities. Installations also failed 
for hydrogeological reasons in 13 wells in 12 communities. For these wells, installation could not be 
completed either due to the presence of an impenetrable rocky layer or a sandy layer which caused 
the excavation to collapse before the PVC pipe could be installed. If installation failed for 
hydrogeological reasons, we returned cash contributions to households and we compensated 
households who had contributed labour with 300 BDT per person per shift. Additionally, one 
community declined to hold a meeting at all, and one community held a meeting, but could not 
agree on a location. See Appendix Table P1 for details. 

29 Only around 13% of the households who use the project source report collecting all of their 
drinking and cooking water from the source. 
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with total take-up equivalent to about 11 households collecting all their water from 

the well. 

Take-up declines rapidly with distance. Figure 7a shows that those who live 

closer to installed wells are more likely to adopt the new wells, although even at 

short distances from the installed wells, take-up is only partial. Some households 

do not adopt the well at all, and many of those that do adopt the well continue to 

collect some of their water from other sources. 

Figure 7b shows the reasons that non-adopters give when asked why they 

do not use the new project well. Some households do not adopt the source because 

they believe their own well to be safe. However, the most commonly-cited reason 

is that the wells are too far from the household, even when the wells are less than 

one minute’s walking distance away. A majority of non-adopters also report that 

women from the household feel uncomfortable collecting water outside the 

compound. Relatively small numbers of non-adopters cite waiting times, 

discomfort with using a well on someone else’s private land, or lack of concern 

about arsenic as reasons for non-adoption. 

7 Effects on access to safe drinking water 

We estimate the average program impacts on changes in behaviour with 

respect to how households obtain drinking water — the quality of the sources they 

choose, how far they walk to collect water, and whether they store water in the 

household or not — and then on the quality of the drinking water at the point of 

use in the household. 

Since treatment is randomly assigned to communities, and is thus 

independent of any other determinants of the outcomes of interest, any differences 

between the two groups that arise after the intervention can be attributed to the 

causal effects of the intervention. We estimate the following equation: 

 

Δ��� = � +  ���� + ��� + �� (1) 
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where ∆yic is the change in outcome variable y between baseline and follow-

up in household i in community c,30  Tc is an indicator which takes the value one if 

community c is assigned to treatment and zero otherwise, and the vector Zc 

contains stratification controls.31 The parameter of interest is βT . Since treatment 

is assigned at the community level, we cluster standard errors by community to 

account for correlated changes in outcome variables within communities 

(Bertrand et al., 2004). As pre-specified, we also report p values obtained from 

randomization-based inference by simulating the treatment assignment process 

500 times. 

The estimated effects of the program are the “intent-to-treat” effects, 

averaged across all communities in which we implemented the program regardless 

of whether or not we successfully installed wells. Since households differ at follow-

up in the amount of time they have been exposed to the treatment, the intent-to-

treat effects we estimate are weighted averages of treatment effects over the first 

two years of exposure to the program.32 

We report results for all pre-specified research questions, using the pre-

specified main outcome variables.33  Simulation-based power calculations using 

the observed rates of installation suggested that our study was powered to detect 

mean changes of 3.5% in arsenic contamination and of 3.8% in fecal contamination 

 
30 We depart from the pre-specified approach in one minor respect, and analyze data at the 
household level, applying weights so that each treatment unit counts equally in the analysis, and 
clustering standard errors at the treatment unit level. Our pre-specified approach was to collapse 
the data to village-level means. The estimated point effects are mechanically identical when we 
estimate at the household level, but are slightly more precisely estimated. This results from making 
less conservative adjustments to standard errors for the stratification controls. 

31 We include controls for each lottery at which treatment was assigned: one lottery in most unions, 
and two lotteries in one of the larger unions. Following Lin (2013), Imbens and Rubin (2015) and 
Gibbons et al. (2019), we demean lottery fixed effects and include the interaction term between the 
lottery controls and the treatment dummies, ensuring that βT consistently estimates the average 
difference between treated and control villages. 

32 Additionally, the time between baseline and follow-up differs for the villages that we added to 
the study after funding became available. Any difference between these villages and other study 
villages are absorbed by the stratification controls. 

33 Full lists are provided for reference in Appendix H. We do not report results for one of the 
secondary measures of arsenic contamination we proposed to use, data from the arsenic lab tests. 
As we discuss in Section 5.2, these data are incomplete and do not appear to be reliable. 
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in household drinking water, and smaller changes in contamination in source 

water.34  

We also estimate effects that scale the average effects by the number of wells 

installed per household.35 We refer to these estimates throughout as the “scaled” 

estimates. The scaled estimates account for, among other things, the low take-up 

rate under the cash contribution requirement and the installations that were 

unsuccessful for other reasons. Under the assumption that the effects of the 

program are directly proportional to the number of wells installed per household, 

the scaled estimates can be interpreted as the average effect of installed wells on 

safe drinking water, normalized by the number of households in the community, 

in the population of communities who successfully installed wells. These analyses 

were not pre-specified. 

How does the program change the quality of sources that 

households choose? Table 3 shows the estimated effects on source water 

quality, measured as the average water quality among sources used by sample 

households. In this table, as with Tables 4 through 6, the coefficient reported as 

the constant corresponds to the mean value of the outcome variable in the control 

group, while the coefficient labelled “treated” corresponds to the estimated 

treatment effect, the difference in outcomes that can be causally attributed to the 

effects of the program. 

The average program impact is a 5.6 percentage point reduction in the 

volume of water obtained from sources with arsenic contamination above the 

WHO threshold (column 1). The volume of water obtained from sources above the 

Bangladeshi contamination level falls by 2.7 percentage points (column 2). The 

weighted-average arsenic contamination level in sources used falls by just under 

0.1 ppb (not statistically different from zero). Figure 8a visualizes the effects across 

 
34 A detailed description of our power calculations is in Appendix J. 

35 Specifically, we use the three contribution treatment dummies as instrumental variables to 
predict the number of installed wells per household in each treatment unit. The estimates thus 
correspond to a Local Average Treatment Effect (LATE), or effect on the compliers. Details are in 
Appendix K. 
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the full range of changes in arsenic contamination. The effects are primarily 

concentrated in a larger fraction of households who experience relatively small 

reductions in arsenic concentration and a smaller fraction of households who 

experience relatively small increases. There is no discernible effect in the sparsely 

populated tails of the distribution. 

There is a comparatively modest decrease in the share of water obtained 

from sources with fecal contamination, equal to 1.5 percentage points (column 4). 

However, the confidence interval does not exclude zero. In terms of magnitude, the 

effect on source fecal contamination is less than 30% of the effect on arsenic 

contamination. The reason that the program does not improve source water quality 

with respect to fecal contamination is seen in Table 2: project water sources are 

only 28% less likely to have fecal contamination than other wells in the same 

communities. As a result, not all households who adopt the new sources reduce 

their exposure to fecal contamination at source. 

Scaling these estimates by the fraction of offered wells actually installed, the 

results suggest that the impact of each project well installed is equivalent to 

eliminating source arsenic contamination for around 10 households and source 

fecal contamination for around 4 households. 

The estimated program effects would be biased downwards by spillover 

effects if households in control communities also adopted project sources. Many 

control communities are adjacent to or very nearby treated communities. 

However, no household in any control community reported using a project 

tubewell at follow-up.36 The absence of spillovers  is not unexpected, given the 

strong preferences we observe to use sources at very low distances from the home. 

Table 3 also shows that households in the control group experienced a 6.8 

percentage point reduction in arsenic contamination at the WHO threshold at 

source between baseline and follow-up. Our data suggest that these changes are 

 
36 There were no restrictions on data collection to prevent households from reporting use of water 
sources in communities other than their own. 
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most likely the consequence of local fluctuations in arsenic contamination in 

groundwater.37  We can analyze the change in contamination rates in more than 

6000 wells for which we have contamination readings at both baseline and follow-

up, a sample which constitutes more than 80% of the wells used by at least one 

study household at follow-up. On average, the rate of arsenic contamination at the 

WHO standard fell in these wells by 6.3 percentage points between baseline and 

follow-up. This decline is almost identical in magnitude to the change in average 

source contamination in the control group.38 

While some other studies document a large response to information about 

arsenic contamination in terms of switching to arsenic-safe sources (Madajewicz 

et al., 2007; Huhmann et al., 2019), we do not find that well-switching plays an 

important role in reducing arsenic contamination in the control group. In the 

control group, around 13% of households adopt new sources during the study 

period. However, most of the new wells are new private shallow wells, which are 

on average no more or less likely to be arsenic-safe than other wells in the same 

communities. Households exposed to arsenic contamination at baseline are only 

around 2 to 3 percentage points more likely to adopt a new well than households 

with no arsenic contamination, and using a new well is not significantly correlated 

with a reduction in arsenic contamination on any metric. We conclude that the 

response to information about arsenic contamination may be quite variable, 

consistent with Pfaff et al. (2017), who report considerable heterogeneity in well-

switching behaviour in response to information about arsenic contamination. 

 

How does the program change how far households walk to collect 

drinking water? Table 4 shows the effects of the program on the transport of 

 
37 We provide an extended descriptive analysis of changes in the control group in Appendix L, 
which provides details on the results summarized in this paragraph and the following paragraph. 
We note that it is also possible that the changes result from changes in how our enumerators 
measured arsenic contamination. However, we used exactly the same testing process and provided 
the same training to enumerators at both baseline and follow-up. 

38  Other studies document similar magnitude fluctuations in arsenic contamination in wells 
surveyed repeatedly over similar time frames (Bhattacharya et al., 2011). 
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drinking water. We estimate effects on distance travelled to collect drinking water 

using measured distances, calculated from GPS coordinates recorded at 

households and water sources (column 1), and reported distances (column 2). The 

results are somewhat different. Column 1, which uses measured distance, shows 

an imprecisely measured decrease of 0.1m in treated communities relative to 

control communities while column 2, which uses self-reported data, shows a 

statistically equivalent increase of 0.07 minutes, equivalent to about 5m walking 

distance. 

The difference between the results using self-reported and measured 

distance may be explained by measurement error in the GPS coordinates. Any 

measurement error in GPS coordinates leads to overestimation of distances 

(Ranacher et al., 2016).39  The greater the measurement error, the greater the 

extent to which distances are overestimated. This potentially affects the results in 

Table 4 in the following way. We measure the location of our installed wells with 

greater accuracy than other sources, because we draw on multiple measures of 

location and we verify the locations by inspection. As a result, if households adopt 

our wells, we overestimate the distance between their household and our well less 

than we overestimate the distance between their household and the water source 

they used at baseline. Consequently, we underestimate any increase in distance 

travelled. This bias could be sufficient to cancel out any true increase in distance 

travelled, explaining the difference in results between columns 1 and 2. 

This pattern of measurement error also provides an explanation for why 

households in the control group appear to have reduced the distance they travel to 

collect water when we measure distance using the data derived from GPS 

coordinates but not when we use self-reported measures of distance travelled to 

 
39 There are two reasons. First, any measurement error that is orthogonal to the true distance leads 
to an increase in the measured distance. Second, if the true distance is smaller than the support of 
the distribution of measurement error, as is the case in our context, errors that lead us to 
overestimate distance are not cancelled out by errors that lead us to underestimate distance. To see 
this most intuitively, consider two measures of the same location, for which the true distance is 
obviously zero. Any measurement error leads us to estimate a non-zero distance between the point 
and itself. 
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collect water. We used more accurate tablets at follow-up than at baseline. We 

therefore overestimate distances between households and sources whose location 

was only measured at baseline more than distances between households and 

sources whose location was only measured at followup. When households switch 

from a source used only at baseline to a source used only at follow-up, 

measurement error leads us to estimate an increase in distance walked, even if the 

household does not change the distance they travel.40 

How does the program change whether and how households 

store drinking water before use? Table 4 also shows the effects of the program 

on whether or not households store drinking water before use. We report effects 

both on whether enumerators observe households obtaining their samples of 

drinking water from storage (column 3) and whether households self-report 

storing drinking water before use (column 4). The results show that there are 

unlikely to be large changes in storage practice as a consequence of the 

intervention, since the differences between treated and control communities are 

small. Table 5 provides additional measures of water storage practice.41  Across 

these measures, there is a weak increase in relatively unsafe storage practices in 

treated households relative to control households, with the exception of the 

measure of whether or not the water is scooped from its container (as opposed to 

being poured). Only one of these differences is significant at the 10% level. These 

results suggest that the program leads, at most, to small changes in unsafe storage 

behaviour. 

The substantial average changes in storage behaviour seen for some 

variables in Tables 4 and 5 may simply reflect seasonal differences in storage 

practice, given that we did not necessarily collect data at the same time of year. 

 

 
40 For all households, and for sources where we have locations at both baseline and follow-up, we 
average the recorded locations after excluding locations that are clearly wrong, such as those which 
place the household in a different community. 

41 Note that not all these measures were recorded at baseline and follow-up, so in some cases these 
analyses use only follow-up data. 
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How does the program change household water quality? Table 6 

reports the average effects of the program on household water quality. The average 

program impact was a 2.2 percentage point reduction in arsenic contamination at 

the WHO standard in household drinking water (column 1). The effect is 

imprecisely measured and the confidence interval does not exclude zero. This is 

smaller than the estimated effect on arsenic in source water, although the 

confidence intervals for the estimated effects overlap. Arsenic contamination at the 

higher Bangladeshi threshold also falls slightly in treated communities (column 2). 

Arsenic test results, however, actually rise slightly, albeit insignificantly so (column 

3). At first glance, this is surprising, but arsenic contamination is highly skewed: 

only 1.5% have arsenic contamination above 250 ppb and 0.3% have arsenic 

contamination above 500 ppb. When we analyze the raw arsenic test data, the 

extreme outliers drive the results, and it is difficult to detect changes in arsenic 

contamination at lower levels. Figure 8b visualizes the effects across the full range 

of changes in household arsenic contamination. 

One potential explanation for the smaller effects on arsenic contamination 

in household drinking water than in source water is differential reporting bias in 

the treated and control groups. Exposure to a safe drinking water intervention 

could make households less willing to report continued use of unsafe sources, or 

households in treated villages could over-report use of project sources because of 

experimenter demand effects. This could lead us to overstate the effects of the 

program when we evaluate effects on source-level contamination. We can evaluate 

the extent of this type of differential reporting bias by looking at the relationship 

between source and household measures of contamination. If households 

underreport use of unsafe sources, this should attenuate the relationship between 

source and household contamination and increase the fraction of household 

variation that is unexplained by source contamination. If treated households 

change their reporting behaviour in response to the intervention, the relationship 

between household and source contamination should be different in treated and 
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control groups. We find no evidence that this is the case.42 These results provide 

reassurance that our estimated effects on water source contamination are unlikely 

to be influenced by differential reporting bias. A more probable explanation for the 

smaller effects on arsenic contamination in household drinking water is that we 

are less likely to detect arsenic in household drinking water because of passive 

removal in stored drinking water. 

Ex ante, it was ambiguous whether the program would increase or decrease 

exposure to fecal contamination in drinking water. The results suggest essentially 

no effect on fecal contamination in household drinking water: the point estimate 

is a 0.2% increase in contamination, but the 95% confidence interval spans both 

modest increases (4.1%) and modest decreases (3.7%) in contamination (column 

4). 

Respondents might take more care to avoid fecal contamination if they 

know that the sample of water is going to be tested, because of social desirability 

bias. For example, they might wash their hands and vessels more scrupulously 

than usual. This might lead us to underestimate the extent of fecal contamination 

in household drinking water. The data collection process is identical in both 

treatment and control groups, but we might still worry that households exposed to 

a program focused on water safety might have improved their hygiene practices as 

a result. This might affect the estimated effects of the program. In this case, if 

treated households did improve their hygiene practices more than control 

households, then it is still more surprising that we do not find an increase in fecal 

contamination in household drinking water. 

On the other hand, the estimated effects on fecal contamination in 

household drinking water could be biased in the opposite direction if the control 

group experienced “John Henry” effects. In particular, households in control 

villages, who received information about water contamination but no 

interventions to improve access to safe drinking water, could have exerted more 

 
42 Details are in Appendix M. 
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effort to reduce contamination through other channels, for example by improving 

household hygiene. However, we see no systematic change in fecal contamination 

in household drinking water in the control group. It therefore seems unlikely that 

“John Henry” effects are important. 

The scaled estimates suggest that each project well installed has impacts 

equivalent to eliminating household arsenic contamination for around 5 

households, but introducing fecal contamination into household drinking water of 

2 households. 

 

Heterogeneous effects. We pre-specified a number of heterogeneity 

analyses, which in the interests of brevity we primarily report in the Appendix.43 

We focus on heterogeneity with respect to household characteristics, rather than 

community characteristics, because we have greater statistical power to detect 

heterogeneity at the household level than at the community level. We highlight 

only one striking result: effects on water source fecal contamination vary strongly 

with poverty level. Middle and upper income groups experience substantial 

reductions in source fecal contamination while the poor experience substantial 

increases. The differences are sufficiently large that they would survive very 

conservative Bonferroni corrections for multiple hypothesis testing. One possible 

explanation is that wells used by many poor households become contaminated 

more quickly, while deep tubewells used by middle- and higher-income 

households remain uncontaminated, perhaps because poor households have less 

information about how to avoid well contamination during use. 

8 How do source water quality, transport, and storage affect 

household water quality? 

In this section, we assess how changes in source quality, transport, and 

storage jointly determine household water quality with respect to fecal 

 
43 See Appendix N. 

(2) 
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contamination. We focus on fecal contamination in this section because arsenic 

contamination only occurs at source. We take a difference-in-difference approach 

and evaluate how changes in fecal contamination in household drinking water vary 

with changes in source contamination, transport distance, and storage. For each 

household i, we estimate: 

����
� − ����

� = �� + �������
� − ����

�� + ���������
� − ������

�� 

+������������ − ���������� + �� + �� 

 

All variables are measured at both baseline b and follow-up f . The variable 

FCh is fecal contamination in household drinking water and FCw is mean fecal 

contamination in water sources used by the household, weighted by volume 

obtained by each source. The variable DISTw is the mean distance travelled by the 

household to collect water from its water source or sources and ������� is an 

indicator variable for whether or not household i stores drinking water, as opposed 

to collecting drinking water on demand. The term ηc denotes a community-level 

dummy variable that absorbs community average changes in both the outcome 

variable and the right-hand side variables. We estimate Equation 2 with and 

without these community-level dummy variables. When we include the 

community-level dummy variables, we only exploit within-community variation to 

estimate the relationships of interest. 
44

 The coefficients of interest are b1, b2 and 

b3. 

Although we did not state in our pre-analysis plan how we would measure 

distance in this analysis, we intended to use the measure of distance calculated 

from GPS coordinates. However, given the concerns about measurement error that 

we describe in the previous section, we instead use the self-reported measure of 

travel time to water sources. We discuss how this affects the results below. 

The difference-in-difference approach yields causal estimates under the 

assumption that changes in the right hand side variables are uncorrelated with 

 
44 There was no clear ex-ante reason to prefer one approach over the other. Either approach might 
yield higher precision, depending on the exact structure of ��. 
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other changes in behaviour that also affect household drinking water 

contamination, such as changes in household hygiene practices. Such an 

assumption may be reasonable, since the program did not provide extensive or 

differential information on other types of health or hygiene behaviour. 

Additionally, as we show, the difference-in-difference results are stable when we 

include or exclude additional controls for storage behaviour or community fixed 

effects, suggesting that the effects of unobserved hygiene behaviour on 

contamination would have to be several orders of magnitude larger than the 

combined effect of community-level unobservables and storage on contamination 

to meaningfully affect the results. However, although assignment to the safe 

drinking water program is random, selection of locations for water source 

installation is determined, by consensus, at a community meeting. As a result, it 

remains possible that changes in distance to collect drinking water, or changes in 

source water contamination, may be correlated with changes in other factors that 

also affect household drinking water contamination, through other channels. 

These confounding factors might in principle bias the above analysis. 

To address these concerns, we originally pre-specified a second, 

instrumental variables (IV) analysis exploiting the experimental design of the safe 

drinking water program. Using baseline data, we predict where in a village a 

community will decide to install a well. Then, using these predicted locations, we 

in turn predict changes in behaviour, in particular changes in source fecal 

contamination and changes in distance to a source. The advantage of this 

approach, in principle, was to eliminate any potential bias in the difference-in-

difference analysis arising from the endogeneity of the location choice. In practice, 

however, the instrumental variables we constructed were much weaker than 

expected. We successfully predict the locations of wells, as exemplified in Figure 5, 

which shows the predicted location as well as the final location of the project well. 

We also successfully predict spatial patterns of well adoption. However, our 

instrument for changes in source fecal contamination was weak, because the 

project wells showed higher rates of fecal contamination than we expected when 

we pre-specified the analysis. Our instrument for changes in distance was also 
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weak, in part because of the unexpectedly high level of measurement error in the 

GPS data. In most specifications, the IV estimates take the same sign as the 

difference-in-difference estimates, but the confidence intervals are extremely 

wide. Since the IV analyses provide little additional information, we focus on the 

difference-in-difference analysis in the main paper.45  

Table 7 shows the results of the difference-in-difference analysis using the 

self-reported measure of travel time to water sources. We show four sets of results 

for each measure of distance: with and without community fixed effects, and with 

and without accounting for changes in observed storage. The estimated effects are 

very stable across all specifications. The results suggest that switching to a source 

with fecal contamination increases the household-level risk of contamination by 

about 22 to 24 percentage points. Increasing travel time by one minute increases 

the risk of contamination by about 1.5 to 1.8 percentage points. Storing drinking 

water increases the risk of contamination by 7 or 8 percentage points. 

Omitting the controls for changes in storage practice, as shown in columns 

3 and 4, leads to fractionally larger estimated effects of transport time on drinking 

water contamination. This is because increasing travel times are associated 

(weakly) with increasing storage.46  

We also estimate the same analysis using the measured travel time, 

calculated using GPS coordinates for both water sources and households. The 

estimated effects of source contamination and storage are very similar to those in 

Table 7.47 However, the estimated effects of transport distance are smaller and the 

confidence intervals are wider, and the results do not rule out the possibility that 

increasing travel time has no effect on contamination. The most likely explanation 

for the difference between the two sets of results is increased measurement error 

 
45 We report the details of the IV method and the results in Appendix O. 

46 Results available on request. 

47 The results are in Appendix Table P2. 
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in the measured distances, biasing the effects towards zero through attenuation 

bias. 

9 Discussion 

This paper evaluates the impact of a community deep tubewell construction 

program on access to safe drinking water in rural Bangladesh. We find that each 

deep tubewell installed under the safe drinking water program eliminates exposure 

to arsenic contamination for between 5 and 10 households, containing on average 

3.9 individuals, so between 20 and 40 people in total. 

The average cost of well installation is 60,000 BDT or approximately 

US$720 at current exchange rates. Including only the installation costs, the cost of 

avoiding arsenic contamination is between 1540 BDT to 3080 BDT per person 

whose exposure is reduced, or between US$18.5 and US$37. These costs are quite 

substantial, even without factoring in the additional overheads related to project 

implementation. In order to resolve the arsenic problem in Bangladesh by 

installing deep tubewells, program implementers would need to first identify 

highly contaminated communities and then install at least one new well for every 

10 households affected by arsenic contamination. The cost of constructing these 

wells could exceed US$700 million. 

Previous estimates, based on assumptions derived from observed well-

switching behaviour, suggested that the cost of deep tubewell installation might be 

as low as US$9 per person with reduced exposure, assuming optimal location 

choice and limited elite capture (Jamil et al., 2019). Our estimates of cost-

effectiveness are closer to, but still at least twice as large as, these “best case 

scenario” values, despite implementing the program under local best practice 

conditions with full information about the distribution of arsenic contamination at 

baseline. The adoption rates we observe are lower than those assumed in Jamil et 

al. (2019). 

Our results suggest that cost-effectiveness comparisons across safe drinking 

water technologies should consider effects on fecal contamination as well as 
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arsenic contamination. For example, Jamil et al. (2019) estimate that installing 

local piped water supply systems could cost US$150 per capita, although other 

organizations in Bangladesh anecdotally report lower per capita costs that are 

closer in magnitude to our estimates for deep tubewells. Piped water supply 

systems could reduce fecal contamination more effectively that community deep 

tubewells, because they probably reduce transport and storage times and may be 

less susceptible to contamination through collective use, because fewer households 

use each water point. Additionally, piped water supply systems may exhibit 

economies of scale or learning-by-doing. All these factors suggest that local piped 

water supply systems may compare more favourably to deep tubewells than 

previous estimates suggest. 

In some contexts, simply providing information about arsenic 

contamination appears to lead to well-switching at a cost of less than US$1 per 

capita (Jamil et al., 2019).48 However, we do not find evidence for widespread well-

switching in our control group, in which we provide full information about water 

source quality but no subsidies for well construction or incentives to share sources, 

nor do we find that households who switch wells in the control group are less likely 

to have reduced exposure to arsenic at follow-up. We used a baseline water testing 

program to target communities with arsenic contamination. Communities also 

used the information from this water testing program to select well locations. In 

the absence of this information, the program might have been less successful in 

targeting households with arsenic contamination. Collecting baseline water source 

census data is relatively costly. A key question for future research is whether the 

benefits of this information justify the costs of collecting this information. 

In contrast to arsenic, our results suggest that deep tubewell programs alone 

may have little impact on fecal contamination. Deep tubewells have lower but still 

substantial rates of fecal contamination under current use and maintenance 

practices, although we cannot determine whether there are improvements on the 

 
48 Related, Tarozzi et al. (2020) report that charging a modest price for arsenic testing also leads 
to well-switching, albeit at lower rates and lower cost-effectiveness. 
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intensive margin (i.e. lower concentrations of fecal bacteria) due to the limitations 

of the fecal contamination test we used, for budgetary reasons, in this study. 

Households increase transport times and possibly change their storage behaviour 

when they adopt more distant sources. Greater transport times and longer storage 

increase the risk of fecal contamination in household drinking water. The total 

negative effects of increasing transport times and storage are relatively small, 

because the vast majority of households walk for less than a minute to collect 

drinking water. The reduction in source contamination and increase in 

recontamination through transport and storage offset one another, so that the net 

effect is a very small increase in contamination in household drinking water. 

Important areas for future research are evaluating the extent of fecal 

contamination in deep tubewells using more precise tests and understanding the 

channels via which deep tubewells become contaminated. 

Our results shed light on the ways in which previous interventions designed 

to reduce exposure to arsenic contamination could have inadvertently increased 

exposure to fecal contamination (Buchmann et al., 2019). In our context, the 

effects of distance and storage are relatively modest in size, and households show 

limited responsiveness to new water sources in terms of changes in storage and 

transport behaviour. Unintended increases in exposure to fecal contamination 

appear more likely to have arisen through households switching to sources with 

higher fecal contamination in an effort to avoid arsenic contamination than 

through changes in transport and storage. 

While our specific findings are most applicable to the context of rural 

Bangladesh, our findings potentially generalize to other settings. Our results 

confirm that fecal contamination of household drinking water is difficult to 

eliminate in contexts in which households collect water from communal sources of 

water and store it before drinking. We also find that, even if source fecal 

contamination is removed, this would only reduce household contamination by at 

most 25%, strikingly similar to the estimates in Kremer et al. (2011). 
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In conclusion, our results suggest that providing community sources alone 

is unlikely to be sufficient to eliminate exposure to fecal pathogens. Meeting 

Sustainable Development Goal 6, in rural Bangladesh and elsewhere, will require 

either complementary interventions, such as training to improve tubewell 

maintenance practices, or alternative approaches to providing safe access to 

drinking water. 
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10 Figures and Tables 

Figure 1: Arsenic contamination in Bangladesh and study site location 

 

 
 
 

Figure 2: Evaluation timeline 
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Figure 3a: Theory of Change: Naïve model 
 
 
 

 
 
 

 

Figure 3b: Theory of Change: More complete model 
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Figure 5: Example treatment unit or community 
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Figure 6a: Baseline arsenic contamination in study communities 
 

 
Figure 6b: Assignment to treatment 
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Figure 7a:  Take-up of project wells 

 

Notes: Graph shows mean share of drinking and cooking water obtained from project well by 
distance to well and baseline arsenic contamination in household drinking water. Data from 
communities in which we successfully installed wells. 

 
Figure 7b: Reasons given by non-adopters 

 

Notes: Graph shows share of households who do not use project well that agree or strongly agree 
with the listed statement. We report results only for statements for which at least 5% of respondent 
households agreed or strongly agreed with the statement. Data from communities in which we 
successfully installed wells. 
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Figure 8a: CDF of change in arsenic contamination: water source quality 
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Figure 8b: CDF of change in arsenic contamination: household drinking water 
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Table 1: Access to safe drinking water: Baseline descriptive statistics 
 

 

 
                                                                                                                                                                                                                              

Notes: The table reports means and standard errors in parentheses for listed variables in the study 
sample and the representative sample for rural Bangladesh from BBS and UNICEF (2015). 
Standard errors are clustered by primary sampling unit. 

  

   

 
Study sample 

National rural 
population 

a) Household water quality tests   

Arsenic contamination 29 32 

 (1.8) (1.2) 

Arsenic contamination (WHO threshold) 0.63 0.61 

 (0.017) (0.009) 

Arsenic contamination (Bangladeshi threshold) 0.24 0.17 

 (0.016) (0.006) 

Fecal contamination 0.65 0.63 

 (0.010) (0.010) 

b) Water source quality tests (primary water source)   

Arsenic contamination 37 34 

 (2.2) (1.6) 

Arsenic contamination (WHO threshold) 0.69 0.59 

 (0.018) (0.011) 

Arsenic contamination (Bangladeshi threshold) 0.31 0.19 

 (0.017) (0.008) 

Fecal contamination 0.59 0.39 

 (0.010) (0.011) 

c) Other variables   

Household observed to store drinking water 0.73 0.19 

 (0.011) (0.002) 

Household reports treating water before drinking 0.09 0.04 

 (0.008) (0.002) 

Time needed to collect water (minutes) 2.2 15 

 (0.04) (0.27) 

Water collected per day (litres) 59 79 

 (1.2) (1.2) 
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Table 2: Comparison of project wells with other water sources 
 

  
Fecal 

contamination 

 Arsenic 

contamination 

(WHO 

threshold) 

 Arsenic 

contamination 

(Bangladeshi 

threshold) 

 

(1)  (2)  (3) 

Difference -0.13*** 

(0.05) 

 -0.58*** 

(0.04) 

 -0.35*** 

(0.03) 

 

Mean (project well) 0.34  0.06  0.01  

Mean (other sources) 0.46  0.63  0.34  

N 3394  3510  3510  

Notes: The table reports the regression-estimated difference in contamination 
rates in project tubewells compared to other water sources in the same 
communities, from a regression which includes treatment unit fixed effects. The 
table also results mean contamination levels in project tubewells and other water 
sources in the same communities. The sample includes water sources which at least 
one study household reported using for drinking or cooking, in communities in 
which we installed at least one project well. Standard errors are clustered by 
treatment unit and shown in parentheses. 

 
 

Table 3: Effect of the program on source water quality 
 
 

 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 

Notes: Table shows estimated average program impact on listed water source quality measure. 
Regression in first differences, including stratification controls. Analysis is at the household level 
with weights applied so that each community counts equally in the analysis. Standard errors 
clustered by community. 

  

 Arsenic 
contamination 

(WHO 
threshold) 

 

Arsenic 
contamination 
(Bangladeshi 

threshold) 

Arsenic 
contamination 

level 

Fecal 
contamination 

(1)  (2)  (3)  (4)  

Treated -0.056**  -0.027  -0.155  -0.015  

 (0.023)  (0.019)  (3.648)  (0.019)  

Constant -0.068***  -0.008  7.642**  -0.001  

 (0.018)  (0.015)  (3.167)  (0.015)  

p-value (analytical) 0.02  0.15  0.97  0.41  

p-value (RBI) 0.04  0.23  0.95  0.51  

R2 0.03  0.02  0.07  0.04  

N 6051  6051  6051  5993  
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Table 4: Effect of the program on transport and storage 
 

 Distance HH-
WS (m) 

 Distance HH-
WS (min) 

 Observed 
storage 

 Reported 
storage 

 

(1)  (2)  (3)  (4) 

Treated -0.147  0.066**  0.002  0.003  

 (1.041)  (0.027)  (0.028)  (0.032)  

Constant -2.801***  0.012  -0.134***  -0.040  

 (0.685)  (0.024)  (0.024)  (0.029)  

p-value (analytical) 0.89  0.02  0.95  0.93  

p-value (RBI) 0.93  0.01  0.95  0.92  

R2 0.01  0.01  0.02  0.02  

N 5832  5729  6050  6051  

Notes: Table shows estimated average program impact on listed measure of water-
related practice. Regression in first differences, including stratification controls. 
Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Standard errors clustered by community. 

 
 

Table 5: Effect of the program on storage conditions 
 

 Containers are 
uncovered (self-

reported) 

 Containers are 
on the floor 

(self-reported) 

 Containers are 
uncovered 
(observed) 

 Containers are 
on the floor 
(observed) 

 Water is 
scooped 

(observed) 

 

(1)  (2)  (3)  (4)  (5) 

Treated 0.023  0.008  0.040*  0.025  -0.002  

 (0.039)  (0.030)  (0.021)  (0.019)  (0.022)  

Constant -0.351***  -0.092***  0.383***  0.484***  0.439***  

 (0.033)  (0.027)  (0.018)  (0.016)  (0.020)  

Only endline data 
p-value (analytical) 

 
0.55 

  
0.78 

 C 
0.06 

 C 
0.20 

 C 
0.93 

 

p-value (RBI) 0.63  0.82  0.04  0.24  0.92  

R2 0.04  0.02  0.02  0.01  0.01  

N 6051  6051  5902  5997  6029  

Note: Table shows estimated average program impact on listed measure of storage practice. Regression in first 
differences, unless otherwise indicated, and includes stratification controls. Analysis is at the household level with 
weights applied so that each community counts equally in the analysis. Standard errors clustered by community. 
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Table 6: Effect of the program on household water quality 
 
 
 

 
 

 
 
 
 
 
 
 

 
 

 

 

Notes: Table shows estimated average program impact on listed household water quality measure. 
Regression in first differences, including stratification controls. Analysis is at the household level 
with weights applied so that each community counts equally in the analysis. Standard errors 
clustered by community. 

 

Table 7: Effects of source water quality, transport and storage on household water 

quality 
 

Drinking water fecal contamination 
 

 

Notes: Regression in first differences. Analysis is at the household level with weights applied so that 
each community counts equally in the analysis. Treatment unit fixed effects where specified. 
Standard errors clustered by community.

 (1) (2) (3) (4)  

Source fecal contamination 0.238*** 0.219*** 0.241*** 0.220***  

 (0.015) (0.015) (0.015) (0.015)  

Travel time in minutes, reported 0.015* 0.018** 0.016** 0.018**  

 (0.008) (0.008) (0.008) (0.008)  

Storage, observed 0.080*** 0.069***    

 (0.010) (0.009)    

Constant 0.001 -0.001 -0.010 -0.011***  

 (0.010) (0.001) (0.010) (0.001)  

Treatment unit fixed effects No Yes No Yes  

R2 0.07 0.14 0.06 0.13  

N 5673 5673 5674 5674  

 

Arsenic 
contamination 

(WHO 
threshold) 

 

Arsenic 
contamination 
(Bangladeshi 

threshold) 

 
Arsenic 

contamination 
level 

 Fecal 
contamination 

 

 

(1)  (2)  (3)  (4)  

Treated -0.022  -0.004  3.756  0.002  

 (0.020)  (0.018)  (2.865)  (0.019)  

Constant -0.096***  -0.023  1.218  -0.010  

 (0.016)  (0.015)  (2.414)  (0.017)  

p-value (analytical) 0.27  0.82  0.19  0.92  

p-value (RBI) 0.36  0.87  0.25  0.93  

R2 0.02  0.01  0.04  0.03  

N 6051  6051  6051  6048  
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11 Appendix 

A. Extended details on intervention 

Appendix Table A1 summarizes the key implementation activities that 

constitute the safe drinking water program. Appendix Table A2 describes the 

program in a logical framework. 

Table A1:  Implementation activities 
 

 

• Preparatory visits, information gathering, community 
mobilization 

• Community decision-making 

• (If cash approach) Collection of cash contributions 

• Installation of the pumpbody 

• Water testing 

• Construction of the platform 

• Selection of caretakers 

• Caretakers training 

• Monitoring visits 

 
Before organizing community meetings, field staff visited the treatment 

unit, collected basic information on the geography of the village and the main 

socio-economic characteristics of the clusters that constitute the treatment unit, 

informed households about the scope of the intervention, organized information 

meetings within each cluster, and agreed on a date for the first community 

meeting. These preparatory activities were usually carried out over the space of a 

week and were crucial in order to ensure that project staff were familiar with the 

specific circumstances within each treatment unit and to mobilize the community. 

Field staff then organized information meetings in all clusters (or groups of 

households) in each community, to increase awareness about water safety issues 

and about the importance of participation in the community meeting. Although all 
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households were invited to the information meeting, participation was voluntary. 

The field staff exerted considerable effort to involve women in these activities, 

stressing the importance of their participation to ensure the safety of the water 

consumed in the household. 

Following these initial information meetings, the field staff organized the 

main community meeting, at which communities took key decisions about whether 

to participate in the project and where to locate the sources offered by the project. 

Among treated communities, 87% of households knew that NGO Forum had 

carried out a program to prove new safe sources of drinking water to communities 

in their district, while 57% were aware of the program in control communities. In 

treated communities, 80% of households knew that their community was selected 

to receive the water safety program implemented by NGO Forum. 
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Among households that knew about the program, 87% of households in 

treated communities and 83% of households in control communities knew that 

communities were selected to receive the program by lottery. A very similar fraction 

of households (87% in treated communities and 82% in control communities) knew 

that communities selected to receive the program were assigned to different 

conditions and implementation rules and that assignment to treatment was done by 

lottery (85% in treated communities and 81% in control communities). 

Among households in treated communities that knew that their community 

received the water safety program implemented by NGO Forum, 96% of households 

remember that some meetings were held in their community in relation to the 

program, rising to 97% after prompting, and 77% of households reported that at least 

one household member attended the community meeting. Our program records 

suggest that overall around 50% of households participated in the meeting. Almost 

all households (95%) who knew about the program correctly remembered the 

number of offered tubewells, rising to 99% after prompting, and 98% of households 

who knew about the program correctly remembered the contribution requirement 

(cash, labour or waiver). 

Community meetings were usually around one hour long. The meetings began 

with a short introductory briefing by project staff on water safety issues and project 

implementation rules. The information provided on water safety issues primarily 

focuses on source safety, explaining how arsenic and fecal contamination at source 

arises, which sources are at risk and which can provide safe water, and the health 

consequences of exposure to arsenic and fecal contamination. The main activity at 

the community meetings is a longer discussion session during which the 

communities take decisions, by consensus, on key aspects of the project. 

If decisions were not reached, we offered to organize another meeting, up to a 

maximum of three meetings per treatment unit. In practice, few communities 

organized more than one meeting, and no community organized more than two 

meetings. Only one community failed to reach an agreement. In this community, they 
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declined to hold further meetings after a second meeting was unsuccessful in 

reaching agreement. Another community declined to hold a meeting. 

Among very poor households, 44% attended the meetings, compared to 53% 

of middle-income households. Households with high baseline arsenic contamination 

in household drinking water were also more likely to attend the meetings. 

Communities also decided how to divide any required contributions between 

households and which households should take responsibility for the management 

and maintenance of each new well. 

Communities assigned to the cash approach had a maximum of 12 weeks to 

raise the required amount, during which time project staff visited the community 

several times in order to remind the communities of the deadline and monitor 

progress. Field staff initially gave them a six-week deadline, which could be extended 

twice for an additional three weeks on each occasion. 

Communities assigned to the labour approach were required to provide 

unskilled labour during the first three days of well installation, monitored by project 

staff. Communities assigned to the labour approach had to sign a contract 

committing to provide the labour contribution and had to coordinate with the project 

staff and the contractors to agree on a time to provide the labour contribution. In 

practice, the timing is mostly determined by contractor availability. Communities 

know in advance approximately when the labour contribution will be required, but 

there is some uncertainty until a few days before installation, resulting from variation 

in how long the wells scheduled immediately beforehand take to drill, which is 

uncertain ex ante. 

Well installation required drilling teams to manually turn a 60mm drill bit. 

Project staff, including the field engineer, supervised the installation in order to 

guarantee that the tubewell depth was adequate to reach an arsenic-safe aquifer. If 

an arsenic-safe aquifer was reached, the drill is lifted and withdrawn and a PVC pipe 

is inserted into the hole. Pumps maintain pressure in the excavation to reduce the 

likelihood of collapse of the excavation. If the underlying geology is very sandy, there 

is a risk that the excavation collapses and the PVC pipe cannot be inserted. 
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After installation of the PVC pipe and the pump body, we conducted 

laboratory water tests for arsenic, iron, and manganese, another local drinking water 

pollutant. If these test results were satisfactory, we finalized installation by installing 

a pump handle, and constructing a platform to protect the pump body and manage 

drainage around the pump. After the installation of the pump body and the platform, 

project staff organized a community meeting with wells users to appoint two 

responsible individuals as caretakers for each tubewell, one man and one woman. 

The appointed caretakers were trained by our field engineer in how to maintain the 

water source and keep the site clean. 

Project staff conducted three monitoring visits after the completion of the 

intervention, to evaluate usage and maintenance of the provided tubewells in the first 

few months after installation, respectively 6 weeks, 8 weeks, and 12 weeks after the 

construction of the tubewell pumpbody and platform. 

The installation procedure, from the first preparatory visits to the community 

to the completion of the construction of the pumpbody, took on average two months. 

In most treatment units, it was completed within four months. 

Communities who successfully completed the program had higher baseline 

arsenic contamination that those that did not. Other characteristics, including the 

poverty score, are not strongly correlated with successful completion of the program. 

Appendix Table A3 illustrates. 
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Table A3: Selection into successful installation 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 

 
 

 
 

 

Notes: Column 1 summarizes differences on listed characteristics between: i) households living in 
communities which completed all stages of the program and in which we attempted installation; 
and ii) households living in communities in which we did not attempt installation, because these 
communities either did not choose a site, could not identify a suitable piece of land, or did not 
raise cash contributions. Column 2 summarizes differences between: i) communities in which we 
successfully installed at least one water source and ii) communities in which we did not install any 
water sources. Results are obtain from a regression of the listed characteristic, measured at 
baseline, on the rate of attempted or successful installation. Installation rates can take the value 
0, 0.5 or 1. Regression at the household level with weights ensuring that all communities count 
equally, with centered controls for union-level stratification. Standard errors clustered by 
treatment unit. 

 Attempted 
installations 

Successful 
installations 

Obs. 

Arsenic contamination (WHO 
threshold) (HH test) 

0.06 0.02 4917 

(0.04) (0.04)  

Arsenic contamination (Bangladeshi 
threshold) (HH test) 

0.09*** 0.06* 4917 

(0.03) (0.03)  

Bacteria contamination (HH test) -0.00 0.00 4899 

 (0.03) (0.03)  

Household size -0.08 -.1* 4918 

 (0.05) (0.05)  

Poverty score - 2 USD -0.00 -0.00 4889 

 (0.01) (0.01)  

Not educated HH members (%) -0.00 -0.00 4918 

 (0.02) (0.02)  

Literacy rate in the household 0.01 0.00 4911 

 (0.02) (0.02)  

Network nominations -0.06 0.02 4918 

 (0.08) (0.07)  

Network size -0.06 0.03 4918 

 (0.08) (0.08)  

Muslim household 0.03 0.03 4913 

 (0.03) (0.02)  

High trust towards community 0.03 0.02 4914 

 (0.02) (0.03)  

Know association 0.01 0.02 4863 

 (0.02) (0.02)  
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B. Monitoring plan 

We monitored the implementation roll-out of the intervention via 

systematic and comprehensive data collection on most project activities. We 

collected most of the information used for monitoring using electronic forms, 

making it available immediately after submission to the research team. We 

exploited the electronic nature of this data collection in order to make information 

collected at previous stages of the project automatically available for project staff 

and to prevent important data collection procedures from being accidentally 

skipped. These elements minimized the risk that the intervention was not carried 

out accordingly to the treatment assignments or that information was mis-

recorded. 

We complemented the electronic data collection system with a range of 

additional project documentations: a record of all staff visits carried out to each 

treatment unit (Activity Report); an extensive qualitative narrative by project staff 

of all implementation stages in each treatment unit (Project Staff Report); records 

of attendance and participation in decision-making for each community 

meeting/caretaker selection meeting, using predefined household lists 

(Attendance Sheet); and other office records, including of installation processes, 

key dates for implementation, and caretaker training. Additionally, we required 

project staff to record all community meetings, and we have transcribed, translated 

and coded these audio records of the meetings. The total list of monitoring 

indicators is shown in Appendix Table B1. 
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Table B1: Monitoring of the intervention 

Indicator Mode of data collection 

 

Treatment randomization 

Number of public lottery meetings organized Researcher records  
Preparatory visits, information gathering, community mobilization 
Number of visits carried out Activity report 
Number of landmarks identified Electronic form 
Number of information meetings organized Electronic form  

Community decision-making 
Number of community meetings organized Electronic form/Activity report 
Duration of the community meeting Attendance sheet/Audio record 
Attendance at the community meeting Attendance sheet 

Number of households actively participating in the discussion Attendance sheet/Audio record  
Number of locations discussed during the community meeting Electronic form/Project staff report  
Number of locations agreed on during the community meeting Electronic form/Project staff report 
(If cash approach) Collection of cash contributions 

Number of visits carried out Activity report 
Total cash contributions collected Electronic form 
Number of contributing households Electronic form 
Installation of the pumpbody 
Number of installed deep tubewells Electronic form/Office records  
(If labour approach) Number of contributing households Electronic form 
Days between agreement and construction of the pumpbody Electronic form/Office records 
Tubewell depth Electronic form 

Water testing 
Number of water samples collected Electronic form 
Arsenic contamination Laboratory test 
Iron contamination Laboratory test 
Manganese contamination Laboratory test  
Construction of the platform 

Days between agreement and construction of the platform Electronic form/Office records Selection 
of caretakers 

Days between agreement and caretakers selection Electronic form/Office records Number 
of meeting for caretakers selection Attendance sheet/Activity report 
Attendance at the meeting for caretakers selection Attendance sheet 
Number of caretakers selected Electronic form  
Caretakers training 

Number of caretakers training sessions organized Office records 
Attendance at the caretakers training Office records  

Monitoring visits 
Number of visits carried out Electronic form/Activity report 

Notes: All indicators are obtained by primary sources of data. All indicators are at treatment unit 

or tubewell level, except the number of public lottery meetings organized and the number of 
caretakers training sessions organized. 
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C. Details on recruitment 

We targeted communities who faced a problem with arsenic contamination 

and lacked safe sources of drinking water. A major challenge was identifying these 

communities in a region with relatively limited up-to-date information on arsenic 

contamination. We pre-selected a list of candidate villages for the intervention on 

the basis of contamination levels reported in the available sources of arsenic testing 

data. We had access to village-level data from the following data sources: (i) data 

from the Bangladesh Arsenic Mitigation Water Supply Project (BAMWSP), which 

included a large tubewell testing program conducted between 1999 and 2006; (ii) 

a qualitative assessment from the Department of Public Health Engineering 

(DPHE) on the most arsenic-contaminated villages in the Bogra region; (iii) data 

collected in 2008 from the Bangladesh Social Development Services (BSDS). We 

pre-selected as candidate villages for receiving our intervention all villages 

identified by the DPHE as highly arsenic-contaminated or for which BAMWSP or 

BSDS data reported a share of arsenic-contaminated tubewells greater than or 

equal to 30%. We confirmed this initial selection by testing for arsenic 

contamination in a small sample of tubewells in the village. 

For these candidate villages, we defined treatment units of between 50 and 

250 households, as described in Section 3. We identified a total of 192 candidate 

treatment units in 103 villages, of which 51 were divided in two or more treatment 

units. We conducted a full census of existing sources of drinking water in these 

candidate treatment units. We used the water source contamination data in order 

to finalize the selection of the treatment units eligible for receiving the arsenic 

mitigation program. We excluded all treatment units with less than 15% arsenic-

contaminated water sources. We further screened treatment units with between 

15% and 25% arsenic-contaminated water sources by reviewing the maps obtained 

from the water source census, including them in the program only if they presented 

a well defined cluster of contaminated water sources. We excluded treatment units 

where arsenic-contaminated water sources were geographically scattered, because 

in these cases all households in the village already had a nearby source of arsenic-

safe water. We continued to recruit new unions and communities to the study and 
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implement the same recruitment policy until we achieved our target recruitment 

levels. The final study population consists of 171 treatment units, all of which had 

arsenic contamination levels greater than 25% or substantial clusters of arsenic 

contamination. 

We assigned treatment units to one of the treatment arms or the control 

group at public lottery meetings, as described in Section 5.4. At the public lottery 

meetings, representatives of the study communities expressed approval of the 

fairness of the approach of selecting treated villages. Treatment units assigned to 

the control group understandably expressed disappointment. Few communities 

expressed disappointment with assignment to a particular treatment arm (e.g. the 

cash contribution arm) at this stage of the process. 

D. Details on sampling and response rates 

Enumerators conducted the interview with the household head, their 

spouse, or another adult representative of the household. At baseline, the 

enumerators were able to conduct the interview with the household originally 

sampled for participating in the household survey in 92% of cases. When this was 

not possible, the reason was that the household was not found (33% of cases), that 

noone was at home during the visit from our enumerator (65% of cases), or that 

the respondent refused to participate in the survey (2% of cases). If selected 

households were not available for the interview or refused to participate, 

enumerators could select replacements from a randomly selected and ordered list 

of “replacement households”. Enumerators documented this replacement process 

in the household list used by the enumerators and recorded outcomes in the survey 

form, as they were required to fill in a form for any household that they tried to 

locate, regardless of whether or not they were successful in conducting an interview 

with the household. 

They always asked households for oral informed consent, both for the 

interview and, separately, for the water testing. At baseline, almost all households 

consented to the interview (99.8%) and to the water testing (99.6%). 
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At follow-up, the enumerators completed the interview with 99.85% of the 

households selected to participate in the follow-up household survey. We were 

unable to complete the interview with 4 households that migrated, 2 households 

with no surviving household member, and 5 households that declined to 

participate in the follow-up survey. Among households that we were able to 

successfully contact at follow-up, 99.9% agreed to the interview, and 99.1% to the 

water testing. 

The attrition rate between the baseline and the follow-up survey is 0.7%. 

E. Details on data collection 

Survey technology We collected survey data using tablets, using the 

technology platform SurveyCTO. The platform allowed us to introduce checks and 

constraints on enumerators’ entries at the moment of data collection, to 

automatically trigger the correct modules, and to prevent enumerators from 

accidentally skipping questions. 

Survey instrument development All survey instruments underwent a 

rigorous testing procedure, including at least two rounds of piloting. Enumerators 

and research assistants provided extensive feedback which was incorporated into 

the survey design. All survey forms were available in English and in Bengali, and 

enumerators were free to select the language version that they felt more 

comfortable with. The Bengali version was verified by back translation. 

Training At baseline and follow-up, the enumerators participated in a 

three-week training course including field testing, led by members of the research 

team. The same enumerators carried out data collection in both treated and control 

villages. 

Quality control The data collection process included monitoring tools, 

quality control measures, and incentives for enumerators. First, enumerators were 

required to finalize and submit the surveys collected at the end of each working 

day. We provided field supervisors with basic statistics on the number of surveys 

conducted by each enumerator, disaggregated by date and updated on a daily basis. 
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Second, we complemented this monitoring tool with weekly statistics with 

a more comprehensive assessment of each enumerator’s work, which included 

quality indicators such as the percentage of non-missing answers in the survey and 

the number of household members for which detailed demographic data were 

recorded in the household roster. We created an incentive structure for the 

enumerators by paying a weekly salary bonus to the five best-performing 

enumerators. 

Third, we randomly selected five households in each treatment unit for a 

back-check survey conducted by field supervisors. We selected a set of back-check 

questions from the main surveys. Each back-check survey consisted of a randomly-

chosen subset of these back-check questions. We provided field supervisors with a 

weekly summary of the comparisons between the back-check surveys and the data 

collected by field enumerators. 

Fourth, we exploited the electronic nature of the surveys in order to 

introduce unannounced time audits in the survey forms, which recorded the 

number of seconds spent on each question, providing us with another indication 

of data collection accuracy. 

Fifth, we took audio recordings of surveys (with consent from participants 

but for quality control purposes only), and discussed the audio recordings with the 

enumerators, providing guidance where necessary. 

Finally, we incorporated project monitoring data into checks and 

constraints at follow-up, for example adding verification questions if responses 

diverged from project records. 

We did this to ensure that we did not not miss important data. For example, 

if households denied all knowledge of the project, we did not ask them any follow-

up questions about the project. To minimize missing data, we prompted 

households in treated communities with a reminder of the project’s characteristics, 

allowing them to change their answer if they recalled the project after prompting. 
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We always recorded their initial responses, before prompting, and we always 

allowed respondents to report answers that diverged from our records. 

Baseline water source census At baseline, we conducted a full census 

of existing sources of drinking water. In order to identify all sources of drinking 

water, enumerators visited all households residing in the treatment unit and asked 

for an exhaustive list of nearby water sources. We used the existing administrative 

household list to structure the water source census, and collected information on 

households missing from that list during the census process. We also included 

public water sources in the census. 

Informing households of water quality test results Enumerators 

informed households of the results of the arsenic field tests immediately after 

reading the test results. Enumerators also gave a report card (in Bangla) to the 

owner/caretaker of the water source and to the households participating in the 

household survey, reporting the date of the test, the result of the arsenic field test, 

and providing information on actions to take in case the test results suggested 

contamination with arsenic or fecal bacteria. 

During the water source and household survey we asked respondents to 

provide us with a phone number to be used for receiving an SMS with the results 

from the fecal contamination test. At baseline, almost all respondents provided us 

with a phone number for further communications (99% of the respondents in the 

water source survey and 94% of the respondents in the household survey). At 

follow-up, 99% of respondents in the household survey provided us with a phone 

number. 

Correction to fecal contamination test data The correction we apply 

to the fecal contamination data accounts for variation in how long each test was 

left before entering the data, using information on the specificity and sensitivity of 

the fecal contamination field test from a similar set of samples, also from 

Bangladesh, reported in Gupta et al. (2008). The specificity and sensitivity of the 

test in reality will vary depending on the extent and not just the presence of 

contamination in the samples used. Ideally, we would use values of specificity and 
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sensitivity that were specific to the tubewell and household samples separately. 

However, these values are not available. 

We use the mean rate of positive tests, the sensitivity and the specificity to 

back out the probability that positive and negative test results truly reflect fecal 

contamination. Intuitively, the correction implies that a sample that turns black in 

a very short time period has a near 100% chance of contamination, while a sample 

that remains clear as time passes has an increasingly small probability of 

contamination. 

Matching households to water sources We used different approaches 

at baseline and follow-up to match households to water sources.  At baseline, we 

first conducted a full census of existing sources of drinking water. Then, during the 

household survey, each household identified the water source(s) used to obtain 

water for drinking or cooking purposes, selecting water sources from the list 

established during the baseline water source census. The sources were listed using 

a text description of their location, and the name of the landowner and/or 

caretaker, where applicable. We showed the respondent a picture of each water 

source that he/she selected from the list, to verify that we correctly match 

households to water sources. In 98% of cases, the respondent reported using a 

source from the water source census, indicating good coverage during the census. 

If the respondent reported using a water source not included in the water source 

census data, we collected the relevant information from this new source. At 

followup, we do not repeat the water source census from baseline, because of the 

cost of this exercise. Instead, we first conduct the household survey, and then 

collect data from all the water sources that households describe using. To avoid 

resurveying water sources multiple times, we tag each water source with a zip tie. 

If an enumerator visits a source that has already been surveyed, they record a 

photograph and take GPS coordinates, enabling us to confirm the match to the 

water source data already collected by another enumerator. 

Aggregation of information from multiple water sources At 

baseline, households reported using on average 1.03 water sources, in both treated 
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and control communities. The number of water sources used on average by 

households increases between baseline and follow-up in both treated and control 

communities, to respectively 1.24 and 1.12. At baseline, households obtained 99% 

of water from the primary source, in both treated and control communities. At 

follow-up, this share decreases to, respectively, 93% and 97% in treated and control 

communities. Where the household uses multiple water sources, the values of FCw 

and DISTw are weighted averages across the sources the household reports using, 

as we pre-specified in the pre-analysis plan. We weight each source by the fraction 

of drinking and cooking water a household reports collects from each source. 

Arsenic laboratory test Our original study design complemented the 

field testing procedure for household drinking water samples using a laboratory 

test for arsenic in a sub-sample of households. The tests were conducted at the 

Water Quality Testing Laboratory (WQTL) of NGO Forum for Public Health using 

an Atomic Absorption Spectrophotometer (AAS). At baseline, we randomly 

selected 10 households for the arsenic laboratory test, out of the 40 sampled for 

the household survey, in 92 treatment units. We stopped laboratory testing after 

92 treatment units because at the time we did not have sufficient funding secured 

to complete the tests, which are substantially more expensive than the arsenic field 

tests. In total, we tested 897 water samples in the laboratory at baseline. When the 

results for the two sets of tests are compared at baseline, they were highly 

correlated. Correlation is much weaker for the same two sets of tests at follow-up, 

indicating a possible problem with our tracking systems. 

F. Extended description of context 

This Appendix provides an extended description of the context, along with 

a detailed description of how each variable reported in Table 1 and Appendix Table 

F1 is constructed. 

Socio-economic context The study population consists of primarily 

agricultural communities. Among the study sample, 40% of household heads are 

employed in agriculture, 12% are day labourers, and 12% are small business 

owners. Communities are mostly poor or low income: 3.6% of households self-
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report as very poor, 22% as poor, 38% as low income, 34% as middle income, and 

2.3% as upper income. Appendix Table F1 shows baseline socio-economic 

characteristics of the household sample, including household size, religion, 

education levels, assets including land and livestock, and other proxies for wealth, 

including measures of housing quality. 

Appendix Table F1 also shows comparable statistics from the national rural 

population, obtained from the Multiple Indicator Cluster Survey (MICS) data 

generated by the Bangladesh Bureau of Statistics Ministry of Planning, in 

collaboration with the United Nations Children’s Fund (UNICEF). These 

comparisons allow us to evaluate how representative the study communities are of 

the rural population in Bangladesh and thus to what extent the results are likely to 

generalize. Table F1 shows that study population is largely representative of the 

national rural population, although households are somewhat smaller, more likely 

to be Muslim, and, if anything, slightly poorer than the rural average: they are less 

likely to own a mobile phone, although they are slightly more likely to own a 

motorized vehicle. 

Detailed description of construction of variables in Appendix 

Table F1 In order to compare the variables in our representative sample with the 

national sample, we computed the following variables: 

Household size To build this variable, we asked the respondents to list all the 

members of the household. The size varied between 1 and 15, with 25% of the 

sample having 4 members, and 89% of the households having ≤ 5 members. 

The household head is Muslim We asked the respondents the religion of each 

household member they had listed. For the sake of comparison, we only reported 

the answer for the household head. The answers given were “Muslim” (95.3% of 

the sample) and “Hindu” (4.7% of the sample). We constructed the dummy 

variable by assigning the value 1 if the answer was “Muslim” and 0 otherwise. 

The household head has no education We recorded the maximum level of 

education that the household head had obtained. In the sample, 42% of the 

respondents did not receive any education at all, 28% of the respondents did not 
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complete primary education, and 14% did not complete their secondary education. 

We constructed the dummy displayed in the table by coding as 1 the case in which 

the household head had no education at all, and 0 otherwise. 

The household owns livestock When asked the question “Does your 

household own any livestock?”, about 76% of the respondents answered “yes” 

(coded as 1 when constructing the dummy variable) and about 24% answered “no” 

(coded as 0). 

The household owns land for cultivation We asked the respondents the 

following question: “Does any member of your household own any land for 

cultivation (including land rented out)?”. We coded the answer “yes” as 1, as 0 

otherwise. 

Land owned by the household (acres) We asked respondents who had 

previously said that someone in the household owns land for cultivation how much 

land they own, expressed in decimals. In order to make this variable comparable 

with the MICS data, we converted the data to acres and Winsorized the variable at 

95 and 1: anything below one acre was counted as 1, and anything above 95 was 

counted as 95. 

 Ownership of a motorized vehicle We coded this variable as 1 if the 

household reports ownership of a car, a truck, or a motorcycle/scooter. 

The household has some kind of toilet facility To construct this variable, we 

coded as 0 the cases in which the respondents, when asked to specify the kind of 

toilet facility the household uses, chose one of these two options: “No facility, Bush, 

Field” or “Bucket”. All other options featured some sort of toilet facility and were 

coded as 1. Specifically, other options that were chosen by a non negligible portion 

of the sample included: “Flush to pit” (27% of the sample), “Flush to septic tank” 

(9% of the sample), “Pit latrine with slab” (28% of the sample), and “Open pit” (11% 

of the sample). 

Number of rooms to sleep We asked respondents to state the number of rooms 

in the house that are used for sleeping at night. If the whole house consisted of one 

room, the variable was coded as 1. Answers ranged between 1 and 14, with 45% of 

the sample having exactly 2, and 96% of the respondents having ≤ 3 rooms for 

sleeping. 
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The floor is made of earth or sand To build this variable, we set to 0 the cases 

in which the answer was one of the following: the floor is made of cement, of 

palm/bamboo, or of wood planks. 

The roof is made of metal This variable was set to 0 for all the following 

answers: the roof is made of thatch, of palm/bamboo, of cement, of sod, of rustic 

mat, of wood, of roofing shingles, or of ceramic tiles. 

Detailed description of construction of variables in Table 1 To 

build a set of water-related characteristics comparable with the variables available 

in MICS, we made the following adjustments. 

Arsenic contamination This variable takes the values 0, 10, 25, 50, 100, and 

500. The MICS database also featured 1000 as a possible value; for sake of 

comparability, we counted these cases as being 500. The threshold defined by the 

WHO to determine whether a water sample is contaminated is 10 ppb, while the 

threshold according to Bangladeshi standards is 50 ppb; we report these two 

threshold measures both for the household sample and for the water source 

sample. Also, in MICS the number of observations they gathered for this indicator 

was considerably smaller than for the rest of the database: they selected only five 

household per cluster for arsenic testing (while in the rest of the database, there 

are 20 households per cluster). So the number of observations for arsenic 

contamination in household drinking water drops to 12952, while in the rest of the 

database it is around 52000. The test for arsenic contamination performed on the 

sample of water collected directly at the water source has a sample of 2544 water 

sources. 

Bacteria contamination In the MICS data, this variable is coded as 1 if the 

recorded number of colonies in the water sample was larger than 1 cfu / 100 ml. It 

was coded as 0 otherwise. In MICS the number of observations they gathered for 

this indicator was considerably smaller than for the rest of the database. In fact, 

they selected only one household per cluster in which they performed the bacteria 

contamination test (while in the rest of the dataset there are 20 households per 

cluster). So the number of observations for this variable falls to 2592. 
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 Storage dummy (observed) This variable records the enumerator’s 

observation of how the water for the household sample was collected. It takes the 

value 1 if the respondent collected water from either a storage container and the 

value 0 otherwise. 

The water is treated to make it safe for drinking This variable takes the 

value 1 if the household usually treats water in one of the following ways before 

drinking it: boiling, adding bleach/chlorine, straining it through a cloth, using a 

water filter, exposing stored water to sunlight, or letting it stand and settle to then 

decant it without disturbing the settled particles. It is coded as 0 otherwise. 

Time needed to collect water (mins) In the MICS survey, the question the 

interviewer asked was “How long does it take to go to the water source, get water, 

and come back?” We asked for walking time (one-way) and queueing time 

separately. To compare the two measures, we calculated total time to collect water 

as follows: 

Total time = Walking time ∗ 2 + Queueing time + 0.5 

Where Walking time is the time needed for a one way trip to the primary water 

source, Queueing time accounts for the time spent waiting to collect the water at the 

water source, and 30 seconds is the approximate time needed to fill a standard 

container. 

Water collected per day (litres) In the MICS data, the amount of water 

collected by respondents is reported in categories (5-10 litres, 10-20, 20-50, 50-

100, 100-200, ≥ 200 litres). We converted the MICS data to a continuous masure 

by assigning to each category its central value (e.g. 7.5 for the “5-10 litres” category, 

15 for the “10-20 litres” category etc). Since the highest category only had a lower 

bound, we assigned that values in that category the value of the lower bound, 200 

litres. 
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Table F1: Socio-economic characteristics - Descriptive statistics 

 
 

Study sample 
National rural 

population 

 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 

 
 

 
 

 
 
 
 

 

 
 

 
 
 

 

Notes: The table reports means and standard errors (in parentheses), obtained from a 
regression with no constant of each control on indicators for the study sample and the 
nationally-representative sample. Standard errors are clustered at Primary Sampling Units 
level (“Treatment unit” for the study sample and “Cluster” for the Nationally representative 
sample).

  

Household size 3.9 4.6 

 (.022) (.015) 

The household head is muslim .94 .87 

 (.012) (.0057) 

The household head has no education .42 .46 

 (.0094) (.0038) 

The household owns livestock .76 .74 

 (.0086) (.0037) 

The household owns land for cultivation .53 .48 

 (.011) (.004) 

Land owned by the household (acres) 1 1.2 

 (.049) (.053) 

HH has some toilet facility .84 .94 

 (.0082) (.0028) 

Number of rooms to sleep 1.9 2 

 (.016) (.009) 

The floor is made of earth or sand .84 .85 

 (.0084) (.004) 

The roof is made of metal .96 .92 

 (.0046) (.003) 

Mobile phone ownership .6 .83 

 (.017) (.0027) 

Ownership of a motorized vehicle .065 .051 

 (.0036) (.0013) 
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G. Balance 

In this section, we confirm that the process of random assignment to 

treatment was successful in creating groups that are statistically equivalent with 

respect to baseline characteristics. 

Appendix Table G1 shows that the treated and control groups are similar on 

socio-economic characteristics. We report individual balance checks for 12 

variables, along with two tests for joint similarity on all 12 variables. When we 

compare treated to control communities, only two individual tests reject that the 

means are equal at the 10% level, and neither joint test rejects that the means are 

equal. We also compare each contribution treatment arm to the control group 

separately (resulting in 36 individual tests and 6 joint tests). Five out of 36 

individual tests reject equality of means at the 10% level, of which 2 also reject 

equality of means at the 5% level. These differences are approximately consistent 

with differences that could arise due to chance. 

Appendix Table G2 repeats this exercise for measures of baseline water use. 

At first glance, these results are less reassuring, as 4 out of 10 tests reject equality 

of means between treated and control groups at baseline, suggesting that treated 

communities have higher arsenic contamination than control communities. 

However, all four tests that fail are for highly correlated variables. The joint tests, 

which account for correlation between these variables, do not reject equality of 

means between treated and control groups on all variables, confirming that the 

differences on the individual tests are not inconsistent with the null hypothesis of 

random assignment to treatment. 
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Table G1: Socio-economic characteristics: Balance check 
 

 Control Treated Cash Labour Waiver 

Household size 3.8 3.9 3.9 3.9 3.8 

 (0.081) (0.077) (0.089) (0.080) (0.088) 

The household head is muslim .99 .98 .98 .97 .99 

 (0.022) (0.012) (0.023) (0.023) (0.025) 

The household head has no education .46 .47 .45 .47 .49 
 (0.034) (0.031) (0.036) (0.038) (0.034) 

The household owns livestock .78 .81 .82* .79 .81 
 (0.033) (0.023) (0.026) (0.025) (0.027) 

The household owns land for cultivation .58 .59 .58 .61 .57 
 (0.035) (0.027) (0.030) (0.029) (0.032) 

Land owned by the household (acres) 1.1 1 .98 .95 1.1 

 (0.118) (0.068) (0.091) (0.093) (0.118) 

HH has some toilet facility .85 .85 .83 .86 .85 

 (0.025) (0.020) (0.023) (0.025) (0.023) 

Number of rooms to sleep 1.9 1.9 1.9 1.9 1.8* 

 (0.049) (0.041) (0.046) (0.049) (0.043) 

The floor is made of earth or sand .86 .86 .87 .86 .85 
 (0.035) (0.031) (0.031) (0.036) (0.033) 

The roof is made of metal .95 .97 .97 .98** .96 
 (0.017) (0.011) (0.013) (0.012) (0.013) 

Mobile phone ownership .65 .7* .69 .72* .7 
 (0.053) (0.040) (0.043) (0.046) (0.044) 

Ownership of a motorized vehicle .042 .055* .057 .063** .043 

 (0.011) (0.010) (0.011) (0.012) (0.011) 

Pvalue of F-test for joint significance  0.449 0.316 0.005 0.501 

Pvalue of Hotelling’s T-Squared test  0.309 0.559 0.099 0.805 

Notes: The table reports means and standard errors (in parentheses). Standard errors are clustered by community. Significance levels 
are obtained from a regression at household level of each outcome variable on indicators for the treatment assignments (with no 
constant and union dummies) and pairwise tests of the difference between the means of each treatment group versus the control 
group. The F-test is obtained by regressing indicators for treatment status on the full set of controls (including union dummies) and 
testing for joint significance. 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table G2: Water-related characteristics: Balance check 
 

 Control Treated Cash Labour Waiver 

Arsenic contamination (WHO threshold) (HH 
test) 

.53 .6** .61* .61* .58 

 (0.064) (0.063) (0.070) (0.069) (0.070) 

Arsenic contamination (Bangladeshi threshold) 
(HH test) 

.15 .22** .21 .21 .25** 

 (0.046) (0.044) (0.048) (0.046) (0.053) 

Fecal contamination (HH test) .59 .56 .56 .57 .56 

 (0.026) (0.024) (0.028) (0.027) (0.027) 

WS arsenic contamination (WHO threshold) .62 .71** .71** .72** .69 

 (0.070) (0.070) (0.078) (0.076) (0.074) 

WS arsenic contamination (Bangladeshi threshold) .23 .32*** .32** .3 .35*** 

 (0.050) (0.049) (0.054) (0.054) (0.059) 

WS fecal contamination .62 .6 .6 .6 .61 

 (0.023) (0.017) (0.020) (0.022) (0.021) 

The water is treated to make it safe for drinking .16 .17 .16 .2 .15 

 (0.039) (0.043) (0.038) (0.048) (0.039) 

Household observed to store drinking water .64 .65 .65 .67 .62 

 (0.031) (0.024) (0.026) (0.028) (0.028) 

Time needed to collect water (minutes) 2.1 2.1 2.1 2.1 2.1 

 (0.094) (0.061) (0.077) (0.074) (0.092) 

Water collected per day (litres) 53 53 53 51 55 

 (4.406) (3.773) (4.350) (4.415) (4.153) 

WTP for a new WS in a socially optimal location 88 98 103 103 85 

 (12.311) (12.073) (13.384) (14.206) (12.035) 

Pvalue of F-test for joint significance  0.153 0.064 0.110 0.007 

Pvalue of Hotelling’s T-Squared test  0.611 0.533 0.444 0.237 

Notes: The table reports means and standard errors (in parentheses). Standard errors are clustered by community. 
Significance levels are obtained from a regression at household level of each outcome variable on indicators for the four 
treatment assignments (with no constant and union dummies) and pairwise tests of the difference between the means of each 
treatment group versus the control group. The F-test is obtained by regressing indicators for treatment status on the full set 
of controls (including union dummies) and testing for joint significance. 
* p < 0.1, ** p < 0.05, *** p < 0.01. 
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H. Pre-registration 

Table H1 summarizes the pre-specified key research questions. Table H2 lists the 

pre-specified primary and secondary measures for the main outcomes of interest. 
  

Table H1: Pre-specified key research questions 
 

1. What is the average effect of the program on household water quality, measured: 

(a) by arsenic contamination in drinking water? 

(b) by fecal contamination in drinking water? 

2. How does the program change behaviour with respect to obtaining water for 

drinking and cooking? 

(a) What is the average effect of the program on water quality of the source 

used by the household, measured by source arsenic contamination? 

(b) What is the average effect of the program on water quality of the source 

used by the household, measured by source fecal contamination? 

(c) What is the average effect of the program on distance walked to collect 

water? 

(d) What is the average effect of the program on household water storage 

practices? 

3. What is the causal effect of the changes in behaviour on household water 

quality? 

(a) What is the causal effect of water source quality on household water 

quality? 

(b) What is the causal effect of transport distance on household water quality? 

(c) What is the causal effect of storage practice on household water quality? 
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Table H2: Pre-specified measures of main variables of interest 

 

Evaluation  
Question Variables  

 

1a Arsenic field test of household water above WHO standard 

(10ppb)  

 Arsenic field test of household water above Bangladeshi standard (50ppb)  

 Arsenic lab test of household water above Bangladeshi standard (50ppb)  

 Arsenic lab test of household water above WHO standard (10ppb) 

Arsenic field test of household water result Arsenic lab test of household 

water result 

1b Indicator for fecal contamination of household water 

2a Arsenic field test of source water above WHO standard (10ppb) 

 Arsenic field test of source water above Bangladeshi standard (50ppb) 

 Arsenic field test of source water result 

2b Indicator for fecal contamination of source water 

2c Calculated distance between household and primary water 

source in metres 

Reported distance walked to collect safe drinking water in minutes 

2d Indicator for whether household is observed to obtain drinking 

water from storage 

Indicator for whether household reports regularly storing drinking water 

Indicator for whether household reports/is observed storing water in an 

open container 

Indicator for whether household reports/is observed storing water at 

floor level 

Indicator for whether household reports/is observed scooping water from 

storage container 

Notes: Pre-specified primary measures highlighted in bold. 
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I. Ethical concerns 

Before implementation, we developed a study protocol complying with all 

international human subject research standards. NGO Forum for Public Health 

obtained permission from the NGO Affairs Bureau in Bangladesh. There is 

currently no Swedish body to formally evaluate social sciences research overseas, 

and there is no independent Bangladeshi body to evaluate social science research. 

We therefore obtained independent review of our study protocol and follow-up 

data collection procedure from Ethical and Independent Review Services, an 

independent institutional review board based in the United States. 

We obtained informed consent before enrolling any subject into the study. 

We obtained oral consent since we expected around two-thirds of study 

participants to have very limited literacy. All recruitment and consent procedures 

and study materials were translated into Bengali; informed oral consent is 

obtained in Bengali; and all survey data is collected in Bengali. 

The risks associated with the study were minimal. The questions asked in 

the interviews were not sensitive. Participants could refuse to answer any question 

and interviewers were trained to conduct the interviews according to these rules. 

There was a risk of invasion of privacy, since we went to potential subjects’ homes 

to ask for permission to interview them. The interview could then take place in 

their home. We strove to minimize the risk by asking permission and by asking 

where would be the preferred place for an interview if one occurred. 

We preserved the confidentiality of the information provided to us. 

Households were assigned identification numbers, which are used to store and to 

organize the data, rendering the data anonymous. We store information linking 

identification numbers to names, addresses and GPS data securely either on a 

password protected server or in a locked office. We did not distribute this data to 

anyone other than co-investigators. The data is necessary to locate households who 

agree to participate in follow-up surveys and will be stored for the duration of this 

study and follow-up studies. 
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The overall benefits of this study are the potential improvements to projects 

designed to extend access to safe drinking water and potential reductions in the 

unintended consequences of such projects. Therefore, the potential benefits of the 

study are quite significant. These benefits are available to all people who lack 

access to safe drinking water, not just those who agreed to participate in the study. 

Households or tubewell caretakers who participated in the water testing 

program could also acquire information about water source and drinking water 

quality, which they could use to reduce exposure to unsafe water. Households who 

participated in the study also had the opportunity to benefit directly from the safe 

drinking water intervention. The benefits from the safe drinking water 

intervention are available to all community members, not only survey participants, 

and will remain available as long as the community maintains and repairs the 

installed water source(s). 

The alternative to participation was simply not to participate in the study. 

Subjects who chose to participate could withdraw at any time without any penalty. 

Also, those who did not withdraw could choose not to answer any particular 

question. Since the risks were minimal, the benefits should easily outweigh the 

risks for those who participated in the survey.  

Additionally, the program requires participation in a community meeting 

and agreement over where to locate any water sources installed. The community 

meetings are open to the entire community, not only to survey participants, and 

no distinction is made in the decision-making process between those who 

participated in the survey and those who did not, either because they chose not to 

or because they were not randomly sampled for inclusion. The community 

decision-making process might exacerbate any pre-existing community tensions. 

However, the risks of participating in the intervention are no greater than those 

associated with participating in any community or NGO-led program to improve 

access to safe drinking water, or more broadly, improve local public services. 
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J. Power calculations 

We carried out power calculations by simulating follow-up data, before 

collecting any follow-up data. To simulate follow-up data, we used baseline data, 

project implementation data, and plausible parameter values and assumptions 

about behavioural change, based on previous studies and our own experience. 

Our simulation was based on the following key assumptions: i) that absent 

our pro- gram, approximately 1/3 households would switch water source between 

baseline and follow-up; ii) that water quality in the new source would be a random 

draw from the baseline distribution in that treatment unit;1  iii) that distance to the 

new source is a random draw between the minimum distance to a source in the 

treatment unit and a 50% increase in walking distance. For simplicity, we assumed 

that households rely on a single source, which was the case for 96% of observations 

at baseline. These assumptions yield behaviour that matched our previous studies, 

baseline data and qualitative reports from the field. 

In total, 117 treatment units are assigned to treatment under one of the three 

contribution conditions.2 We successfully installed water sources on average in 82 

(70%) of these treatment units. Based on these installation numbers, we simulated 

take-up of installed sources based on what households reported to us at baseline 

about whether they would adopt a new safe source at a given distance from their 

home. These assumptions yielded aggregate take-up rates that were consistent 

with our previous work (Madajewicz et al., 2020). Under these assumptions, we 

calculated source water quality and distance to the main water source used at 

follow-up. We assumed that project sources would be free from arsenic (correctly) 

and fecal contamination (erroneously). 

 
1This assumption is conservative with respect to introducing noise into the simulated follow-up 
data. 

2  Note that these numbers reflected expected sample size before the additional IGC funding 
allowed us to extend sample size by a total 16 treatment units, 12 of which received treatment. 
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We use the correlation between source and household arsenic levels at 

baseline to predict household arsenic levels at follow-up, adding noise distributed 

according to the residual variance in household arsenic levels at baseline after 

controlling for water source arsenic levels at baseline. 

To simulate storage behaviour at follow-up, we assume that household 

storage behaviour is correlated across time (using, as an imperfect proxy, the 

correlation between a measure of habitual storage behaviour and a measure of 

observed storage behaviour at the time of the baseline survey), and increases with 

distance to collect water (using the baseline correlation between distance to a water 

source and storage practices). Again, we add residual noise consistent with the 

residual variance in storage practice at baseline after accounting for distance to 

water source and autocorrelation between measures of storage measure practice. 

Finally, we use plausible effect sizes to simulate household bacteria levels at 

follow-up i.e. we assumed that switching to a bacteria-safe source yields a 30% 

drop in household contamination (Kremer et al., 2011); that walking an additional 

100m to collect water increases risk of bacterial contamination by 2%; and that 

storage increases the risk of bacterial contamination by 5%. 

We modelled intra-cluster correlation modelled implicitly via the true intra-

cluster correlation in the baseline data. Where relevant, we clustered standard 

errors by treatment unit. 
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We summarize the results of our power calculations in Table J1. We 

obtained minimum detectable effects at the 5% level by multiplying the estimated 

standard deviation of coefficients by 2.8. Note that an average change of 2.2m in 

walking distance corresponds to 7% of median distance to a water source at 

baseline. These minimum detectable effects compared favorably to the treatment 

effects we expected.  

K. Scaled estimates of impact (not pre-specifted) 

The main program estimates we report are intent-to-treat estimates, in that 

they estimate the average effect of the program regardless of whether any wells 

were actually installed. We can alternatively use assignment to each of the three 

treatment arms as instruments for the number of wells installed per household. 

Using this approach, we can estimate the effect of well installation on the treated, 

under the reasonable but formally untestable assumption that program effects only 

operate via the provision of new wells. This Appendix provides an extended 

description of these estimates, which we refer to throughout the main paper as the 

“scaled” estimates. 

The first stage equation is: 

 

where wellsc is the number of wells installed in community c, householdsc is the 

number of households in community c, and TC is a dummy variable which is equal 

to one if community c received treatment under contribution requirement C and 

zero otherwise. We include stratification controls as lottery fixed effects, denoted 

��� above.  

We then estimate the structural equation: 
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The estimated coefficient βs captures the change in the outcome variable 

obtained by changing the number of wells per household from zero to one, or in 

other words, going from no wells built per household to one well built for each 

household in the community. We estimate the average effects over the range of 

wells per household provided under the program. When the outcome variable yic 

is a dummy variable, the coefficient βs captures the change in the fraction of 

households with the given characteristic obtained by changing the number of wells 

per household from zero to one. Multiplying βs by 0.01 gives, for example, the 

scaled effect of building one well per 100 households. 

The mean program estimates, in terms of the change in the fraction of 

households exposed to contamination, are approximated by multiplying βs 

by
�����

 ����������
, where wells is the mean number of wells installed in each community 

and households is the mean number of households in each community. Dividing 

the mean program impact by the mean number of wells installed and multiplying 

by the mean number of households shows that βs is also equal to the total number 

of households changing status per well installed under the program. 

Naturally, the impacts will differ depending on baseline arsenic 

contamination and the density of households in the communities, among other 

things. All else equal, more households will adopt the well when baseline arsenic 

contamination is higher and when more households live a short distance from the 

well. The impacts we estimate are specific to the context of this study. However, 

estimating similar regressions using data from Madajewicz et al. (2020) yields 

similar magnitude estimates, despite quite different levels of baseline arsenic 

contamination. 

The effects reported in Table K1 suggest that installing one well per 100 

households would decrease arsenic contamination in water sources by about 10 

percentage points and fecal water source contamination by 4 percentage points. 

Scaled instrumental variables analyses of the transport variables suggest positive 

effects on distance to collect water for both measured and self-reported variables, 

although the effects on measured distance are considerably smaller in magnitude 
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than the effects on reported distance, if we convert the estimated effect in metres 

to an estimated effect in minutes. Again, this pattern of results is consistent with 

the hypothesis that measurement error contaminates the results on calculated 

distances using GPS coordinates. The instrumental variables estimates on storage 

also suggest small positive effects on the likelihood that water is stored before 

drinking, but we cannot rule out null effects or small negative effects.  

 

The net effects we report in Table K3 imply that installing one well per 100 

households would decrease household arsenic contamination by about 4.6 

percentage points but increase household fecal contamination by about 1.6 

percentage points, although, in both cases, we also cannot reject either null effects 

or small effects in the opposite directions. 

Together, the results on arsenic contamination suggest that each well 

installed by the project eliminates exposure to arsenic for between 5 and 10 

households. 
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Table K2: Effect of water sources installed per household on transport and storage 

practice: Instrumental variables estimates 
 

 Distance 

HH-WS 

(m) 

 Distance HH-

WS (min) 

 Observed 

storage 

 Reported 

storage 

 

(1)  (2)  (3)  (4) 

Wells installed per 
household 

89.111  12.373***  0.878  1.962  

(176.038)  (3.273)  (3.725)  (3.979)  

First stage F-statistic 89.4  91.7  93.5  93.5  

R2 0.01  0.01  0.02  0.02  

Obs 5832  5729  6050  6051  

Notes: Table shows estimated impact of installed wells. Regression in first differences, using 
dummies for assignment to the three treatment arms to predict number of installed wells per 
household and including stratification controls. Analysis is at the household level with weights 
applied so that each community counts equally in the analysis. Standard errors clustered by 
community. 

 

Table K3: Effect of water sources installed per household on household water 

quality: Instrumental variables estimates 
 

 Arsenic 

contamination 

(WHO 

threshold) 

  
Fecal 

contamination 

 

(1)  (2) 

Wells installed per household -4.551  1.628  

 (3.010)  (2.560)  

First stage F-statistic 93.5  93.4  

R2 0.01  0.03  

Obs 6051  6048  

Notes: Table shows estimated impact of installed wells. Regression in first differences, using 
dummies for assignment to the three treatment arms to predict number of installed wells per 

household and including stratification controls. Analysis is at the household level with 

weights applied so that each community counts equally in the analysis. Standard errors 

clustered by community. 
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L. Descriptive evidence on changes in control group 

Households in the control group in our sample experience a considerable 

reduction in exposure to arsenic contamination, both when measured at source 

(Table 3) and when measured in household drinking water (Table 6). This 

appendix provides descriptive evidence regarding the possible reasons for this 

change. 

We first focus on well-switching. Other studies find that providing 

information about arsenic contamination, as we do for all wells in both treated and 

control villages, can lead households whose wells are unsafe to switch to using safer 

wells, even in the absence of any additional interventions (Madajewicz et al., 2007; 

Huhmann et al., 2019). Table L1 shows that, although households in the treated 

group are more likely to adopt new sources and obtain a larger fraction of their 

drinking water from new sources at follow-up, a substantial fraction of households 

in control communities also adopt new sources. Specifically, 13% of households in 

the control group adopt at least one new source between baseline and follow-up, 

and households in the control village obtain 11% of their drinking water from 

newly-adopted sources at follow-up. 

Table L1: Well-switching behaviour 

 

 

 

 

 

 

Notes: Analysis is at the household level 
with weights applied so that each 
community counts equally in the analysis. 
Standard errors clustered by community. 

 

  

 
Uses any 

new source 

Fraction 
water from 
new source 

 

 (1)  (2)  

Treated 

 
Constant 

0.165*** 

(0.021) 

0.134*** 

(0.011) 

 0.096*** 

(0.014) 

0.111*** 

(0.009) 

 

R2 0.06  0.04  

N 7946  7946  



CHAPTER IV - APPENDIX 

264 

Other studies find that households with arsenic contamination are 

substantially more likely to adopt new sources than households with safe sources 

at baseline (Madajewicz et al., 2007; Huhmann et al., 2019). In our study, we find 

that households with arsenic contamination at baseline are only fractionally more 

likely to adopt new sources at follow-up than are households without arsenic 

contamination at baseline. Depending on how we measure arsenic contamination 

at baseline, an additional 2 to 3% of households with arsenic contamination at 

baseline adopt new sources.  

Statistically, for most specifications, we cannot reject the null hypothesis 

that the rate of adoption of new sources is the same for households with and 

without arsenic contamination at baseline, although we do reject this null 

hypothesis at the 10% level when we measure baseline arsenic contamination at 

source at the WHO threshold. Tables L2a and L2b shows the results. 

Table L2a: Heterogeneity in well-switching behaviour with respect to 

baseline household contamination 

 Uses any 
new 

source 

 Uses any 
new 

source 

 Fraction 
water 

from new 
source 

 Fraction 
water 

from new 
source 

 

 (1)  (2)  (3)  (4) 
 

Treated 0.115***  0.138***  0.059***  0.084***  

 (0.024)  (0.020)  (0.020)  (0.015)  

Baseline As > 10 ppb 0.028    0.019    

 (0.018)    (0.017)    

Treated x baseline As > 10 ppb 0.047*    0.035    

 (0.027)    (0.021)    

Baseline As > 50 ppb   0.022    0.027  

   (0.017)    (0.017)  

Treated x baseline As > 50 ppb   0.049*    0.014  

   (0.028)    (0.022)  

Constant 0.118***  0.126***  0.103***  0.103***  

 (0.016)  (0.011)  (0.016)  (0.010)  

R2 0.08  0.08  0.05  0.05  

N 6480  6480  6480  6480  
 

Notes: Analysis is at the household level with weights applied so that each community counts 
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equally in the analysis. Standard errors clustered by community. 

For well-switching to help explain the reduction in exposure to arsenic in 

the control group, well-switching must be associated with a reduction in exposure 

to arsenic. Table L3a evaluates whether adopting a new source is associated with a 

reduction in exposure to arsenic and whether this relationship differs in treated 

and control communities. Table L3a repeats this analysis, measuring adoption of 

new sources in fractional terms. 

For most measures, adopting a new source in the control is associated with 

a 3 to 5 percentage point fall in exposure to arsenic contamination, although we 

cannot reject the null hypothesis of no relationship between new source adoption 

and changes in exposure to arsenic for any of the eight different possible 

specifications (combining changes in arsenic contamination at the WHO and 

Bangladeshi thresholds; at source and in the household; and measuring adoption 

in two different ways). Most of the change in arsenic contamination at the 

household and water source level in the control group is unexplained by source 

changes, as we can see by the fact that the intercept remains strongly negative, at 

least for changes in arsenic contamination at the WHO threshold. In contrast, 

households who adopt a new source in the treated communities are more likely to 

reduce their exposure to arsenic than are households who adopt a new source in 

the control communities, and this difference is statistically significant at the 5% 

level in three out of eight specifications, a pattern that is unlikely to have arisen 

due to chance. 
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Table L2b: Heterogeneity in well-switching behaviour with respect to 

baseline water source arsenic contamination 

 Uses any 
new 

source 

 Uses any 
new 

source 

 Fraction 
water 

from new 
source 

 Fraction 
water 

from new 
source 

 

 (1)  (2)  (3)  (4) 
 

Treated 0.127***  0.125***  0.082***  0.075***  

 (0.024)  (0.021)  (0.018)  (0.015)  

Baseline As > 10 ppb 0.021*    0.019*    

 (0.011)    (0.011)    

Treated x baseline As > 10 ppb 0.032    0.007    

 (0.026)    (0.019)    

Baseline As > 50 ppb   0.027    0.024  

   (0.022)    (0.020)  

Treated x baseline As > 50 ppb   0.048    0.022  

   (0.030)    (0.024)  

Constant 0.118***  0.127***  0.097***  0.105***  

 (0.013)  (0.011)  (0.012)  (0.011)  

R2 0.07  0.08  0.05  0.05  

N 6467  6465  6467  6465  

 

Notes: Analysis is at the household level with weights applied so that each community counts 

equally in the analysis. Standard errors clustered by community. 

 
The main reason that well-switching is only weakly associated with a 

reduction in exposure to arsenic is that the vast majority of households that report 

adopting a new well switch to a new source that has recently been built, not to 

another source that they know to be safe. Most are therefore switching to a well of 

uncertain safety. As a result, wells that households in the control group adopt 

between baseline and follow-up are no more or less likely to be arsenic 

contaminated than other wells in the same community (results available on 

request). 

Given that i) rates of well-switching in the control group do not differ greatly 

between households with and without arsenic contamination at baseline; and ii) 

well-switching is only very weakly associated with changes in arsenic 
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contamination, it seems unlikely that well-switching can explain the changes in 

arsenic contamination we see in the control group in our context. 

 
Table L3a: Correlation between switching to any new source and change in 

arsenic contamination 

 

 As > 10 ppb 

(household) 

 As > 50 ppb 

(household) 

 As > 10 ppb 

(water source) 

 As > 50 ppb 

(water source) 

 

(1)  (2)  (3)  (4) 

Uses any new source -0.051  -0.002  -0.032  0.002  

 (0.033)  (0.030)  (0.034)  (0.046)  

Treated -0.008  0.008  -0.034  -0.004  

 (0.020)  (0.018)  (0.024)  (0.018)  

Treated x uses any new source -0.041  -0.020  -0.082**  -0.066  

 (0.039)  (0.038)  (0.041)  (0.049)  

Constant -0.082***  -0.012  -0.061***  -0.004  

 (0.016)  (0.013)  (0.018)  (0.015)  

R2 0.03 0.02 0.05 0.04 

N 6430 6430 6349 6348 

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Standard errors clustered by community. 
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Table L3b: Correlation between fraction of water from a new source and 

change in arsenic contamination 

 As > 10 ppb 

(household) 

 As > 50 ppb 

(household) 

 As > 10 ppb 

(water source) 

 As > 50 ppb 

(water source) 

 

(1)  (2)  (3)  (4) 

Fraction water from new 
source 

-0.047  -0.044  -0.033  -0.038  

 (0.039)  (0.031)  (0.038)  (0.052)  

Treated -0.003  0.005  -0.037  -0.009  

 (0.021)  (0.017)  (0.024)  (0.018)  

Treated x fraction water 
from new source 

-0.100**  0.009  -0.110**  -0.051  

 (0.046)  (0.042)  (0.049)  (0.058)  

Constant -0.083***  -0.009  -0.061***  -0.001  

 (0.016)  (0.014)  (0.017)  (0.015)  

R2 0.03  0.02  0.05  0.04  

N 6430  6430  6349  6348  

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Standard errors clustered by community. 

 

Table L4 shows the results of a simple exercise which helps understand 

other possible explanations for the change in arsenic contamination we observe in 

the control group. For a large number of wells (6013), we have measures of 

contamination at both baseline and follow-up. These are not a randomly selected 

sample of wells, as they are the wells that at least one household used at baseline 

and at follow-up. However, they constitute more than 80% of the wells used by at 

least one household at follow-up, so they are quite a representative sample of the 

wells used by households in our study area. Additionally, in the control group, they 

are statistically identical to wells in the same communities at baseline. 

Water from these wells is 6.3 percentage points less likely to be 

contaminated with arsenic at the WHO threshold at follow-up than at baseline and 

1.2 percentage points less likely to be contaminated with arsenic at the Bangladeshi 

threshold. Despite these differences, the average estimated contamination level is 

8 ppb higher at follow-up than at baseline. Changes in arsenic contamination in 

wells in treated communities are not statistically different from changes in 

contamination in wells in control communities. It is possible that changes in the 
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way enumerators measured arsenic contamination could explain these differences. 

However, we used exactly the same testing process and provided the same training 

to enumerators at both baseline and follow-up. Additionally, it is hard to see why 

changes in measurement should yield higher average concentrations but lower 

incidences of concentrations above the contamination thresholds. The magnitude 

of the changes is, however, consistent with fluctuations in arsenic contamination 

observed in other studies which track deep tubewells over substantial periods of 

time (Bhattacharya et al., 2011, e.g.,). 

Table L4: Changes in arsenic contamination in wells for which we have both 

baseline and follow-up data 

 
 

Arsenic 

contamination 

(WHO 

Arsenic 

contamination 

(Bangladeshi 

Arsenic 

contamination 

level 

 

 
 

 

 

 
R2 0.06 0.03 0.11 

N 12026 12026 12026 

Notes: Analysis is at the tubewell level with weights applied so that each community counts equally 
in the analysis. Sample consists of wells for which we have both baseline and follow-up data. 
Regressions include tubewell fixed effects. Standard errors clustered by community. 

 threshold)  threshold)  

(1)  (2)  (3)  

Treated x post -0.011  0.005  5.007  

 (0.020)  (0.018)  (3.632)  

Post -0.063***  -0.012  7.817***  

 (0.016)  (0.015)  (2.853)  
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M. Reporting bias 

We evaluate whether there is evidence for reporting bias by examining the 

relationship between source water contamination and household drinking 

contamination at the household level. We estimate the following equation: 

Cit = α + β0Cjt + β1treatedct + β2 (Cjt × treatedct) + �it 

 
where C is a measure of water contamination in either household i’s 

drinking water or at the source j used by household i, measured at time t. Where 

the household uses multiple sources of drinking water, Cjt is the average 

contamination in sources used by the household, weighted proportionally by the 

volume of water obtained from each source. The dummy variable treatedct takes 

the value one when the community c in which household i lives is assigned to 

treatment and zero otherwise. 

If Cjt were measured with perfect accuracy and contamination in household 

drinking water were only caused by source contamination, then we should expect 

the coefficient β1 to equal one and the intercept α to be zero. In practice, Cjt is 

measured with error, which tends to attenuate the estimate of β1 towards zero and 

inflate the intercept α. Additionally, household contamination levels can also be 

affected by recontamination during transport and storage (for fecal 

contamination) and by passive sedimentation during storage (for arsenic). This 

implies that the coefficients β1 and α are not necessarily one and zero in 

expectation. If there is systematic under-reporting of use of contaminated sources, 

then this creates additional bias that weakens the estimated relationship between 

source and household contamination, causing us to further underestimate β1, and 

leaves a larger share of household contamination unexplained by source 

contamination, further inflating the intercept α. 

If reporting behaviour is affected by exposure to the safe drinking water 

program, we would observe it in this analysis because it would change the 

relationship between household and source drinking water quality in the treated 
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communities. For example, if households who have been exposed to a program 

intended to promote use of safe sources underreport their use of unsafe sources 

more than households in the control group, then we would see a negative 

coefficient on β3 and a positive coefficient on β1. In other words, the relationship 

between source and household contamination would be weaker in treated 

communities than in control communities, and we would also observe more 

household contamination that is unexplained by source contamination. 

We estimate the equation for three measures of contamination — arsenic at 

the WHO threshold, arsenic at the Bangladeshi threshold, and fecal 

contamination, for three different time periods — baseline, endline, and the 

difference between the two. We show the results in Table M1. We include the 

baseline comparison as a validation check to confirm that treatment status does 

not affect reporting behaviour at baseline, as indeed it should not, since treatment 

had not yet been assigned when we collected the baseline data. 

In general, the correlation between source and household contamination is 

high. The correlation is higher for arsenic than for fecal contamination, reflecting 

the proportionally greater role of source contamination in household drinking 

water contamination for arsenic than for fecal contamination. The correlation is 

higher at follow-up than baseline, probably because we tested the water sources 

and household drinking water on the same day at follow-up while we tested them 

a few days apart during the baseline survey. The correlation between the changes 

in contamination is lower than the correlation in either of the cross-sections. This 

is probably because taking first differences increases attenuation bias, since 

measurement error in both the cross-sections affects the measured changes. 

We find no evidence, however, that exposure to treatment alters reporting 

behaviour. Across three contaminants, two time periods (excluding the baseline 

validation checks), and two coefficients that could potentially be affected by 

differential reporting bias in the treatment group, we find only one coefficient that 

is statistically different in magnitude. We also do not systematically see the 

signature of increased reporting bias (negative coefficient on β3 and positive 
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coefficient on β1) across the comparisons. We conclude that there is little reason 

to think that reporting of use safe or unsafe sources changes as a consequence of 

exposure to the program. 
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N. Details of pre-specified heterogeneity analyses 

N1 By use of safe/unsafe sources at baseline 

Appendix Tables N1 to N3 show how the program effect varies for 

households using water sources in four categories of arsenic contamination at 

baseline: arsenic-safe sources, meaning less than 10 ppb; low arsenic sources, 

meaning sources with contamination between 10 and 50 ppb; moderately 

contaminated sources, meaning above 50 but below 100 ppb; and highly 

contaminated sources, meaning above 100 ppb. 

Households with high arsenic contamination at baseline show the largest 

reductions in arsenic contamination at source and the largest reductions in fecal 

contamination at source and at home. These households are also the least likely to 

increase distance to collect water and to decrease their likelihood of being observed 

storing water before drinking. One explanation for these results is that these 

houses are closest to the installed sources (an algorithm that predicts chosen 

locations indeed places most weight on households with high contamination) and 

therefore least likely to experience the negative effects of increased transport time. 

However, the differences are small and not very precisely measured, and it is 

possible that they arise due to chance. 
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Table N1: Effect of the program on source water quality - heterogeneity by 

baseline use of safe water sources 

 

Notes: Table shows estimated average program impact on listed water source quality 
measure by category of arsenic contamination at baseline. Regression in first 
differences, including stratification controls. Analysis is at the household level with 
weights applied so that each community counts equally in the analysis. Standard 
errors clustered by community.
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Table N2: Effect of the program on transport and storage practice - heterogeneity by 

baseline use of safe water sources 
 

 Distance  Distance  Observed  Reported  

HH-WS (m)  HH-WS (min)  storage  storage 

(1)  (2)  (3)  (4) 

As safe source (baseline) x 
treated 

-2.775*  0.078**  -0.021  -0.025  

 (1.663)  (0.039)  (0.039)  (0.045)  

Low As Source (baseline) x 
treated 

0.956  0.039  0.010  0.019  

 (1.518)  (0.030)  (0.039)  (0.039)  

Moderate As Source (baseline) 
x treated 

1.270  0.083*  0.000  0.003  

 (4.348)  (0.048)  (0.068)  (0.076)  

High As Source (baseline) x 
treated 

4.107  0.001  -0.034  0.030  

 (2.672)  (0.049)  (0.054)  (0.053)  

R2 0.03  0.03  0.07  0.03  

Obs 5832  5729  6050  6051  

Notes: Table shows estimated average program impact on listed transport and storage measure by 
category of arsenic contamination at baseline. Regression in first differences, including stratification 
controls. Analysis is at the household level with weights applied so that each community counts equally 
in the analysis. Standard errors clustered by community. 
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Table N3: Effect of the program on household water quality - heterogeneity by 

baseline use of safe water sources 
 

 Arsenic 

contamination 

(WHO 

threshold) 

  
Fecal 

contamination 

 

(1)  (2) 

As safe source (baseline) x treated -0.021  -0.027  

 (0.020)  (0.032)  

Low As Source (baseline) x treated 0.033  0.043  

 (0.042)  (0.026)  

Moderate As Source (baseline) x treated -0.044  0.050  

 (0.046)  (0.052)  

High As Source (baseline) x treated -0.022  -0.053  

 (0.041)  (0.047)  

R2 0.10  0.03  

Obs 6051  6048  

Notes: Table shows estimated average program impact on listed household water quality measure 
by category of arsenic contamination at baseline. Regression in first differences, including 
stratification controls. Analysis is at the household level with weights applied so that each 
community counts equally in the analysis. Standard errors clustered by community. 
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N2 By distance to source 

We show two types of evidence on heterogeneity of effects by distance from 

installed sources. First, we show figures that non-parametrically plot the variation 

in outcome variables (measured in changes) with distance to installed sources. 

Appendix Figures N1a and N1b show that reductions in source arsenic 

contamination are larger closer to constructed sources in successful treatment 

units, but changes in source fecal contamination do not clearly vary with distance 

to constructed sources: note the sparse data and wide confidence intervals at 

distances greater than about seven minutes walking time. 

Appendix Figures N2a to N2d repeat the same exercise for the measures of 

changes in transport and storage behaviour. Both calculated and reported 

measures of distance show larger effects less than 2 minutes walking distance from 

the source, the region where take-up is highest. Changes in storage do not exhibit 

strong patterns with distance to a source, and are flat for the bulk of the 

distribution. Appendix Figures N3a and N3b show that variation in changes in 

household arsenic contamination mirror the changes in source contamination 

seen in Appendix Figures N1a and N1b.  

The patterns shown in Appendix Figures N1a to N3b are descriptive only 

and do not represent causal estimates, because they may confound other 

characteristics that are correlated with distance to selected or successful 

installation locations. In Appendix Figures N4b to N6a, we report the results of 

analyses that allow the average program effects to vary by distance to the predicted 

location, relative to households in control communities at the same distance from 

the predicted location. The figures show 90% confidence intervals for the 

treatment effect estimated in each group, defined by distance to the predicted 

location. Appendix Figure N4a shows a systematic decline in the effects on water 

source quality for arsenic with increasing distance from the predicted source. 

Otherwise, we find limited evidence for systematically varying effects, although 

given the wide confidence intervals this may reflect a lack of power to distinguish 

heterogeneous effects rather than the absence of heterogeneous effects.  
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N3 By self-reported poverty level at baseline 

Appendix Tables 

The effects on fecal water source contamination exhibit some striking 

differences: the middle and high income groups experience substantial reductions 

in source fecal contamination while the poor and very poor experience substantial 

increases. A pairwise test of equality of the effects for the middle income and the 

poor has a p value of 0.0001, suggesting that even applying a conservative 

Bonferroni correction for multiple hypothesis testing, such a difference is still 

unlikely to occur due to chance. One possible explanation is that water sources 

used by many poor households become contaminated more quickly. However, the 

effects on household fecal contamination do not clearly vary across the three main 

income categories. 

The effects on arsenic contamination are similar across all income 

categories. Middle and upper income households report larger increases in 

distance to collect safe drinking water, although the significance of the differences 

would not survive corrections for multiple hypothesis testing. 
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Table N4: Effect of the program on source water quality - heterogeneity 

by baseline income 
 

 

Arsenic contamination Fecal 

contamination 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 

 (WHO threshold)  

(1)  (2)  

Very poor x treated -0.097  0.020  

 (0.066)  (0.087)  

Poor x treated -0.042  0.073***  

 (0.034)  (0.027)  

Low income x treated -0.062**  -0.023  

 (0.030)  (0.030)  

Middle income x treated -0.055*  -0.062**  

 (0.031)  (0.027)  

High income x treated 0.034  -0.037  

 (0.077)  (0.115)  

R2 0.08  0.04  

Obs 6051  5993  
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Table N5: Effect of the program on storage and water transport 

- heterogeneity by baseline income 
 

 Distance  Distance  Observed  Reported  

HH-WS (m)  HH-WS (min)  storage  storage 

(1)  (2)  (3)  (4) 

Very poor x treated -2.848  0.083  0.060  -0.112  

 (5.153)  (0.074)  (0.124)  (0.131)  

Poor x treated 0.795  0.043  -0.034  -0.057  

 (2.554)  (0.045)  (0.042)  (0.046)  

Low income x treated -3.296*  0.006  -0.027  -0.002  

 (1.781)  (0.033)  (0.043)  (0.047)  

Middle income x treated 2.313*  0.146**  0.057  0.073  

 (1.360)  (0.070)  (0.041)  (0.044)  

High income x treated 6.729  0.171*  -0.014  -0.155  

 (5.110)  (0.102)  (0.143)  (0.139)  

R2 0.01  0.02  0.06  0.03  

Obs 5832  5729  6050  6051  

Notes: Table shows estimated average program impact on measures of transport and storage by 
category of self-reported baseline poverty status. Regression in first differences, including 
stratification controls. Analysis is at the household level with weights applied so that each 
community counts equally in the analysis. Standard errors clustered by community. 
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Table N6: Effect of the program on household water quality - heterogeneity by 

baseline income 
 

 Arsenic 

contamination 

(WHO 

threshold) 

  
Fecal 

contamination 

 

(1)  (2) 

Very poor x treated -0.064  0.042  

 (0.084)  (0.082)  

Poor x treated -0.030  -0.014  

 (0.037)  (0.032)  

Low income x treated -0.032  -0.002  

 (0.029)  (0.029)  

Middle income x treated 0.009  0.005  

 (0.031)  (0.027)  

High income x treated -0.106  0.144  

 (0.108)  (0.105)  

R2 0.06  0.03  

Obs 6051  6048  

Notes: Table shows estimated average program impact on household water quality measures by 
category of self-reported baseline poverty status. Regression in first differences, including 
stratification controls. Analysis is at the household level with weights applied so that each 
community counts equally in the analysis. Standard errors clustered by community. 
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O. Pre-specified instrumental variable analysis 

To evaluate how water source contamination, transport, and storage 

separately affect household contamination, we report results from a difference-in-

difference analysis in the main paper. This Appendix describes an alternative 

instrumental variables (IV) analysis which we originally pre-specified as a 

complementary approach. 

The IV approach uses baseline data to predict where in a village a 

community decides to install a water source. Then, using these predicted locations, 

we in turn predict changes in behaviour. The advantage of the IV approach, in 

principle, is to eliminate any bias in the difference-in-difference analysis that arises 

because of the endogeneity of well location. However, the cost, as we noted in our 

pre-analysis plan, is substantially decreased precision. Additionally, while we 

successfully predicted the location of installed wells and take-up of the wells at the 

household level, we were less successful in predicting behaviour change, for 

unforeseen reasons that we discuss below and in the main text. As a result, the 

instruments are weaker than anticipated and the estimated effects have very wide 

confidence intervals which include both the difference-in-difference estimates and 

null effects, meaning that they are very uninformative. For these reasons, we 

discuss the details of the IV approach and the empirical results only in this 

Appendix. 

Predicting well locations chosen by communities We use baseline 

data to predict where in a village a community will decide to install a water source. 

We use two approaches. First, members of the research team in Stockholm 

inspected the map of water sources and selected a location or locations based on 

population density and existing source quality. The research assistants who carried 

out this task did not have any information on final chosen locations, and they 

followed the same procedure in treatment and control villages. 

Our second approach to predicting chosen locations uses a prediction 

algorithm taking the baseline distribution of arsenic contamination as an input. 

The algorithm searches over a large but restricted space of objective functional 
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forms and parameterizations to find the approach that best mimics realized 

location choice in treated communities. The algorithm searched across a 20m-

resolution grid of feasible locations to identify optimal choices based on several 

objective functions which mimicked how communities might take decisions, 

including minimizing the weighted sum of distances from sample households to 

the selected locations or maximizing the number of households within a given 

radius. The algorithm also searched over a range of parameters for each objective 

function, for example, allowing the objective function to place higher weight on 

households exposed to different types of contamination at baseline. We tested a 

large number of potential functional forms and parameters.1  In this report, we 

report results using the best-performing algorithm, defined, as we pre-specified, 

in terms of success in predicting distance to the nearest chosen location. This 

algorithm searches over all possible locations to find the location (or pair of 

locations, if two tubewells are assigned to the community) which minimizes the 

weighted sum of distance between households in the community and the selected 

location(s). The best-performing algorithm ignores households who do not have 

arsenic-contaminated drinking water at the WHO standard at baseline and 

overweights households by a factor 1.75 who have arsenic contamination above the 

Bangladeshi stan- dard, relative to those who have arsenic contamination above 

the WHO standard but below the Bangladeshi standard. 

The advantage of the algorithmic approach relative to the desk-based 

approach is that it totally eliminates the risk of differential prediction in the control 

and treatment groups, and ensures that mathematically both treated and control 

groups are processed equivalently. The disadvantage of the algorithmic approach 

is that it uses the chosen locations as an input, leading to a risk of overfitting. The 

ideal way to deal with this would be to split the sample in two and use one set for 

 
1  More specifically, the algorithm searches over: i) two different approaches to optimization, 
minimizing a weighted sum of distances between households and the selected location(s) or 
maximizing the number of households within a variable distance of the selected location(s); ii) a 
set of parameters which vary the weight on households as a function of their baseline household 
arsenic and fecal contamination and distance to a safe source; and iii) a set of parameters which 
allow distance to enter non-linearly in the objective function, thus over- or under-weighting 
distance for houses nearer or further from the source. 
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training the algorithm and the second set in analysis. However, our sample is too 

small to make this a feasible approach. Instead, we lessen the risk of overfitting by 

constraining the degrees of freedom in the search procedure: restricting the space 

of functions we search over and restricting the information we provide to the 

algorithm to information about household and water source location and baseline 

contamination. 

Appendix Table O1 shows that both approaches successfully predict 

distance to the nearest constructed source in treatment units where we constructed 

at least one well. Note that the algorithm does so by construction, whereas the fact 

that the approach using desk inspection successfully predicts the location was not 

ex ante obvious. The results suggest that households that are predicted to be one 

minute closer to the source than other households are in fact on average 0.35 to 

0.73 minutes closer to the sources. 

Predicting take-up In Appendix Table O2 we show that combining the 

predicted locations with average take-up rates from installed sources successfully 

predicts use of the source. Appendix Figure O1 illustrates how take-up varies with 

distance. Appendix Figure O1 shows that households very close to the installed 

source collect just under 30% of their drinking water from project sources, a 

fraction which drops off to close to zero by four or five minutes walking time. 

Figure 7a in the main paper shows how use of the installed source varies jointly 

with distance and baseline arsenic contamination. 

In Appendix Table O2 we create a measure of predicted use of the source 

which is obtained by calculating the average take-up rate by distance to an installed 

source in minute intervals, for the three categories of baseline water source arsenic 

contamination, and then assigning households these probabilities of use according 

to their distance to a predicted location. The results in Appendix Table O2 show 

that households who are predicted to collect 100% of water from a project source 

in fact collect between 35% and 54% of their water from project sources. Predicted 

uptake is a strong predictor of actual use across all specifications. Appendix Table 
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O2 shows these results in treated villages only, since we actually measure use of 

project sources to be zero in all control communities. 

 

Table O1: Prediction of water source location 
 

Distance to nearest constructed source 
 

 (1) (2) (3) (4)  

Distance to nearest predicted 
location 

0.478*** 0.343** 0.657*** 0.722***  

(0.119) (0.139) (0.122) (0.068)  

Constant 1.243*** 1.555*** 1.160*** 1.041***  

 (0.255) (0.324) (0.218) (0.123)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.24 0.42 0.20 0.49  

N 2846 2846 2846 2846  

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment units where at least one source was successfully constructed only. 
Treatment unit fixed effects where specified. Standard errors clustered by community. 

 

Table  O2:  Prediction of take-up 
 

Share of water from project source 
 

 (1) (2) (3) (4)  

Predicted switch 

 
Constant 

0.548*** 

(0.105) 

0.034*** 

(0.006) 

0.386*** 

(0.082) 

0.044*** 

(0.005) 

0.503*** 

(0.112) 

0.035*** 

(0.007) 

0.370*** 

(0.074) 

0.043*** 

(0.004) 

 

Predicted location 

Treatment unit fixed effects 

Desk 

No 

Desk 

Yes 

Algorithm 

No 

Algorithm 

Yes 

 

R2 0.04 0.27 0.03 0.26 

N 4509 4509 4509 4509 

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treated communities only. Treatment unit fixed effects where specified. 
Standard errors clustered by community. 
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Appendix Table O3 disaggregates the effects by treatment arm by 

interacting the predicted value with dummies for the three contribution 

treatments. The results show that as we might expect, predicted uptake is a much 

stronger predictor of use of project sources under the labour and waiver arms than 

under the cash treatment arm. 

 

Figure O1: Use of project source with distance from installed source 
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Table O3: Prediction of take-up: by contribution arm 
 

Share of water from project source 
 

 (1) (2) (3) (4)  

Predicted switch x cash 0.303 -0.005 0.330 0.104  

 (0.218) (0.049) (0.257) (0.067)  

Predicted switch x labour 0.755*** 0.725*** 0.625*** 0.503***  

 (0.194) (0.187) (0.167) (0.146)  

Predicted switch x waiver 0.590*** 0.439*** 0.476*** 0.463***  

 (0.133) (0.127) (0.176) (0.133)  

Cash 0.010*  0.009   

 (0.006)  (0.008)   

Labour 0.040***  0.042***   

 (0.009)  (0.010)   

Waiver 0.052***  0.057***   

 (0.012)  (0.014)   

Constant  0.043***  0.043***  

  (0.004)  (0.004)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.17 0.28 0.16 0.27  

N 4509 4509 4509 4509  

Notes: Analysis is at the household level with weights applied so that each community counts 

equally in the analysis. Treated communities only. Treatment unit fixed effects where 

specified. Standard errors clustered by community. 

  

.2
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Instrument construction We then use the predicted source location to 

construct the following instruments. The first instrument is predicted change in 

source fecal contamination, constructed as follows: 

 

where TAKEUP is the average take-up rate for households with baseline 

source arsenic contamination Asib
w and distance from nearest predicted location 

DIST∗. We calculate average take-up rates using the full dataset for treatment units 

where we successfully installed tubewells, calculating take-up rates for households 

categorized according to baseline source arsenic contamination1 and distance to 

the nearest installed source.2 The term ���
������� − ����

�  is a measure of the expected 

change in source fecal contamination if a household adopted the new source, where 

����
� is fecal contamination in the source used pre-intervention and ���

������� is mean 

fecal contamination in program-constructed wells at follow-up.3  The vector Tc 

contains treatment dummies for each of the three treatment arms.  The vector βˆ
c  

contains coefficients which we estimate in a separate regression and which allow 

the relationship between predicted behaviour and observed behaviour to vary 

under the three treatment arms, reflecting the lower take-up under the cash 

contribution arm.4  

The second instrument is the predicted change in distance to drinking water 

between baseline and follow-up, constructed as follows: 

 
1 Categories are: no contamination, low arsenic contamination (above WHO threshold but below 
Bangladeshi threshold) or high arsenic contamination (above Bangladeshi threshold). 

2 Estimated for intervals of approximately 1 minute walking time. 

3 We originally pre-specified a value of 0 for ���
�������, but we adjusted this approach based on the 

unexpectedly high levels of fecal contamination measured in program wells. 

4 This is a departure from the pre-analysis plan, in which we specified that we would include only 
a dummy variable that is 1 if a household belongs to a treated community, and 0 otherwise. This 
change strengthens the instruments, although they remain very weak. 
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where DIST ∗i −DISTib
w is the change in distance that household i would 

experience, if the household adopted the new source, and if it were built at the 

predicted location. 

We can then estimate the difference-in-difference equation (Equation 2) 

using predicted changes as instruments for observed changes in source fecal 

contamination and distance to drinking water, augmenting the difference-in-

difference equation to include controls for the endogenous components of the 

instruments, as follows: 

 
 

Conditional on these controls, instrument exogeneity follows from the 

inclusion of the treatment dummies in the construction of the instruments, which 

are randomly assigned. Identification then follows from comparing changes in 

households with similar baseline characteristics in treated and control groups. 

Throughout, we cluster standard errors at the treatment unit level to account for 

spatial correlation in outcome variables. As with the difference in difference 

analysis, we report results both with and without community dummies. 

We did not pre-specify how we would construct the measure of distance in 

these analyses. Our intention was to use the calculated measure of distance. 

However, the rest of our analysis suggests that the calculated measure of distance 

contains too much measurement error to be useful for measuring small changes in 

distance between two points, as we discuss in Section 7. As a result, we report 

results both with the calculated measure of distance and with the reported measure 

of distance. 
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Instrument validity The validity of the instrumental variables approach 

depends on the assumption that we can successfully predict the location of water 

sources that would have been selected in control villages, had we implemented the 

program. A test of this assumption is whether or not the relationship between 

baseline characteristics and distance to a predicted source location varies between 

treatment and control groups. 

Appendix Tables O4 to O7 implement this test by repeating the same set of 

balance tests we reported in Appendix G, with respect to the interaction between 

distance to a predicted location and the treatment dummy. The results of these 

exercises confirm that there are no systematic differences between treatment and 

control villages in the relationship between baseline household characteristics and 

distance to a predicted location, for either of the two approaches we use to predict 

source location. 
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Table O4: Socio-economic characteristics - Balance check for algorithmic location 
prediction 
 

 Treated Cash Labour Waiver 

Household size -.0735 -.0979 -.0685 -.0553 

 (0.060) (0.073) (0.074) (0.070) 

The household head is muslim -.00782 -.0124 -.00358 -.00755 

 (0.035) (0.037) (0.036) (0.040) 

The household head has no education .0228 .0601** -.00655 .0188 

 (0.020) (0.024) (0.026) (0.029) 

The household owns livestock -.0223 -.0361 -.00995 -.0239 

 (0.021) (0.024) (0.024) (0.025) 

The household owns land for cultivation -.0375 -.0554* -.0359 -.0193 

 (0.027) (0.030) (0.031) (0.034) 

Land owned by the household (acres) -.138 -.103 -.159 -.146 

 (0.092) (0.093) (0.110) (0.159) 

HH has some toilet facility -.0143 -.0126 .00801 -.0358 

 (0.021) (0.024) (0.026) (0.027) 

Number of rooms to sleep -.0865** -.071 -.0897* -.101** 

 (0.041) (0.048) (0.051) (0.047) 

The floor is made of earth or sand .000372 -.00554 -.0158 .021 

 (0.017) (0.020) (0.022) (0.021) 

The roof is made of metal .000876 .00148 .00561 -.00367 

 (0.014) (0.018) (0.015) (0.017) 

Mobile phone ownership .042 .0441 .0429 .0414 

 (0.030) (0.037) (0.033) (0.035) 

Ownership of a motorized vehicle -.000863 .00823 -.00614 -.00413 

 (0.009) (0.012) (0.011) (0.012) 

Pvalue of F-test for joint significance 0.996 0.332 0.449 0.834 

Notes: The table reports regression coefficients and standard errors clustered at community level 
(in parentheses) of the interaction between treatment status and log distance between household 
and closest predicted location. The control group is the omitted category in the regression. 
Regressions include union dummies. The F-test is obtained by regressing log distance between 
household and the closest predicted location on the treatment status, the full set of controls and 
their interactions with the treatment (including union dummies) and testing for joint significance 
of the treatment dummy and all the interaction terms. 

* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table O5: Water-related characteristics - Balance check for algorithmic location 
prediction 
 

Treated Cash Labour Waiver 

Arsenic contamination (WHO threshold) (HH 

test) .033 .0404 -.0222 .0818** 

 (0.033) (0.041) (0.038) (0.041) 

Arsenic contamination (Bangladeshi threshold) 

(HH test) .0404* .0403 .0193 .062* 

 (0.023) (0.034) (0.025) (0.033) 

Fecal contamination (HH test) .00472 -.0134 .0251 .0021 
 (0.016) (0.021) (0.019) (0.019) 

WS arsenic contamination (WHO threshold) .0404 .0317 .0027 .0868** 
 (0.033) (0.042) (0.040) (0.038) 

WS arsenic contamination (Bangladeshi threshold) .0299 .0157 .017 .0558 
 (0.026) (0.038) (0.030) (0.038) 

WS fecal contamination .00551 -.0235 .0194 .0203 
 (0.019) (0.023) (0.023) (0.023) 

The water is treated to make it safe for drinking .0067 -.0124 .016 .0185 
 (0.015) (0.020) (0.018) (0.016) 

Household observed to store drinking water -.00827 -.0298 .0132 -.00838 
 (0.023) (0.029) (0.026) (0.031) 

Time needed to collect water (minutes) -.0622 .0234 -.0349 -.171 
 (0.107) (0.110) (0.102) (0.180) 

Water collected per day (litres) -1.64 -3.41 -.138 -1.61 
 (2.605) (3.474) (2.942) (3.266) 

WTP for a new WS in a socially optimal location -6.67 -28.1* 5.64 1.06 
 (9.092) (16.755) (9.273) (8.827) 

Pvalue of F-test for joint significance 0.927 0.341 0.361 0.746 

Notes: The table reports regression coefficients and standard errors clustered at community level 
(in parentheses) of the interaction between treatment status and log distance between household 
and closest predicted location. The control group is the omitted category in the regression. 
Regressions include union dummies. The F-test is obtained by regressing log distance between 
household and the closest predicted location on the treatment status, the full set of controls and 
their interactions with the treatment (including union dummies) and testing for joint significance 
of the treatment dummy and all the interaction terms. 

* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table O6: Socio-economic characteristics - Balance check for location prediction 
by inspection 
 

 Treated Cash Labour Waiver 

Household size -.00948 .0416 -.0842 .0117 

 (0.047) (0.057) (0.057) (0.065) 

The household head is muslim .00603 .0127 .00328 .001 

 (0.026) (0.028) (0.027) (0.034) 

The household head has no education .0138 .034 -.0137 .0196 

 (0.022) (0.024) (0.026) (0.025) 

The household owns livestock -.0198 -.0184 -.0395** -.000416 

 (0.016) (0.018) (0.019) (0.020) 

The household owns land for cultivation -.00235 -.0183 .0171 -.00434 

 (0.025) (0.028) (0.030) (0.026) 

Land owned by the household (acres) -.0516 -.0016 -.0885 -.072 

 (0.072) (0.076) (0.072) (0.135) 

HH has some toilet facility .00969 -.00323 .0236 .00981 

 (0.016) (0.020) (0.020) (0.018) 

Number of rooms to sleep .000518 .0215 -.0114 -.0106 

 (0.043) (0.048) (0.050) (0.049) 

The floor is made of earth or sand -.0094 -.0159 -.00807 -.00312 

 (0.015) (0.017) (0.020) (0.018) 

The roof is made of metal .00075 .00105 .0084 -.00769 

 (0.010) (0.015) (0.010) (0.014) 

Mobile phone ownership .0474* .0647** .0264 .0498 

 (0.027) (0.032) (0.031) (0.031) 

Ownership of a motorized vehicle .00391 .0113 -.00754 .00774 

 (0.008) (0.009) (0.010) (0.011) 

Pvalue of F-test for joint significance 0.711 0.834 0.669 0.776 

Notes: The table reports regression coefficients and standard errors clustered at community level 
(in parentheses) of the interaction between treatment status and log distance between household 
and closest predicted location. The control group is the omitted category in the regression. 
Regressions include union dummies. The F-test is obtained by regressing log distance between 
household and the closest predicted location on the treatment status, the full set of controls and 
their interactions with the treatment (including union dummies) and testing for joint significance 
of the treatment dummy and all the interaction terms. 

* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Table O7: Water-related characteristics - Balance check for location prediction by 
inspection 
 

Treated Cash Labour Waiver 

Arsenic contamination (WHO threshold) (HH 

test) 
.049* .066** .0376 .0417 

 (0.025) (0.032) (0.033) (0.031) 

Arsenic contamination (Bangladeshi threshold) 

(HH test) 
.0407* .045* .0429 .033 

 (0.021) (0.026) (0.026) (0.028) 

Fecal contamination (HH test) -.0286** -.0301* -.03* -.0253* 

 (0.013) (0.018) (0.016) (0.014) 

WS arsenic contamination (WHO threshold) .0414 .0548* .0285 .0401 

 (0.025) (0.030) (0.034) (0.031) 

WS arsenic contamination (Bangladeshi threshold) .0287 .0305 .0273 .0279 

 (0.022) (0.029) (0.032) (0.028) 

WS fecal contamination .0134 .0151 .00992 .0151 

 (0.015) (0.018) (0.019) (0.021) 

The water is treated to make it safe for drinking .00593 .00889 .0013 .00776 

 (0.012) (0.017) (0.016) (0.015) 

Household observed to store drinking water .00464 -.0193 .01 .0274 

 (0.022) (0.028) (0.026) (0.027) 

Time needed to collect water (minutes) -.0289 .0484 -.035 -.119 

 (0.099) (0.113) (0.101) (0.118) 

Water collected per day (litres) -1.63 -2.51 -1.72 -.536 

 (2.451) (2.897) (2.886) (2.984) 

WTP for a new WS in a socially optimal location -15.6** -19.4** -10.6 -16.3** 

 (7.019) (8.170) (8.676) (7.655) 

Pvalue of F-test for joint significance 0.871 0.667 0.990 0.835 

Notes: The table reports regression coefficients and standard errors clustered at community level 
(in parentheses) of the interaction between treatment status and log distance between household 
and closest predicted location. The control group is the omitted category in the regression. 
Regressions include union dummies. The F-test is obtained by regressing log distance between 
household and the closest predicted location on the treatment status, the full set of controls and 
their interactions with the treatment (including union dummies) and testing for joint significance 
of the treatment dummy and all the interaction terms.* p < 0.1, ** p < 0.05, *** p < 0.01. 
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Instrument strength Appendix Tables O8 to O11 show the first stage 

results. All tables show four columns, corresponding to the two approaches to 

predicting locations, shown with and without community fixed effects. 

Appendix Tables O8 and O9 show the first stage results for predicted change 

in source fecal contamination using, respectively, reported distance and calculated 

distance in the construction of the instruments and in the analyses. Only the 

instrument derived from location prediction by inspection has any predictive 

power, but the first stage is weak. A likely explanation is that the difference in rates 

of fecal contamination between project sources and other sources is insufficiently 

large to yield strong predictive power. 

Appendix Tables O10 and O11 show the first stage results for predicted 

change in distance to a source. Both prediction approaches have some predictive 

power for the self-reported measures, but only within treatment units. The 

instruments based on calculated distance have no predictive power. The reason 

these predictions perform worse than expected is probably the measurement error 

problem with the calculated data, which we did not factor in to our power 

calculations, and the fact that we used self-reported intended take-up rates to 

calculate take-up patterns when we simulated outcomes, which suggested higher 

take-up rates at larger distances. More variation in distance would yield more 

predictive power. 

All results shown in these tables suggest that, unfortunately, the 

instruments are likely to be too weak to give reliable results in the instrumental 

variables analyses, despite the predictive power of the predicted locations and 

despite our ability to successfully predict take-up. In Appendix Tables O12 to O15, 

we also confirm that we do not obtain any increase in power by holding one of the 

endogenous variables constant and using the instrument for the other endogenous 

variable in a just-identified framework. 
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Table O8: First stage: Predicting change in source bacterial contamination, using 

reported distance measure 
 

Change in source fecal contamination 
 

 (1) (2) (3) (4)  

Predicted change 0.143** 0.158** 0.056 0.016  

source fecal contamination x treated (0.067) (0.074) (0.076) (0.081)  

Predicted change 5.764*** 5.417*** 6.498*** 6.564***  

source fecal contamination (0.336) (0.391) (0.410) (0.432)  

Predicted change -0.203 0.568 -0.263 0.230  

hh-ws distance x treated (0.345) (0.410) (0.258) (0.356)  

Predicted change 1.621*** 1.041*** 1.874*** 1.402***  

hh-ws distance (0.194) (0.250) (0.204) (0.208)  

Constant -0.004 -0.028 -0.006 -0.011  

 (0.019) (0.019) (0.018) (0.019)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.21 0.28 0.23 0.30  

N 5991 5991 5991 5991  

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 
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Table O9: First stage: Predicting change in source bacterial  contamination, using 

measured distance measure 
 

Change in source fecal contamination 
 

 (1) (2) (3) (4)  

Predicted change 0.175*** 0.155** 0.062 0.013  

source fecal contamination x treated (0.063) (0.073) (0.077) (0.080)  

Predicted change 5.289*** 5.157*** 6.088*** 6.269***  

source fecal contamination (0.336) (0.387) (0.423) (0.425)  

Predicted change -0.397 0.063 -0.978 -0.636  

hh-ws distance x treated (0.525) (0.679) (0.660) (0.865)  

Predicted change 1.303*** 0.932*** 1.502*** 1.179***  

hh-ws distance (0.207) (0.214) (0.254) (0.243)  

Constant -0.003 0.024 -0.020 0.007  

 (0.020) (0.025) (0.030) (0.036)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.20 0.27 0.22 0.29  

N 5991 5991 5991 5991  

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 
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Table O10: First stage: Predicting change in distance to source, using reported 

distance measure 
 

Change in distance hh-ws 
 

 (1) (2) (3) (4)  

Predicted change -0.090 -0.064 -0.009 0.067  

source fecal contamination x treated (0.166) (0.156) (0.077) (0.079)  

Predicted change 0.472 0.385 -0.246 -0.614  

source fecal contamination (0.920) (0.868) (0.395) (0.417)  

Predicted change 1.227*** 0.609 1.019*** 0.194  

hh-ws distance x treated (0.437) (0.620) (0.315) (0.454)  

Predicted change -0.355 -0.280 -0.118 0.093  

hh-ws distance (0.284) (0.377) (0.234) (0.240)  

Constant 0.008 0.041 0.002 0.037  

 (0.022) (0.028) (0.022) (0.025)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.00 0.05 0.00 0.05 

N 5674 5674 5674 5674 

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 
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Table O11: First stage: Predicting change in distance to source, using measured 

distance measure 
 

Change in distance hh-ws 
 

 (1) (2) (3) (4)  

Predicted change 0.085 0.107* -0.035 -0.071*  

source fecal contamination x treated (0.054) (0.063) (0.045) (0.042)  

Predicted change -0.275 -0.276 -0.055 0.184  

source fecal contamination (0.174) (0.215) (0.221) (0.184)  

Predicted change 0.990 1.044 0.811 0.069  

hh-ws distance x treated (0.725) (0.885) (0.780) (0.934)  

Predicted change 0.050 -0.189 0.111 0.245  

hh-ws distance (0.256) (0.251) (0.215) (0.231)  

Constant -0.004 0.006 -0.012 -0.040  

 (0.027) (0.033) (0.033) (0.037)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.00 0.05 0.00 0.05 

N 5775 5775 5775 5775 

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 
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Table O12: First stage: Predicting change in source bacterial contamination 

holding change in distance constant, using reported distance measure 
 

Change in source fecal contamination 
 

 (1) (2) (3) (4)  

Predicted change 0.168*** 0.145* 0.067 0.006  

source fecal contamination x treated (0.064) (0.077) (0.074) (0.079)  

Predicted change 5.082*** 5.067*** 5.836*** 6.146***  

source fecal contamination (0.344) (0.409) (0.396) (0.416)  

Travel time in -0.022*** -0.017*** -0.016* -0.011  

minutes, reported (0.008) (0.006) (0.009) (0.007)  

Constant 0.053*** 0.052*** 0.069*** 0.073***  

 (0.011) (0.004) (0.012) (0.005)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.20 0.28 0.21 0.29  

N 5674 5674 5674 5674  

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 

 

Table O13: First stage: Predicting change in source bacterial contamination 

holding change in distance constant, using measured distance measure 
 

Change in source fecal contamination 
 

 (1) (2) (3) (4)  

Predicted change 0.186*** 0.180** 0.066 0.037  

source fecal contamination x treated (0.063) (0.074) (0.072) (0.080)  

Predicted change 4.977*** 4.883*** 5.845*** 5.993***  

source fecal contamination (0.329) (0.388) (0.381) (0.415)  

Travel time in -0.020 -0.013 -0.008 -0.001  

minutes, measured (0.013) (0.012) (0.015) (0.014)  

Constant 0.053*** 0.052*** 0.071*** 0.073***  

 (0.011) (0.004) (0.012) (0.005)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.20 0.27 0.21 0.29  

N 5775 5775 5775 5775  

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 
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Table O14: First stage: Predicting change in distance holding source bacterial 

contamination constant, using reported distance measure 
 

Change in distance hh-ws 
 

 (1) (2) (3) (4)  

Predicted change 1.320*** 0.724 1.009*** 0.156  

hh-ws distance x treated (0.505) (0.712) (0.316) (0.460)  

Predicted change -0.427 -0.373 -0.041 0.182  

hh-ws distance (0.351) (0.473) (0.224) (0.244)  

Source fecal -0.050*** -0.038** -0.049*** -0.037**  

contamination (0.017) (0.016) (0.017) (0.016)  

Constant -0.000 0.034 0.001 0.042*  

 (0.025) (0.029) (0.023) (0.025)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.00 0.05 0.00 0.05 

N 5674 5674 5674 5674 

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 

 
Table O15: First stage: Predicting change in distance holding source bacterial 

contamination constant, using measured distance measure 
 

Change in distance hh-ws 
 

 (1) (2) (3) (4)  

Predicted change -0.027 -1.144 2.076** 0.537  

hh-ws distance x treated (0.928) (1.040) (1.048) (1.294)  

Predicted change 0.109 -0.207 0.128 0.141  

hh-ws distance (0.349) (0.389) (0.297) (0.309)  

Source fecal -0.050*** -0.038** -0.049*** -0.037**  

contamination (0.017) (0.016) (0.017) (0.016)  

Constant 0.056* 0.028 0.128*** 0.074  

 (0.033) (0.035) (0.045) (0.051)  

Predicted location Desk Desk Algorithm Algorithm  

Treatment unit fixed effects No Yes No Yes  

R2 0.00 0.05 0.00 0.05 

N 5674 5674 5674 5674 

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 
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Instrumental variables estimates We report the results from the 

instrumental variables analyses in Appendix Tables O8 and O9 for reported and 

calculated distances respectively. In no case do the Sanderson-Windmeijer first 

stage statistics exceed the typically accepted threshold value of ten. While most of 

the point estimates take the same sign as the difference-in-difference estimates, 

the confidence intervals are extremely wide. As a result, the instrumental variables 

analyses provide little additional information beyond the difference-in-difference 

analyses. 

Table O16: Mechanism: IV results, using reported distance measure 
 

Drinking water fecal contamination 
 

 (1) (2) (3) (4)  

Source fecal contamination  0.216 0.196 0.039 -1.708  

  (0.908) (0.530) (1.576) (3.861)  

Travel time in minutes, reported  0.264 0.232 0.102 -0.296  

  (0.404) (0.500) (0.671) (2.264)  

Constant  -0.020  -0.009   

  (0.025)  (0.021)   

Sanderson-Windmeijer F-statistic: 
FC 

1.20 3.82 0.29 0.28  

Angrist-Pischke F-statistic: FC 2.02 3.74 0.37 0.32  

Sanderson-Windmeijer F-statistic: Distance 1.58 0.87 0.33 0.52 

Angrist-Pischke F-statistic: Distance 4.89 0.86 3.02 0.75 

Predicted location Desk Desk Algorithm Algorithm 

Treatment unit fixed effects No Yes No Yes 

5674 5674 5674 5674 

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 
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Table O17: Mechanism: IV results, using measured distance measure 
 

Drinking water fecal contamination 
 

 (1) (2) (3) (4)  

Source fecal contamination  0.095 1.141 -2.911 3.308  

  (0.416) (1.097) (19.488) (3.852)  

Travel time in minutes, measured  -0.418 -1.460 -4.051 1.255  

  (0.572) (1.528) (25.430) (4.469)  

Constant  -0.021  -0.107   

  (0.027) (0.664)   

Sanderson-Windmeijer F-statistic: 
FC 

 6.45 1.64 0.03 0.64  

Angrist-Pischke F-statistic: FC  6.63 2.10 0.04 0.92  

Sanderson-Windmeijer F-statistic: 
Distance 

 1.97 1.15 0.03 1.17  

Angrist-Pischke F-statistic: Distance 2.23 1.78 0.06 2.04 

Predicted location Desk Desk Algorithm Algorithm 

Treatment unit fixed effects No Yes No Yes 

N 5775 5775 5775 5775 

Notes: Analysis is at the household level with weights applied so that each community counts 
equally in the analysis. Treatment unit fixed effects where specified. Standard errors clustered by 
community. 
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P. Additional figures and tables 

 
Table P1: Project outcomes, by offered tubewells 
 

Installation outcome Number of tubewells 

Successful installations 107 

Failed to raise cash contributions 44 

Installation attempted but failed due to 

hydrogeological conditions 
13

 
No suitable land was identified 13 

Community did not agree on location 1 

Community did not hold meeting 1 

Total number of offered tubewells 179 

 
 

 

Table P2: Effects of source water quality, transport and storage on household 

water quality 
 

Drinking water fecal contamination 
 

 (1) (2) (3) (4)  

Source fecal contamination 0.238*** 0.219*** 0.242*** 0.221***  

 (0.016) (0.016) (0.016) (0.016)  

Travel time in minutes, measured -0.001 0.005 0.003 0.009  

 (0.015) (0.013) (0.015) (0.013)  

Storage, observed 0.073*** 0.063***    

 (0.010) (0.009)    

Constant 0.001 -0.000 -0.008 -0.008***  

 (0.010) (0.001) (0.010) (0.000)  

Treatment unit fixed effects No Yes No Yes  

R2 0.07 0.14 0.06 0.13 

N 5774 5774  5775 5775 

Notes: Regression in first differences. Analysis is at the household level with weights applied so that 
each community counts equally in the analysis. Treatment unit fixed effects where specified. 
Standard errors clustered by community. 
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 Predicted COVID-19 fatality rates based 
on age, sex, comorbidities, and health 

system capacity 

1 Introduction 

Key policy decisions for COVID-19 containment hinge on its infection 

fatality rate (IFR). Data from the hardest-hit countries show that the IFR varies by 

sex, age and certain comorbidities, suggesting a method to extrapolate estimates 

to new contexts with limited data infrastructure [1].1 In this article, we combine 

recent estimates of the sex- and age-specific IFR from France with data on 

comorbidities conditional on death with COVID-19 in Italy to calculate the inverse: 

an IFR conditional on sex, age and comorbidity (cIFR). We apply these estimates 

to the distribution of sex, age, and relevant morbidities for 187 countries from the 

Global Burden of Disease (GBD) data set [8]. 2  Results reveal substantial 

differences across 21 world regions, with demographics-based IFR predictions 

ranging from 0.11% in Western Sub-Saharan Africa to 1.07% for High Income Asia 

Pacific. Despite the comparatively low IFR estimates our model predicts for the 

lowest income regions, these IFR estimates are appreciably higher than other 

recent estimates for the same areas [9]. 

We understand these predicted IFRs as lower bounds on mortality in low- 

and middle-income countries, since they are derived implicitly assuming access to 

advanced health care. To account for the likelihood of higher fatality rates in 

 
1 [2] suggest large variation in mortality across countries. Early estimates indicated that age is an 
important factor for fatality of COVID-19 [3, 4]. Data from Italy and the United Kingdom also 
suggest an important role for certain comorbidities [5, 6]. This is further confirmed by data from 
New York City where a higher share of those who die with COVID-19 has a comorbidity, across age 
groups, than the general population [7]. 

2 The comorbidities considered relevant for COVID-19 by [8] are: cardiovascular diseases, chronic 
kidney diseases, chronic respiratory diseases, chronic liver disease, diabetes mellitus, cancers with 
direct immunosuppression, cancers with possible immunosuppression, HIV/AIDS, tuberculosis, 
chronic neurological disorders, sickle cell disorders. 
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under-resourced health systems, we adjust the predicted IFRs for differences in 

the relative odds of infection fatality from childhood respiratory syncytial virus 

(RSV) between world regions as a proxy for local capacity to treat viral respiratory 

illnesses. This adjustment greatly diminishes, but does not entirely erase, the 

demography-based advantage predicted in the lowest income settings, with 

regional estimates of the predicted COVID-19 IFR ranging from 0.43% in Western 

Sub-Saharan Africa to 1.45% for Eastern Europe. 

2 Predicting the infection fatality rate conditional on age, sex, 

and comorbidities 

Here we outline the calculation of our benchmark: the predicted IFR 

conditional on age, sex and comorbidity status, starting from the IFR estimates by 

age and sex reported in [5] for France. The latter are, to our knowledge, the most 

recent peer-reviewed IFR estimates for COVID-19 which report variations for all 

age brackets and differentiate by sex. They are lower than earlier figures from [2], 

particularly among younger age groups, but are quite similar in the highest age 

brackets. 

The core assumption behind our approach is that variation in the IFR 

within France by age, sex, and comorbidity can be used to predict the variation in 

IFRs across countries based on their age, sex, and comorbidity distributions. To 

date these are the key factors that have well studied, statistically and clinically 

significant associations with COVID-19 severity and death. Importantly, we do not 

require that the underlying distributions of age, sex, or comorbidities are similar 

between France and other countries in our sample; on the contrary, differences 

across countries in these distributions will drive the variation in predicted IFRs. 

We now demonstrate our method to extricate from the French age and sex-specific 

IFRs that part which we claim is portable across contexts: the probability of dying 

(d) given infection from COVID-19 (I) and the age (a), sex (s), and comorbidity 

status (c) of patients, i.e., �(�|�; �, �, �). We term this the cIFR and use subscripts 

for notational convenience, so that: 
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���� = ����(�|�) . 

Applying Bayes’ rule we can recover this cIFR by relating it to the ratio of 

comorbidity prevalence among COVID-19 fatalities relative to COVID-19 

infections (conditional on age and sex) and age and sex-specific IFRs: 

���� = ����(�|�) =
���������

����(�)
����(�) .   (1) 

 

We now discuss how we measure each of these probabilities. 

����(�|�)  denotes the probability of comorbidity status given death of 

COVID-19, age and sex. We rely on the assumption that this probability is 

independent of age and sex, ����(�|�) ≈ �(�|�, �), which is supported by data from 

New York City.3 We calculate �(�|�, �), using the Italian Istituto Superiore della 

Sanità reports on the number of comorbidities conditional on COVID-19 death 

[10].4  

����(�) denotes the presence of underlying conditions given infection, age 

and sex. We assume ����(�) ≈  �(�|�, �)  and take the probability of having any 

COVID-19-relevant comorbidity by age and sex in France from the GBD data set.5 

Note that for simplicity we rely on an indicator for any COVID-19-relevant 

 
3 As shown in the Appendix, data from New York City indicate that among those who die from 
COVID-19, the share that has any comorbidity is stable across age groups and very similar for both 
sexes. 

4 The choice to combine data from France and Italy was motivated by the fact that the latest 
published estimates of mortality by age and gender come from France, while reliable data on 
comorbidities among COVID-19 deaths are available for Italy but not France. Given our assumption 
that the cIFR is portable across contexts (with the same health system capacity), countries with the 
same comorbidity and sex- distribution at each age should have the same age-specific IFR. We show 
in the appendix that France and Italy are similar in terms of comorbidity and sex distributions for 
a given age, and that the age-specific IFR estimates for the two countries (reported in [5] and [11]) 
are very close. Thus by equation (1), the two countries should also have the same prevalence of 
comorbidities among their COVID-19 fatalities at each age. 

5 This assumption would be violated if the pool of infected systematically differs from the general 
population. Recent evidence from the United States suggests that comorbidities are as present 
among the infected as in the general population [12]. Furthermore, data from Italy shows attack 
rates above 50% in some provinces. This, together with the absence of widespread immunity [11] 
further supports this claim. 
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comorbidity, although the type, number, and combination of different diagnoses 

are likely to affect the cIFR. 

����(�) denotes the sex and age-specific IFRs from [5], which come from 

France. With these ingredients, we can calculate the cIFR in (1), which we find to 

be an increasing and non-linear function of both age and comorbidity (Figure 1). 

For those without a comorbidity, the cIFR is effectively zero and flat up to the age 

of 50, and then increases roughly twenty-fold between 50-59 and 70-79 (from 

0.01% to 0.17% for women and from 0.02% to 0.48% for men). With a comorbidity, 

the pattern is similar, but because the cIFR is already higher at younger ages, the 

age-gradient is flatter, roughly doubling the cIFR for each decade above age 50. 

The difference in the cIFR between patients with and without comorbidities is 

large but declines rapidly with age. Finally, the female cIFR is lower than the male 

cIFR for each age and comorbidity status. 

We integrate the cIFR over each country’s sex, age and comorbidity 

distribution to obtain a country-specific average IFR. Figure 2 shows our main 

results, aggregated by 21 world regions. We find substantial variation in predicted 

IFRs across regions – by a factor of 10 between the highest (High-income Asia 

Pacific with an IFR of 1.07%) and the lowest (Western Sub-Saharan Africa with an 

IFR of 0.11%). The variation is systematic, as low income regions have lower 

predicted IFRs than high income regions. Demography is a key driver of these 

results: age distributions vary substantially across regions, with Sub-Saharan 

Africa and Oceania having the youngest and richer regions having the oldest 

populations. Regional variation in comorbidities also helps explain variation in 

predicted IFRs across regions: high-income regions display more comorbidities 

among the elderly than low-income settings, while the reverse is true among the 

young and middle-aged segments of the population. Finally, because the IFR is 

always lower for women than for men, variation in sex imbalances in the highest 

age brackets (tilted towards women everywhere) also contributes to variation in 

the average IFR. 
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3 Adjusting for differences in health system capacity 

We interpret our predicted IFR estimates as lower bounds on the true 

probability of dying from COVID-19 in low and middle-income settings, as data on 

fatalities come from countries with advanced health systems. Health system 

weaknesses in lower income settings likely imply that a larger proportion of severe 

COVID-19 cases result in death due to suboptimal medical care, and this will likely 

diminish the demographic advantages of low-income countries. To account for 

this, we adjust our IFR estimates for health-system strength based on a region’s 

demonstrated capacity to prevent fatalities from viral lung infections. We derive 

this adjustment from comparative regional hospital case fatality rates for 

respiratory syncytial virus (RSV) amongst children aged 0-59 months. 

We chose this demographic to derive our health system capacity measure 

because restricting attention to this age bracket approximately purges the RSV 

IFRs of cross-country variation in the distribution of ages, comorbidities (as 

children under five have very low burdens of chronic diseases such as 

hypertension, kidney disease, or other conditions of organ degradation), and sex 

(as sex ratios under 5 years are more balanced than for older groups). With nearly 

equivalent age, sex, and comorbidity rates in this demographic, we take remaining 

cross-country variation in the IFR for RSV to be attributable principally to health-

system capacity. We choose RSV ALRI (Acute Lower Respiratory Infection) as a 

proxy for COVID-19 as they are viral lower respiratory infections with overlapping 

symptoms. Like COVID-19, RSV usually causes mild symptoms, but occasionally 

develops into a life-threatening illness. As with all viruses, neither is treatable with 

antibiotics, and, until COVID-19, RSV was unique amongst the major organisms 

that cause death from respiratory tract infections to have neither any vaccine nor 

recognized treatment ([13], [14]). 

Normalizing the IFR for childhood respiratory syncytial virus in high-

income countries (HICs) to 1, we apply the ratio of these IFRs between regions to 

scale up our demography- and comorbidity-adjusted IFR predictions. 

Unfortunately, we lack country-level IFR estimates. However, [15] provide data 
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from which respiratory syncytial virus IFRs for severe cases can be inferred by 

World Bank income level: HICs, low-income countries (LICs), lower-middle 

income countries (LMICs), and upper middle-income countries (UMICs). The 

ratios of the IFRs for children hospitalized with RSV between HICs and LICs, 

LMICs, and UMICs from this data are 8.54, 5.45, and 3.23 respectively. While we 

assume that all severe cases warranting hospitalization obtain it in HICs, this is not 

necessarily the case in other income groups, and thus these relative hospital fatality 

ratios require an adjustment to become infection fatality ratios. We take this 

adjustment from [16], from which the relationship between hospital case fatality 

rates and infection fatality rates can be mapped for LMICs and HICs for childhood 

influenza, another comparable respiratory virus. Using this mapping, we translate 

our RSV IFRs specifically amongst hospitalized children into IFRs amongst all 

severe cases, which are estimated to have ratios to HIC IFRs of 7.40, 4.72, 2.80 for 

LICs, LMICs, and UMICs respectively. Taking these ratios as odds ratios rather 

than risk ratios (to maintain coherent probability bounds) we rescale the predicted 

cIFRs by these region-specific adjustments to calculate a cIFR conditional on 

regional health-system capacity (see Appendix A.1 for details). 

Adjusting for health-system capacity increases the cIFR in poorer regions 

by almost an order of magnitude (Panel B in Figure 1). At ages 60 and below, the 

cIFR is increased by a factor of 6-7 in LICs, by a factor of 4 in LMICs and by a factor 

of 2-3 in UMICs. For older ages, the increase in the cIFR is less stark, but the 

adjusted cIFR is still 2-4 times as large as the unadjusted one. Lower health system 

capacity thus both increases the cIFR at each age and comorbidity status and 

flattens its age gradient. 

With this health-system adjusted cIFR in hand, we recalculate the country-

specific IFRs (and add them to Figure 2). The health-system strength adjustment 

starkly increases the predicted COVID-19 IFRs for the lowest income regions, 

nearly though not entirely erasing their demographic advantages: the predicted 

IFRs double on average in UMICs, almost triple in LMICs and increase by a factor 

of 3.7 in LICs. As examples, IFRs increase from 0.13% to 0.44% in Sub-Saharan 

Africa, from 0.39% to 0.73% in Latin America, and from 0.31% to 0.73% in South 
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and Central Asia. Eastern Europe is predicted to have particularly high IFRs 

(1.43%), as it is characterized by an aging population, high prevalence of 

comorbidities at a given age, and low predicted health system capacity based on its 

income levels. 

Our method of accounting for differences in health-system capacity is crude 

in that we currently only have indicative numbers for RSV ALRI by income group, 

rather than national-level adjustments. However, the wide gap in childhood 

respiratory tract infection fatality rates of between 2.8- and 7.4-fold between 

income groups has implications for COVID-19 IFRs that are too large to ignore. 

4 Validating the predictions with serological studies from 

random samples 

We can test the validity of our core assumption, namely, that variation in 

age, sex and comorbidity distributions as well as health system capacity explain 

differences in IFRs across countries by comparing our predicted IFRs to 

independently measured IFRs. For this exercise, we consider all studies reporting 

either IFRs or infection rates for populations with available COVID-19 fatalities, 

which were listed in the systematic review by [17] or retrieved through an online 

search on July 2. Out of the 32 studies selected in this way, six studies measure 

infection rates by testing for seroprevalence of COVID-19 antibodies in population-

based random samples. We judge this to be the best method of estimating infection 

rates, and thus IFRs, because random sampling is required to be truly 

representative, and antibody seroprevalence indicates all cumulative cases, 

whereas ‘swab’ tests only detect current cases. We thus compare our predicted 

IFRs first and foremost to the estimates in these six studies. While five of the six 

random sample studies are located in high-income countries, one is from an upper-

middle income country, allowing for validation of the health system adjusted IFRs 

in Section 3. In a second step, we utilize all published IFR estimates in the 

comparison, including those which use convenience samples, adjusted Case 

Fatality Rates (CFRs), or ‘swab’ tests. 
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The results are presented in Panel A of Figure 3, where we plot the 

independent IFR estimates for the six random-sampling studies in different 

countries on the horizontal axis against our predicted IFRs – using the health 

system adjusted IFRs from the previous section – on the vertical axis. Comparing 

our estimates to these studies, we find a correlation of 61%, demonstrating that our 

method can successfully predict a considerable portion of the cross-country 

variation in IFRs. We note that Switzerland [18] and Sweden [19] are close to the 

45 degree line, as are the estimates from Spain [20] and Iceland [21], which have 

been acknowledged to be well designed, randomized data collection efforts. For 

Brazil [22], which tests the validity of our approach outside of high-income health 

systems, the health system adjusted IFR also closely matches the independently 

estimated IFR, while the crude IFR is substantially lower at 0.40% (consistent with 

our expectation that failing to adjust for health system capacity provides a lower 

bound on the true IFR outside of high-income countries). Belgium [23], on the 

other hand, has a very high IFR relative to our predicted number, but this source 

counts all suspect deaths in nursing homes as COVID-19 deaths6, yielding the 

highest IFR among the included studies. 

Figure 3, panel B, reports the results from a comparison with all the same 

studies listed in [17] plus 4 additional random seroprevalence studies 

representative at sub-national level. Twenty-six studies come from HICs and six 

from UMICs. The estimates displayed are much more noisy in this panel, including 

wide variations within single countries. Nonetheless, our method does retain a 

positive correlation, albeit a lower one, even with these measured IFRs. 

Note that we lack coverage for low-income countries in this validation 

exercise. The lack of representative seroprevalence studies and COVID-19 

mortality data to estimate IFRs in such contexts is a key motivation for this study, 

and highlights the need for modeled predictions.7  

 
6 As reported in https://www.bbc.com/news/world-europe-52491210 

7 For example, we are aware of two serological studies measuring prevalence rates from countries 
in Sub- Saharan Africa: one based on a representative sample of Nampula, Mozambique [24] and 
another of Kenyan blood donors [25]. However, fatality data appears unreliable: even attributing 
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5 Conclusion 

Our results illustrate the possibility of predicting COVID-19 IFRs with a 

methodology that (a) uses information readily available for most of the world – 

namely age and comorbidity distributions as well as proxies for health system 

capacity, (b) relies on parsimonious and transparent assumptions, and (c) appears 

broadly consistent with the limited set of IFRs generated from random COVID-19 

testing. Although we produce estimates at national level, sub-national variability 

in distributions of comorbidities, age, and sex may be important enough to require 

IFR estimations at sub-national level. A merit of our approach is its portability to 

any community level where comorbidity, sex and age distributions and health 

system capacity (compared to France) are known. 

While our calculations including adjustments for health system strength 

still suggest somewhat lower IFRs in the least developed economies than in the 

most advanced economies, our estimates are significantly higher than IFRs used 

in other recent COVID-19 forecasts for Africa [9], and middle-income countries 

[2]. In the absence of widespread testing or reliable vital registration systems, 

transparent calculations of likely IFRs provide an important input into optimal 

policy design under extreme uncertainty, particularly as the pandemic expands 

into new geographies and/or a second wave of infections arrives.   

 
all recorded deaths from COVID-19 in Mozambique and Kenya (6 and 154 total deaths, 
respectively) to the surveyed regions of Nampula and Nairobi, the estimated IFRs would be 
disproportionately low at 0.018% and 0.028%. 
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7 Tables and figures 

Figure 1: cIFRs conditional on age, sex, comorbidity, adjusted for health 

system capacity, by country income group. Calculated from equations (1).  
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Figure 2: Infection fatality ratio by world region.  

 Column 1 states total population in millions for each region. Column 2 reports population by 10-
year age groups and by number of comorbidities (light grey - 0 comorbidities; dark grey - any 
comorbidity) the height of the graphs is proportional to the number of people in the most populous 
age group. Column 3 reports a) regional IFRs calculated as an average of the cIFRs by age, sex and 
comorbidity weighted by the proportion of the population in each age, sex and comorbidity group 
and b) regional IFRs adjusted for health system capacity (see section 3).  
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Figure 3: Validation with independently estimated IFRs.  

Panel A: Random sample studies, representative of large proportion of country’s population. Panel 
B: All studies included in [17] or found through online search. Panel C: Table reporting 
independently estimated IFRs. 
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8 Appendix A. 

Appendix A.1. Health system capacity adjustment 

We now explain how to obtain the cIFR adjusted by regional health system 

capacity in world income group j, where j is either high-income countries (HICs), 

upper middle-income countries (UMICs), lower middle-income countries 

(LMICs), or low income countries (LICs).  

In a first step, we decompose the severity of COVID-19 infections into two 

states: (i) having COVID-19 so severe that one would warrant hospitalization and 

(ii) having a mild version of COVID-19, which does not warrant hospital care. This 

decomposition is done because we assume – as in [5] and [9] – that mild cases are 

self-limiting, i.e., will resolve without medical treatment, and thus apply the health 

system adjustment only to severe cases. The cIFR in income group ���� can thus be 

written as: 

��������, ����� =  �������������, �, ����� ∗ �������������, ����� .  (A.1) 

Central to estimating the quantities on the right-hand side are three steps. 

To obtain ����(������|�, ����) we posit, similar to the core assumption in 

Section 2, that the probability – conditional on age, sex and comorbidity status – 

of a severe case is constant across contexts, i.e. �������������, ����� =

����(������|�). As we note in Section 2, age, sex and comorbidities are the key 

correlates that have well studied statistically and clinically significant associations 

with COVID-19 severity and death, and conditioning on them should remove most 

of the cross-country variation in the IFR. The health system adjusted cIFR for a 

country in income group ���� thus simplifies to: 

��������, ����� =  �������������, �, ����� ∗  ����(������|�) .  (A.2) 
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We thus posit that the probability of developing severe COVID-19 does not 

depend on a country’s health system capacity. This is clearly conservative, as the 

quality of the health system may itself determine whether a case progresses from 

mild to severe and countries with lower capacity health systems may thus, all else 

equal, experience a higher share of severe cases. 

Adjusting the probability of dying given a severe case, ����(�|������, �, ����), 

for health system capacity in a country in income group ���� is the main 

contribution of Section 3. Health system capacity for a country in income group 

����  relative to France (and other high income countries) is proxied by the relative 

ability to treat childhood respiratory syncytial virus (RSV) ALRI. This is measured 

by the ratio of under-5 hospital infection fatality rates for RSV between income 

group ���� and France,
����(�����|����)

����(�����|������)
. To control for the different probabilities 

of reaching hospital in different income regions, we rescale this ratio by a factor 

equal to the ratio between childhood influenza IFRs in LMICs and France and the 

ratio of hospital IFRs in LMICs and France. The adjustment factor thus becomes: 

�������
=

ℎ���(��� < 5|����)

ℎ���(��� < 5|������)

∗
���(��� < 5|����)

���(��� < 5|������)
/

ℎ���(��� < 5|����)

ℎ���(��� < 5|������)
 . 

We then calculate the (age and sex-dependent) odds of dying from a severe 

case of COVID-19 in a country in income group j by multiplying the odds in France 

by the health system adjustment factor for income region j: 

  
����(�|������,�,����)

������(�|������,�,����)
=

����(�|������,�,������)

������(�|������,�,������)
∗ �������

 (A.3) 

 

and finally solve for: 

�������������, �, ����� =
�������������, �, �������∗�������

���������������, �, �������∗��������
���

 .  (A.4) 
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Applying the adjustment to the odds of dying conditional on a severe case, 

rather than directly to the probability, ensures that the resulting probability is 

bounded between 0 and 1 and that the health system adjusted cIFR can never 

exceed the share of severe cases (conditional on age, sex and comorbidity). 

Substituting ����(�|������, �, ����) in equation (A.2), we obtain: 

������� �, ����� =
����(�|������,�,������)∗�������

���������������, �, �������∗(�������
��)

∗ ����(������|�).  

(A.5) 

Since we take ����(������|�)  to be a universal parameter, valid also for 

France, and assume mild cases to be self-limiting, ����(�|������, �, ������) ∗

����(������|�) equals the unadjusted cIFR we estimated in Section 2. (A.5) thus 

simplifies to: 

������� �, ����� =
�������

���������������, �, �������∗(�������
��)

∗ ���� .  (A.6) 

The final step calculates ����(�|������, �, ������), which from Bayes rule 

equals: 

����(�|������, �, ������) =
����(�|�,������,������)

����(�|������,������)
∗ ����(�|������, ������) .  

           (A.7) 

We retrieve the two factors in (A.7) in the following way: 

3a) To calculate the second term on the right-hand side of (A.7), we assume 

that in high income countries such as France all severe cases obtain hospital care. 

����(�|������, ������)  can then be taken from [26] (p.37), which reports the 

probability of dying from COVID-19 in hospital in France. 

3b) Before calculating the first term on the right-hand side of (A.7), note 

that in equation (1) in the main text, we do not condition on severity, and can 

recover the probability in the denominator of the Bayes’ rule formula from the GBD 

data, for France or any other country. To our knowledge, data is not available from 
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France to estimate the same probability conditional on severity. Instead, we 

calculate the ratio 
����(�|�,������,������)

����(�|������,������)
 from two prior studies that report the 

presence of comorbidities among hospitalized patients in other HIC settings ([27] 

in NYC and [28] in Italy). The data in [27] covers 5700 patients hospitalized for 

COVID-19 in a New York City hospital and reports at least one comorbidity for 94% 

of them. In addition, [28] analyses 411 patients with COVID-19 in an Italian 

hospital and reports comorbidity rates of 62% among hospitalized patients 84% 

among fatalities. To use this information, we assume that ����(�|������)  is 

independent of age and sex. That gives us a ratio of 1.05 for the prevalence of 

comorbidities among COVID-deaths to severe cases in New York City (combining 

the data in [7] and [27]) and a ratio of 1.35 for Italy.1  

To calculate the health system adjusted cIFR, we set the ratio 

����(���|�,������,������)

����(���|������,������)
=

��%

��%
= 1.05. and, conversely, 

����(���|�,������,������)

����(���|������,������)
=

����%

����%
= 0.17. We test the sensitivity of the results to a higher ratio by also 

calculating the health system adjusted IFRs for 
����(���|�,������,������)

����(���|������,������)
= 1.35. and 

����(���|�,������,������)

����(���|������,������)
= 0.42, as in the Italian study. This reduces the IFR for LICs 

by 11% on average, by 9% for LMICs and by 7% for UMICs.2  

  

 
1 Although we cannot corroborate the assumption that the prevalence of comorbidities among 
severe COVID-19 cases is independent of age and sex, the numbers are close to the prevalence of 
comorbidities among COVID-19 deaths, for which we do have corroborating evidence for the 
independence  assumption. In our view, this makes it reasonable to assume independence from age 
and sex also for the prevalence of comorbidities among severe COVID-19 cases. 

2 Detailed results available on request. 
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Figure A.1: IFRs and morbidity profiles in the population of Italy and France, and 

comorbidity profiles of COVID-19 fatalities in NYC and Italy. 
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Figure A.1, Panel 1 shows model-based IFRs estimated by [26] for 

France and two separate estimates by [11] for Italy, the first using the adjusted 

Positive Test Rate (PTR) and the second calibrating them with the Diamond 

Princess IFRs. The IFR estimates in the two countries have very similar patterns, 

by age. We additionally report in the table the IFR by age and sex from [26], P (d | 

I, age, sex), that we use as an input into our calculation. 

Figure A.1, Panel 2 shows the percentage of the population with zero or any 

comorbidity by age and sex in France and Italy, and the ratio between the female 

and male population. The distributions are virtually identical. This gives us 

confidence in combining data from both countries for the estimation. 

Figure A.1, Panel 3 shows the share of people who died with COVID-19 and 

any comorbidity in Italy (black line) and by sex and age group in New York City 

(bars and diamonds). The data is taken from Istituto Superiore della Sanità for 

Italy and New York City daily updates [7] on 16th May. Data for fatalities younger 

than 17 in NYC have been dropped in the age analysis as only nine deaths have 

been reported. The figure illustrates the very high presence of comorbidities 

among the COVID-19 fatalities for both sexes and in all age groups and the absence 

of a clear pattern by either of these variables. 

Figure A.2 displays crude IFRs (in the first map) and IFRs adjusting for 

health-system capacity by country income group (in the second map) for all the 

countries in the GBD data. Darker color indicates higher values, the scale is 

common in both maps, such that it is possible to compare the crude and the health 

system adjusted IFR both within and across countries. 
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Figure A.2: IFR with and without adjusting for health system capacity. Darker color 

indicates higher values. 
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 The Macroeconomics of Pandemics in 
Developing Countries: an Application to 

Uganda 

1 Introduction 

The ongoing COVID-19 pandemic has led governments around the world to 

impose unprecedented restrictions on economic activity, with surprising initial 

uniformity across countries at all income levels (Figure 1). In the United States, a 

survey in late March 2020 found zero leading economists disagreed that the policy 

response to the pandemic should involve “a very large contraction in economic 

activity until the spread of infections has dropped significantly” (IGM Forum, 

2020). For the developing world, however, economists have expressed 

reservations about similar policy prescriptions (Ray et al., 2020; Ray and 

Subramanian, 2020; Barnett-Howell and Mobarak, 2020; Ravallion, 2020). 

In this paper, we study the rationale for possible policy responses by 

exploring two factors that are crucial in order to understand differences across 

developing and developed countries: i) the mortality risk as measured through the 

infection fatality rate (IFR) - which incorporates the effects of demography, 

comorbidities, and health system capacity, ii) and poverty - which increases the 

utility cost of the lockdown. We also study how the value that a social planner’s 

attaches to saving a life matters for optimal policies. 

More specifically, we extend recent work integrating economic behavior 

into an epidemiological Susceptible - Infected - Recovered (SIR) model to take 

account of subsistence constraints, demography-dependent fatality rates and 

context-specific valuations of a statistical life, which all affect the optimal policy in 

quantitatively meaningful ways. We use our model to compare welfare-optimizing 

policies across contexts that differ in terms of both income and demography, 

presenting the examples of the United States and Uganda. We focus on the latter 
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as an example of a developing country highlighting the two salient features we 

explore. 

First, Uganda is the third youngest country in the world, its median age - 16 

- being less than half that of the United States - 38 - implies the probability of death 

from the disease may be considerably lower. 1  In our framework, this risk 

differentially affects agents’ labor supply and consumption decisions and, in turn, 

optimal policy. A key statistic summarizing these demographic differences is the 

IFR, the share of infected people dying. In accompanying work, Ghisolfi et al. 

(2020), we show that a population’s age and comorbidity structure predicts wide 

variation in this statistic across contexts, and that even after adjusting for the lower 

capacity of Uganda’s health system relative to the United States, the average 

infected person may be less than half as likely to die from COVID-19 in Uganda 

compared to the United States (0.33% vs. 0.79%). We describe the construction of 

these numbers in Section 3.1, and note that recent evidence points to the possibility 

of an even larger differential in the IFR between rich and poor countries (Nordling, 

2020). 

Second, Uganda’s GDP per capita ($710) is substantially lower than that of 

the United States ($56,000) and very close to the average in low-income 

countries. 2  At lower incomes, foregone consumption due to pandemic control 

(both voluntary and policy-induced) implies a larger welfare loss, affecting agents’ 

and policymakers’ optimal choices. 

Despite these differences in fatality risk and incomes, Uganda, as most low-

income countries, has responded to the virus relatively early and strictly, and has 

kept restrictions in place for an extended period (see Figure 1). Available figures 

suggest successful initial containment: by early August, there had been about 1,200 

 
11 The average age is 20 years in low-income countries and 40 in high-income countries. Source: 
https://apps.who.int/gho/data/view.main.POP2030. 

2 The average GDP per capita among low-income countries is $750, vs. $43,000 among high-
income countries. (World Bank WDI). 
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confirmed cases and less than ten reported deaths.3 There is however emerging 

evidence of widespread economic hardship as a result of the lockdown policies: 

Mahmud and Riley (2020) report that households from a rural sample had seen 

their incomes decrease by 60%, reduced their food expenditure by 40%, and 

worked substantially more on their own farms and subsequently less in other 

sectors. 

Our study shows how the lower fatality risk changes the implicit valuation 

of the utility of the living against the number of deaths. Furthermore, at lower 

income levels and close to subsistence, consumption adjustments are less elastic, 

and hence less spontaneous adjustment can be expected. This is in line with 

evidence from the United States and India: Chetty et al. (2020) report that half of 

the observed reduction in consumer spending during the early stages of the United 

States outbreak came from households in the top quartile of the income 

distribution, particularly in sectors requiring physical interactions. In Delhi, 

occupation groups with higher incomes tend to cite fear of the virus as the main 

reason for not returning to work after the relaxation of the initially strict lockdown 

was scaled back, while poorer households are mostly affected through the lack of 

job opportunities (Desai and Pramanik, 2020). This evidence suggests that richer 

households can afford taking precautions that may be economically challenging for 

poorer ones. 

We add a developing country’s perspective to the recent work incorporating 

economic decision-making into the SIR framework. According to these integrated 

models, agents facing contagion risk will voluntarily reduce their economic 

activity, thus partly containing the spread of the epidemic (Toxvaerd, 2020; 

Garibaldi et al., 2020; Chudik et al., 2020). However, analyses suggest that, from 

a social welfare perspective, further government action is justified by agents’ 

failure to internalize their own contribution to the spread of the epidemic 

(Eichenbaum et al., 2020; Farboodi et al., 2020; Krueger et al., 2020; Glover et al., 

2020; Alvarez et al., 2020). Few model-based papers have focused on developing 

 
3 Source: ourworldindata.org, accessed September 1st, 2020. 
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countries and the efficacy of the aforementioned mechanisms in their contexts, 

Alon et al. (2020) and Hausmann and Schetter (2020) being exceptions we discuss 

below. 

For our exercise, we start from the model by Eichenbaum et al. (2020, 

henceforth ERT), which posits a continuum of representative agents who value 

consumption and leisure. Agents expose themselves to infection risk when working 

and consuming, and, realizing this danger, reduce work hours and consumption as 

the risk of infection rises. However, they do not weigh the impact of their own labor 

and consumption decisions on the pandemic’s spread, creating an externality the 

social planner seeks to internalize through a discouragement on consumption, the 

‘containment rate’. The optimal policy here is one that maximizes the present value 

of societal utility, taking the perspective of a social planner at the beginning of the 

pandemic. Components of this, which the social planner balances, are: i) the utility 

the agents derive from consumption and leisure, ii) the disutility of foregone 

consumption from lower productivity when infected, and iii) the disutility of dying. 

In line with other studies, we confirm that, if a vaccine is unlikely to become 

available and a survived infection gives immunity, the time path of the ‘optimal 

containment rate’ follows the share of infected in the population, i.e. it discourages 

economic activity more when the risk of contracting or spreading the disease is 

higher, and thus guides the population to herd immunity. Although never 

restricting economic activity totally, our United States calibration yields a strong 

and sustained discouragement of consumption, equivalent to a 55% consumption 

tax over the first year of the epidemic. 

A central assumption of the ERT model is that the disutility of death is equal 

to the foregone utility of living. Placing a monetary value on a life is challenging, 

and some would even argue unethical. However, decision makers in all societies 

are making trade-offs that, implicitly or explicitly, assign monetary values to lives. 

Examples are implicit valuations in budget posts for public health services and 

explicit valuations when using calculated risks of deaths in cost-benefit analysis of 

infrastructure projects. In the United States, a common choice for the value of a 
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statistical life (VSL) is around $10 million per life, which is close to the value we 

inherit from ERT and use in the United States calibration. However, the monetary 

value of a life will in reality depend also on the decision maker’s budget and as such 

valuations can be expected to be higher in richer than in poorer countries. There 

neither exists a broadly accepted way of scaling the consensus based evaluations 

to contexts with lower incomes, nor a collection of reference values used in poorer 

countries (Viscusi and Masterman, 2017). 

We review the literature estimating VSLs in developing countries, and find 

that scaling rich countries’ VSLs suggests values up to 100 times higher than those 

found in microstudies from the experimental development economics literature. 

As our model takes the social planner’s perspective, and the United States 

consensus based value reflects values from cost-benefit analyses used for policy 

rather than aggregated individual willingness to pay (WTP), we purposefully target 

a valuation of life in Uganda to reflect some value that we observe in policy makers’ 

choices. One such value is derived from the spending prioritization of governments 

on keeping their citizens healthy. In particular, we adjust the consensus value for 

the United States with the ratio between the Ugandan and American per-capita 

health spending. This value lands at about $31,000, a quarter of what a simple 

scaling by GDP per capita would return, but at least ten times higher than results 

from the experimental literature and three times higher than what we get by 

calibrating our model to Uganda without targeting any value, thereby sticking 

closest to the social planner’s objective function in the United States calibration. 

We find that the difference in terms of mortality between a simple SIR 

model and one integrating welfare optimizing policy is much smaller in Uganda 

than in the United States. While in the latter the optimal containment policy 

reduces mortality by 34% relative to the pure epidemiological model without 

behavioral adjustments, in Uganda the reduction is only 10%. Both of our 

suggested factors contribute about equally to this result: first, lower IFRs in 

developing countries make for a lower aggregate disutility of infection. Second, 

even in the face of contagion risk and containment measures, a poorer agent 

experiences larger relative utility losses when reducing consumption. The former 
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makes the behavioral responses to any tax less efficient from a health perspective, 

and the latter makes the social planner less willing to introduce a tax that reduces 

consumption. Thus, both forces suggest that optimal policies should be less 

restrictive in developing countries (characterized by lower incomes and younger 

populations with lower predicted IFRs) than in richer economies. The difference 

increases when valuing deaths at what individuals in developing countries reveal 

through health prevention behavior, and remains, albeit more muted, when 

applying the upper end of values found in the literature using cross-country 

estimations. 

We further extend our model to explain a seemingly paradoxical 

observation from recent surveys in low-income countries: respondents state high 

rates of agreement with - according to our analysis overly strict - lockdowns 

imposed by governments, while at the same time experiencing large income losses 

(Moscoviz and Le Nestour, 2020). If agents perceive an exaggerated risk of 

contracting the disease and/or of dying from it, their voluntary adjustment to 

protect themselves may coincide with the effects of the strict measures introduced 

by governments. Unless they update their beliefs, agents may well agree with a 

painfully strict lockdown. 

Our study complements independent research by Alon et al. (2020) and 

Hausmann and Schetter (2020), whose heterogeneous agents models include 

various characteristics of developing country state and health system capacity to 

assess how different restrictions affect welfare in rich and poor countries. As the 

former model assumes that workers in the informal sector cannot be shielded from 

the disease by a lockdown, the authors argue that government policy will be less 

effective in containing the epidemic in countries with larger informal sectors. Our 

approach highlights a similar effect, though grounded in the utility maximization 

of agents and affecting the optimal policy of the social planner: when faced with a 

given risk of contracting the disease through economic activity, poorer agents will 

rationally reduce their exposure less, requiring government efforts that are stricter 

than in richer contexts to achieve the same reduction in deaths. Alon et al. (2020) 

further emphasize that demographic differences, as captured by the country-
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varying IFR in our framework, account for most of the differences in mortality 

rates between their modeled rich and poor countries. In contrast, our approach 

highlights that lower mortality risk may not only mechanically affect the overall 

death rate, but also individual-level optimization and adaptation behavior. In line 

with their findings, we show that a given containment policy is about half as 

efficient in averting deaths in Uganda per unit of GDP loss than in the United 

States. Finally, in contrast to Hausmann and Schetter (2020)’s two-period model 

of households facing subsistence constraints, we jointly model the full paths of 

infections and optimal policy. 

In the following section, we lay out existing estimates of one of the central 

elements in our and other similar models, the value of a statistical life in developing 

countries. We then present our epidemiological and economic framework and 

their calibrations. In Section 4, we present the results before concluding. 

2 The value of a statistical life in developing countries 

A critical choice in our and other studies of optimal policy in a pandemic is 

the social planner’s willingness to pay to reduce the expected number of fatalities 

by one, or equivalently, the cost assigned by society to one preventable death 

(Acemoglu et al., 2020). This ’value of a statistical life’ is the subject of substantial 

discussion in both academic and policy circles (Adler, 2020), and a range of values 

has been adopted by decision makers (OECD, 2012). Estimations by economists 

are usually based on compensating variations of incomes for accepting a higher 

death risk, elicited either through hypothetical choice experiments or from wage 

differentials in jobs varying by fatality risk. Both approaches have been subject to 

critique, and the evidence is focused on developed countries. Aiming to fill this gap, 

Viscusi and Masterman (2017) collect VSL estimates from contexts varying by 

income and estimate the cross-country income elasticity of the VSL. With their 

central estimate of one, they calculate a VSL of $120,000 for Uganda. This is 

somewhat higher than what we arrive at - $86,000 - if using unit elasticity but 

scaling our reference VSL for the United States with the ratio of our targeted 

incomes in Uganda and the United States. 
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In contrast, a review by the OECD (2012) recommends the use of an income 

elasticity of 0.8, yielding a VSL for Uganda of $218,000, again using the ratio of 

incomes in Uganda and the United States used in our calibration (see Table 1a). It 

is worth noting that even with similar methodologies, we arrive at quite different 

evaluations – the examples here vary by a factor of almost three. 

The values underlying the analyses in Viscusi and Masterman (2017) and 

OECD (2012) are mostly derived from wage differentials, and stand in stark 

contrast to the few studies basing VSL estimates in poorer countries on revealed 

preferences (for a recent review, see Robinson et al. (2019)). Kremer et al. (2011) 

and Ito and Zhang (2020), respectively, observe people’s willingness to travel to 

safe water sources in rural Kenya and to install air purifiers in China, and translate 

these to WTP for reducing or eliminating death risk of children from diarrhea and 

air pollution. Berry et al. (2020) record peoples’ valuations of water filters directly 

using incentive compatible elicitation methods. These can be translated into VSLs 

using their estimates of the filters’ effectiveness. Scaled by the respective values of 

GDP per capita to Uganda with unit elasticity, these studies’ estimates translate 

into VSLs of between $600 and $3,400. 

Given the small number of available estimates, we also derive a value from 

the WTP for insecticide-treated bednets in Cohen and Dupas (2010). The paper 

states a reduction in under-5 mortality risk of 18%, reducing the death risk for 

children alive in 2007 from 6.91% to 5.67%. Hence, for avoiding one statistical 

death, 1/(6.91-5.67)=80.4 bednets would have to be purchased. Kenyan 

households’ stated WTP of US$1.71 for one bednet implies a valuation of a 

statistical death of 80.4*US$1.71 =US$137.5, translating into US$105 in Uganda. 

As evident from Table 1b, estimates of the WTP to avoid a fatality that are 

based on revealed preferences for preventive health behavior are orders of 

magnitude lower than those based on scaling estimates from rich countries by a 

country’s income. A small part of the difference may come from study samples on 

average being poorer than the overall population. Counteracting this selection 

problem is the fact that the values are estimated for individuals much younger than 
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those at highest risk from COVID-19, thus arguably presenting an upper bound on 

the WTP for an individual of a given income group. We interpret the low revealed 

VSLs as reflecting the multiple dimensions in which poor households in developing 

countries have to manage fatality risk, not just from diseases but also from low 

incomes more generally. 

While we note the ethical and methodological challenges associated with 

scaling a very small, perhaps inadequately understood death probability from a 

specific cause to the deterministic outcome of one death from COVID-19, we also 

emphasize that any model illustrating, and any policymaker contemplating, trade-

offs between reducing death risk and other sources of disutility must assign, 

implicitly or explicitly, a value, often based on a small evidence base. Furthermore, 

a common criticism of VSL estimates based on WTP is that due to liquidity 

constraints, subjects may not state a ’true’ valuation, but one that reflects limited 

spending possibilities on health protection behavior. This concern looms larger 

when comparing estimates across countries than it does in our exercise, where we 

are exactly thinking about a situation in which individuals manage disease risks 

from multiple sources while being affected by a policy aimed at reducing only one 

specific risk. In practice, lockdown policies in developing countries were often not 

implemented in combination with extended social safety nets, thus also increasing 

households’ exposure to non-COVID-19 fatality risks (see Ray and Subramanian 

(2020) for the case of India). 

Our benchmark value for the Ugandan VSL reflects the prioritization taken 

by governments, not necessarily by individuals, and lies in between the two sets of 

VSLs in the existing literature. We calculate it as: 

 

We explore in Section 4.5 how the calibration of this critical parameter 

affects the optimal policy results. For the United States, we follow ERT’s 

calibration to $9.3 million, a value that is validated by its use in United States 

public agency deliberations. 
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3 Model 

Our model combines rationally optimizing agents and an epidemiological 

model, where the share of the population that is currently either susceptible to, 

infected with or recovered from a disease, evolves according to a set of parameters. 

We introduce the basic functioning of this model and present its integration into 

the framework of our analysis. 

The epidemic starts with an exogenous share of the population being infected. 

A parameter β denotes the rate at which infected people contact susceptibles and 

transmit the virus. Once infected, individuals recover at rate γ and are thereafter 

assumed to be immune. Depending on the relative size of β and γ, infections die 

out quickly (if people recover at a higher rate than infecting new ones), or the 

number of infected rises exponentially, until there are only few susceptibles left. At 

that stage, a sufficiently large share of the population has acquired immunity to the 

disease and exogenous new infections will not cause a new epidemic. In this model, 

deaths are recorded as a simple share of those contracting the disease. A caveat 

with our, as well as other, analyses is that estimates of the SIR model’s parameters 

are still surrounded by significant uncertainty (Avery et al., 2020). 

The key variable linking the economy and the epidemic is the number of newly 

infected people in a given period, denoted by Tt: 

 

The first two terms on the right denote new infections coming from interactions 

while consuming, or more broadly defined, spending money, and working. It is 

higher the more susceptible (St) and infected (It) people there are, and the more 

each group consumes and works . The third term captures infections 

from random interactions outside of work or consumption activities. The πs 

parameters govern the likelihood of getting infected from either source. Their 

estimation is key for the way the epidemic plays out. In line with ERT, we assume 

that evidence from other epidemics also applies to the current one, in that 1/6 of 

infections take place at work, 1/6 while consuming, and 2/3 from random 
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interactions. Furthermore we calibrate the πs using steady state values of hours 

worked and consumption, targeting a final epidemic size of 60%. 

We note that we so far lack the data to validate the transmission parameters of 

our epidemiological model. In particular, there are neither broad studies of the loci 

of new infections in poorer settings (during economic activity or within the 

household), nor of the likelihood of a contact with an infected person resulting in 

transmission. Measures of these two quantities would affect the transmission 

probabilities calibrated from the procedure outlined above. If transmissions from 

consumption and work are less important, and perceived so, in developing 

countries, the behavioral adjustments in our model would be weaker, and vice 

versa. Collecting evidence on transmission through the various channels, and their 

perceptions is an important avenue for future research. 

Absent better evidence, we take on board ERT’s assumptions about the basic 

patterns of the pandemic, implying a basic reproductive number R0 of 1.5. This is 

at the lower end of estimates reported for the early stage of the pandemic in Liu et 

al. (2020).4 While admittedly unverified, we keep the transmission probabilities 

constant with respect to ERT, allowing for comparability along that dimension. We 

see this as a conservative way to model the epidemic in developing countries 

compared to richer settings, as infected individuals there may be more likely to 

interact with susceptibles outdoors, and lower mobility should make local 

outbreaks slower to spread across regions. 

The economic side of the model consists of a continuum of representative agents 

modeled as trading off consumption c and labor n, including a constant per-period 

utility term u¯ to calibrate the VSL: 

 

 
4 In the pure SIR model, the median R0 estimate in Liu et al. (2020) would result in 95% of the 
population ever contracting the disease, much higher than what epidemiological models 
incorporating policy measures or behavioral changes predict. 
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Agents cannot consume less than the subsistence level �̅  and face a budget 

constraint linking government action to individual consumption through a 

discouragement on consumption µct (the containment rate), the proceeds of which 

are immediately rebated as a lump sum Γt: 

(1+ µct)ct = wtnt +Γt 

θ and the wage rate are calculated from the model’s steady state, targeting the 

average weekly income and the number of hours worked. 

The chosen subsistence level affects how much agents adjust economic activity 

to infection risk. We are not aware of nationally representative data from Uganda 

or a comparable context tracing out this response. The intuition of our calibration, 

that poorer agents will be able to adjust less, is supported by evidence from the 

United States, showing that richer households stood for the bulk of spending 

reductions during the early stages of the pandemic (Chetty et al., 2020). 

Agents maximize their lifetime utility, the form of which differs by whether they 

are currently susceptible, infected, or recovered. 

Susceptible:  

where: 

Infected: 

Recovered: 

Here, τt  represents the agents’ probability of getting infected given their own 

and the infecteds’ consumption and working activities, πr is the probability of 

recovering, and πd is the probability of death. We note here the strong assumption 

that agents know the ‘true’ infection probabilities - it seems likely that different 

parts of the population in all countries may over- or underestimate this 

probability. 5   We illustrate in Section 4.6 the effects of varying perceived 

 
5 Mahmud and Riley (2020) report that only 14% of households in their rural Ugandan sample find 
it likely that someone in their household will contract the virus - absent representative testing in 
Uganda, we cannot say whether this is an over- or underestimate of the true probability, which will 
also vary over time. 
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transmission probabilities on behavioral adjustment and agreement with 

lockdown policies. 

4 Calibration 

In the analysis below, we compare our calibration to the United States to 

one for Uganda as our example of a developing country. A first key difference 

between rich and poor countries is the lower IFR in the latter, mostly driven by 

their younger population and even after adjusting for health system differences 

(Ghisolfi et al., 2020; Walker et al., 2020).6 We use our predicted IFRs of 0.33% 

for Uganda and 0.79% for the United States, noting that ERT assumed an IFR of 

0.5%. The most pessimistic scenario in Ghisolfi et al. (2020) accounts for the 

possibility of health systems becoming overburdened by assuming that none of the 

predicted severe cases can be saved in hospitals. We present below a robustness 

check of our main result using this adjusted IFR of 1.3%, but also note that recent 

evidence points in the opposite direction of potentially much lower IFRs in the 

context of developing countries.7 

A second obvious difference between the two settings are incomes and hours 

worked. For the United States, we target a yearly income of $58,000, earned during 

28 hours of weekly labor, following ERT. For Uganda, we take the median main job 

monthly nominal wage for wage employees from the 2016/17 Household Survey 

(UBOS, 2018), converted to yearly dollar wages , amounting to $535, and set 

 
6 In our companion research, we construct IFRs starting from available estimates on the number 
of comorbidities among COVID-19 deaths in Italy and the gender and age structure of fatalities in 
France. We then adjust these figures to take account of the age and comorbidity distribution of all 
countries, as well as the health system’s capacity to deal with pulmonary diseases. The difference 
between rich and poor countries remains even after the latter adjustment. 

7 To validate our estimates for developing countries, we would ideally have access to seroprevalence 
studies from representative samples, together with reliable counts of fatalities. While we are not 
aware of such data yet, emerging evidence from seroprevalence studies from African countries at 
similar levels of development as Uganda supports our claim of generally lower IFRs in poorer 
countries by showing a high prevalence of COVID-19 antibodies in subgroups of the population 
(health personnel in Malawi: Chibwana et al. (2020); blood donors in Kenya: Uyoga et al. (2020)). 
In the Kenyan case, the authors argue that if the disease was similarly deadly there as in other 
countries, official death counts would have to be implausibly inaccurate (recording only one in fifty 
deaths), implying that the IFR in Kenya is likely much lower than in their reference contexts. 
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weekly hours worked to 50, in line with evidence from Tanzania and Ethiopia 

presented in Charmes (2015). We set the subsistence level at $200 per year in 

Uganda, the median monthly nominal wage for female workers without any formal 

education. In case of the United States, we stick to a formulation without a 

subsistence constraint as average United States incomes are much further from 

such a level than Ugandan ones.8 

5 Results 

We first present results from our calibration to the United States as a 

benchmark and explain the basic mechanisms of the model. We then take steps 

towards a low- income country calibration. We first change the income targets and 

subsistence level to the Ugandan values described above, holding constant the IFR. 

The second step explores the role of a lower probability of deaths and subsequent 

lower aggregate disutility of infection/exposure. We then show how our results 

depend on the VSL we choose, before highlighting the role of beliefs about 

transmission probabilities in agreement with lockdown policies. 

5.1 Optimal policy in the United States 

The dotted black line in Figure 2 represents the course of the epidemic 

without any behavioral adjustment or government intervention - the basic SIR 

model. Infections grow until a large enough share of the population has acquired 

immunity, such that the infected become less likely to interact with the remaining 

susceptibles. At the end of the epidemic, 60% have ever been infected (targeted by 

the parameterization), and 0.47% have died (60% infected * 0.79% IFR = 0.47%). 

In our model, the epidemic ends when a sufficient share of the population has 

acquired immunity, the herd immunity level. However, the rapid increase in 

infections in the pure SIR-model leads to an overshoot of infections (Moll, 2020). 

 
8 All other parameters are from ERT, including an annualized discount rate of 0.96, a 20% loss in 
productivity if infected, a recovery duration πr of 18 days, one time unit representing a week, a 
model horizon of 250 weeks and an initial infection share of 1 in 1,000 people. 
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Hence, the final epidemic size as measured by the share of people that ever got 

infected lies above the minimal level necessary for herd immunity, indicated by the 

dashed horizontal line. 

The solid blue line presents the model estimates from augmenting the SIR-

model with rationally adjusting agents, calibrated to the United States. Focusing 

on the top-right panel, reductions in aggregate consumption amount to up to 13% 

and follow the infection rate. 

This is for two reasons: firstly, infected individuals are assumed to be 20% 

less productive and thus have less income to consume. With a peak infection rate 

of 5%, this amounts to a reduction of 1%. The larger share of the reduction comes 

from agents’ voluntary adjustments of hours worked and consumption, in order to 

reduce the risk of infection. These adjustments slow the epidemic and reduce its 

peak infection rate, leading to a 13% reduction in death rates compared to the basic 

SIR model. 

Besides this voluntary adjustment, the social planner can increase overall utility 

by internalizing the individual agents’ contribution to the overall epidemic. This 

optimal policy, the dashed blue line in the bottom right panel, amounts to a tax on 

consumption equal to up to 100% at the peak of the epidemic or 56% over the first 

year, leading to an additional reduction in consumption of up to 35%. This slows 

the epidemic further, reducing deaths by an additional 21% and thus almost closing 

the gap between final epidemic size and the herd immunity level. 

Overall, the United States calibration suggests that the policymaker can be 

effective at reducing deaths by reducing economic activity, and that this is socially 

optimal. Notably, the calculation implies that overall societal utility of the living 

between the voluntary adjustment and the optimal policy scenario is virtually 

unchanged, since agents are willing to reduce their working hours proportionately 

to the consumption reduction. This observation motivates our introduction of a 

subsistence constraint into the utility function, thus making the income elasticity 

of consumption dependent on baseline consumption. 
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5.2 The role of income levels in determining the optimal policy 

We now assess how the economic outcomes of the model differ when 

income levels are lower (orange lines in Figure 2). Agents are now much poorer, 

less productive and face a non-zero subsistence constraint, but have the same, 

relatively high, probability of dying once infected as in the United States 

calibration.9 Focusing first on aggregate consumption adjustments without any 

containment policies, it is striking that the adjustments are less than half as strong 

than in the United States economy. The adaptation still reduces peak infection and 

death rates substantially, though less so than in the United States (8.8% reduction 

in death rate vs. 13%). We make a similar observation for the optimal policy, which 

now peaks at 41%: It reduces deaths, but much less so than in the United States 

(additional 13% reduction vs. 21%). Both agents and the social planner are trading 

off mortality risk and utility losses from consumption reductions. When 

consumption is low already it becomes more costly to reduce it, reductions lead to 

relatively large losses in utility, and it becomes less optimal to avert deaths. In 

other words, the externality from one agent getting infected, and not internalizing 

that she may infect others, becomes smaller relative to baseline utility the poorer 

the agent is. 

While our calibration implies that agents are still well above the subsistence 

constraint, and we hence observe a small consumption adjustment, this extension 

would in principle allow for modeling of agents being pushed against their 

subsistence constraint by a containment policy. 

5.3 The role of mortality risk in determining the optimal policy 

The second step of the calibration keeps the Ugandan economy structure, 

and adds the estimated IFR for Uganda (green lines in Figure 3). Faced with a 

lower risk of death, agents reduce consumption only marginally, reducing the 

death rate by just 7.2%. Optimal policy now peaks at 21% and reduces deaths by 

 
9  ERT assume a fixed share of transmission through working or consuming, irrespective of 
economic activity. We follow this assumption, explaining the overlapping of the SIR model for 
either economy. 
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only an additional 7%, with final epidemic size far above the minimal herd 

immunity level. 

5.4 Summary of calibration exercise 

Our exercise highlights that even with equal death risk, the social planner 

would choose less stringent containment measures in a poorer economy, where 

reduction in consumption is more costly in utility terms, i.e., an additional 

consumption reduction takes a relatively larger share of agents’ utility. Figure 4 

shows the decrease in death reductions and consumption containment under 

optimal policies as we move from the United States towards to the Ugandan 

calibration. 

As we change only the IFR between the first and second scenario, equivalent to 

moving from the 52nd to the 4th percentile of country-IFRs in Ghisolfi et al. 

(2020), optimal policy reduces deaths by 10 percentage points less relative to the 

SIR model. Changing the economic structure to Uganda holding the IFR constant 

as in Figure 2 lowers the death reduction by a similar amount. Furthermore, our 

main qualitative result also holds when we assume a much higher death rate in 

Uganda, equivalent to all predicted severe cases succumbing to the disease 

(Scenario VI). 

Finally, we can ask about the efficiency of a given policy in preventing deaths 

per unit of GDP reduction by transferring the optimal policy from the United States 

(Scenario I) to the Ugandan setup (Scenario VII). The voluntary reduction now 

constitutes a much smaller part of the total reaction, as a relatively strict lockdown 

is applied to agents not willing to incur large losses. The containment policy 

reduces deaths per 100,000 from 200 in the SIR model to 152, while reducing GDP 

by 14%. This yields a reduction in deaths per percentage point of GDP loss of 3.4, 

in contrast to the United States scenario where the same policy avoids 7.6 deaths 

per point of GDP loss. 
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5.5 The value of a statistical life as a critical parameter 

As discussed in Section 2, our benchmark value for the cost of death falls 

into a broad range of possible values. Values that are high relative to agents’ 

income approximate a view that lives should be saved even at very high costs. At 

the other end of the scale, studies using revealed preference methods on peoples’ 

own WTP to reduce and avoid fatality risks have found VSLs that are low relative 

to agents’ income. 

This wide range of values has implications for optimal policy in our 

framework, as presented in Figure 5. However, even when applying the VSL 

estimate based on the OECD (2012) study, optimal policy in Uganda would still be 

less strict as in the United States. If basing containment measures on the revealed 

preferences from the development economics literature, only very mild 

containment would be optimal. Our reference value of $31,000 lies in between 

these estimates and optimal policy is thus moderately strict. 

5.6 Beliefs about transmission risk and the acceptance of lockdown 

policies 

Our finding on more muted optimal policies stands in contrast to the strict 

lockdown policies imposed in many developing countries, among them Uganda. 

Given the large difference, it may be surprising that recent surveys in Senegal and 

Pakistan have found broad agreement with the measures mandated by 

governments, despite households reporting substantial reductions in income 

(Moscoviz and Le Nestour, 2020; Brac, 2020).10 

A possible explanation for these findings lies in that people may or would 

have been reducing their economic activity even without stricter government 

measures, as suggested by the mobility data from the United States and Sweden 

 
10 70% of respondents of a nationally representative survey in Senegal in mid-April supported a 
two-week lockdown when there had already been a nightly curfew and public spaces closed. This 
was similar among people who had already lost income, and higher among those more worried 
about the epidemic in general. In a sample from Bangladesh, respondents reported labor income 
decreases of up to 75%, while also generally supporting further restrictive measures. 
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presented in Farboodi et al. (2020). Also in the case of Uganda, Mahmud and Riley 

(2020) report a large increase in protective behavior. In particular, this may be the 

case if agents overestimate the risk of getting infected and/or of dying from an 

infection. Further restrictions would then either not be controversial – if their 

effect does not exceed the voluntary reductions–, or even welcome – if there is a 

belief that others are not reducing their activity enough. With a small extension, 

our model lends itself to an analysis of the necessary overestimation. We here focus 

on the infection risk, but could perform a similar exercise for an overestimation of 

the death risk. 

The ’true’ infection risk from economic activity (πs1,πs2,πs3) is, in reality, 

unlikely to be known by agents. Rather, beliefs on the risk of contracting an 

infection and dying from it, at least during early stages of the epidemic, likely often 

overstate the true (unknown) parameters in both developing and developed 

countries. Within the model, a ’fear parameter’ ρ by which agents overestimate the 

true infection parameters from consumption or work captures this reasoning, 

transforming Equation 1 into: 

Uts with:

 

This exercise suggests that if agents overestimate the infection risk from 

consuming and working by factor six, they voluntarily reduce consumption by 5%, 

equaling the optimal adjustment. In turn, this illustrates that agreement with 

strict, (according to our model overly strict), lockdown policies in developing 

countries can be partly explained through an overestimation of the risks. 

Governments may hence find it harder to restrict economic activity once people 

form more accurate or even too optimistic beliefs about the medical risks. 

Another, related explanation for strict initial lockdowns could be that 

governments used containment policies as signaling tools to individuals, 

foreseeing that compliance would be incomplete if the risks were objectively 

known and enforcement capacity limited. In our framework, we can think of this 

as the policy variable not only containing behavior directly through 
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disincentivizing consumption, but also through shaping, at least initially, beliefs 

about infection and mortality risks. The extent of such effects would be an 

interesting avenue for future research. 

6 Conclusion 

We integrate behavioral responses in a standard SIR epidemiological model 

by building on the recent contribution by Eichenbaum et al. (2020) and extend 

their model to take account of subsistence constraints as well as demography-

dependent fatality rates. We use the model to compare optimal policy responses to 

the current pandemic for two countries, the United 

States and Uganda, as stylized examples of countries varying by poverty and 

demography. We calibrate the model with country-specific distributions of age, 

comorbidities, and income. We further extend the framework to allow for a ‘fear 

parameter’ that may induce agents to reduce economic activity more than socially 

optimal given the true risks associated with the disease, and highlight the 

dependence of our and related studies on the chosen value of the cost of death, 

which may fall into a broad range. 

The differences in optimal policy responses we find between the United 

States and Uganda stand in contrast to the relatively similar actual initial policy 

responses that we saw across the world. Our results suggest that actual strict 

lockdown policies in Uganda and other countries with similar income levels and 

demographics may be too restrictive compared to optimal policies. This begs the 

question whether governments are optimizing as social planners and may have 

gotten it wrong, or whether their actions can be rationalized with considerations 

outside the model. One simple explanation would be that in the face of huge 

uncertainty, governments have adopted approaches from other countries which 

had already gained more experience with the epidemic, without adapting them to 

local conditions. As an alternative explanation, we explored the role of possible 

overestimation of the fatality risk among the population, leading to demand for 

stronger measures. Both explanations are in line with the observation that 
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restrictions have been scaled down the fastest in developing countries (see Figure 

3). Another possible explanation is that governments in poorer countries placed a 

high value on protecting lives of their citizens, possibly higher relative to their GDP 

than a standard value in the United States. 

Finally, we reiterate that a central assumption to our analysis is that the 

societal disutility of death equals the foregone utility of living. While common in 

macroeconomic research, there may well be different societal preferences 

underlying the choices taken by governments during this time. As Ghana’s 

President Nana Akufo-Addo said in March explaining lockdown measures, “We 

know how to bring the economy back to life. What we do not know is how to bring 

people back to life. We will, therefore, protect people’s lives, then their livelihoods.” 

An interesting topic for future research would be to consider potential 

heterogeneities in country preferences that could rationalize the actual responses 

we observe.  
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8 Tables and figures 

Figure 1: OxCGRT Stringency Index in 2020 - Uganda, United States and 
average per income group 

 

The figure shows the average level of restrictions over time in the four income groups defined by 
the World Bank and our study countries as measured by the Oxford Coronavirus Government 
Response Stringency Index (Hale et al., 2020). 
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Table 1: VSL estimates for Uganda 

 

(b) from revealed preference experimental studies 

Source Year Context Estimated VSL VSL scaled to Ug. 

Published estimates 

Kremer et al., 2011 2007 rural Kenya US$ 769 - 2,715 US$ 594 - 2,100 

Berry et al., 2020 2009-10 rural Ghana US$ 3,604 US$ 1,830 

Ito & Zhang, 2020 2006-14 urban China US$ 34,580 US$ 3,386 

Derived estimates 

Cohen & Dupas, 2010 
2007 rural Kenya US$ 137 US$ 105 

Derived estimates in panel (b) take as inputs stated income elasticities, calibration targets for 
income from Section 3.1 and United States VSL from ERT. Values of statistical life year in Ito and 
Zhang (2020) scaled to VSLs by multiplying with Chinese life expectancy. Values scaled to Uganda 
by ratio between respective country’s and Uganda’s GDP per capita. 

  

(a) from cross-country transfer calculations 

Source Income elasticity VSL scaled to Ug. 

Published estimates   

Viscusi & Masterman, 2017 

Derived estimates 

1 US$ 120,000 

Viscusi & Masterman, 2017 1 US$ 86,000 
OECD, 2012 0.8 US$ 218,000 
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Figure 2: Calibration to Ugandan economy with United States IFR 

 

 

The figure shows the time path of epidemiological (left and middle panels) and economic 
components (right panels) of the ERT model calibrated to the United States (blue) and Uganda 
(orange), holding constant the IFR. Dotted black line reports results from the basic SIR model. 
Solid lines depict agents’ voluntary adjustments. Dashed lines show results from social planner 
problem maximizing overall utility. 
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Figure 3: Calibration to Ugandan economy with Ugandan IFR 

 

 

The figure shows the time path of epidemiological (left and middle panels) and economic 
components (right panels) of the model calibrated to Uganda with the United States IFR (orange) 
and Ugandan IFR (green). Dotted lines report results from the basic SIR model. Solid lines include 
agents’ voluntary adjustments. Dashed lines show results from social planner problem maximizing 
overall utility. 
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Figure 4: Optimal policy and death reductions along calibration steps from 

United States to Uganda 

 

The figure shows summary statistics of voluntary adjustment and optimal policy implications under 
various calibration steps. The top panel in blue shows percentage reduction in deaths versus the 
underlying SIR model. The bottom panel in red shows decreases in consumption over the first year 
of the epidemic, relative to pre-epidemic levels. Light colors indicate effects of voluntary 
adjustments by agents trading off consumption and infection risk. Dark colors indicate additional 
effects of utility-maximizing containment policy. Scenarios differ by the economy and demography 
which they are calibrated to (Uganda and United States) and whether the utility function includes 
a subsistence level. Right-most column adds scenarios including the upper bound for the IFR from 
Ghisolfi et al. (2020) and applying United States optimal policy to our Ugandan calibration. 

  



CHAPTER VI  

364 

Figure 5: Optimal policy and death reductions for a range of assumed values of 

a statistical 

life 

 

The red line traces out optimal policy effects on the economy (x-axis) and the epidemic (y-axis) for 
Uganda, depending on the adopted VSL. The assumed VSL rises the further from the origin. The 
blue dots identify other possible values as referenced below, the green diamond indicates death 
reduction and recession from benchmark U.S. calibration. The green triangle indicates the VSL 
from following ERT and setting ��=0. 
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 Sammanfattning (Swedish summary) 
Den här avhandlingen består av sex kapitel som samtliga har ett gemensamt 

fokus på utvecklingsländer och intresset för att finjustera 

utvecklingsinterventioner. I denna avhandling så har jag använt ett antal olika 

metoder för att testa och validera hypoteser: från ett s k lab-in-the-field-

experiment (kapitel 1) till randomiserade kontrolltester (kapitel 2, 3, 4) till 

statistisk analys och modellkalibreringar (kapitel 5 och 6). Metoderna speglar de 

olika syftena med och ämnena i varje kapitel. 

 

Det första kapitlet, med titeln Bidragskrav och omfördelningsbeslut – 

experimentella bevis från Bangladesh (Contribution Requirements and 

Redistribution Decisions: Experimental Evidence from Bangladesh), är utformat 

för att man ska förstå effekten av att kräva samfinansiering av utvecklingsprogram 

på effektiviteten och fördelningen av nytta inom samhället. Även om de flesta 

lokala utvecklingsprogram kräver att samhället samfinansierar delar av den nytta 

som tillhandahålls kan det faktum att man kräver bidrag påverka det slutliga 

utfallet på ett antal olika sätt, både eftersom förmågan och viljan hos samhällets 

medlemmar att bidra kan skilja sig åt, men även eftersom införandet av 

samfinansieringen som sådan kan förändra tolkningen av vad som är ett rättvist 

utfall och på så sätt förändra den föredragna slutliga fördelningen inom samhället 

av nyttan med projektet. Detta kapitel ger empiriska bevis rörande effekterna av 

att införa sådana krav på bidrag. 

Jag använder ett kontrollerat fältexperiment som samlat in data från 4 032 

deltagare i 96 jordbrukssamhällen i Bangladesh, för att analysera effekterna av att 

införa krav på samfinansiering i ett förhandlingssammanhang, vilket är utformat 

för att efterlikna lokala utvecklingsprogram. Deltagarna får såväl en privat gåva 

som en gemensam fond att dela sinsemellan och jag varierar huruvida de behöver 

bidra med någon del av den privata gåvan för att möjliggöra att den gemensamma 

fonden fördelas. Det utfall som är av intresse är den slutliga ojämlikheten i 
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omfördelningen av den gemensamma fonden, såväl som det totala slutliga 

beloppet som omfördelas, vilket fastställs av nivån på bidragen från deltagarna.  

Jag finner att kravet på bidrag minskar det belopp som omfördelas, vilket 

kallas ”effektivitet” i detta kapitel, med 12% och ökar ojämlikheten i den slutliga 

fördelningen med 30%. Jag utformar flera behandlingsgrenar för att bena ut 

effekten av tre kanaler som kan leda till sådana resultat: preferenser för rättvisa, 

och den individuella förhandlingskraften till följd av såväl ursprunglig 

förmögenhet som status. Först visar jag att ökningen i ojämlikhet inte beror på 

preferenser som tyder på mindre omfördelning vid samfinansiering. Om något så 

förutspår min mekanism för att få fram preferenser en lägre ojämlikhet vid 

samfinansieringen. För det andra så existerar ökningen av ojämlikheten oavsett 

hur ojämlika de ursprungliga gåvorna är, då den också existerar när alla deltagare 

har samma ursprungliga förmögenhet och förmåga att bidra. För det tredje 

allokeras ledare slumpartat till grupper för att fastställa om deras närvaro antingen 

förändrar beteendet vad gäller bidrag eller omfördelning och vi finner att personer 

som utses till ledare tenderar att erhålla mer när bidrag utgör ett krav, framför allt 

ökar den slutliga ojämlikheten när dessa är bland de rikare i gruppen, men inte när 

de har antingen en medelstor eller en liten gåva som utgångspunkt.  

Resultaten tyder på att krav på samfinansiering introducerar en tvetydighet 

vad gäller vilka rättvisenormer som ska tillämpas vid omfördelningen och att 

högstatusindivider – så som ledare – lyckas tillägna sig en större del av det slutliga 

utfallet genom att övertyga andra gruppmedlemmar att välja en 

omfördelningsregel, bland dem som anses ”rättvisa” av samhället, som också är till 

deras fördel.  

I det andra kapitlet, Tillgång till marknaden och kvalitetsuppgradering – 

bevis från randomiserade experiment (Market Access and Quality Upgrading: 

Evidence from Randomized Experiments), med Tessa Bold, Frances Nsonzi och 

Jakob Svensson, testar vi huruvida tillhandahållandet av tillgång till en 

produktionsmarknad som belönar kvalitetsmajs har potentialen att förbättra 

vinsterna, jordbruksproduktiviteten och användningen av insatsvaror, för bönder 

med små lantbruk i Uganda. I det här kapitlet använder vi en serie fältexperiment 
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för att förstå varför bönder i Uganda inte är integrerade i den globala värdekedjan 

på ett meningsfullt sätt och, därefter, varför deras vinster är så låga. Vårt syfte är 

att förklara varför afrikanska bönder är fastlåsta i en jämvikt med låg 

produktivitet-låg kvalitet och inte investerar i moderna jordbruksinsatsvaror. 

Vi börjar med att visa med observerbara data att majs som säljs av bönder 

med små lantbruk är av dålig kvalitet. Genom att använda ett randomiserat test 

som erbjuder hjälp med ett antal nyckelaktiviteter för skörd och efter skörd så visar 

vi därefter att kvaliteten på majs enkelt kan förbättras med sådana metoder. Det 

är verifierbart på fältet genom en enkel observation av det som produceras, men 

det värderas helt enkelt inte av de existerande köparna på marknaden. Vi sätter 

sedan, tillsammans med ett företag i Uganda som ägnar sig åt handel med 

jordbruksprodukter, upp en intervention som syftar till att efterlikna 

nyckelegenskaperna hos en produktionsmarknad som belönar majs av god 

kvalitet. Över tiden producerade och sålde majoriteten av de bönder som hade 

tillgång till en marknad för majs av god kvalitet sådan majs. Vidare ökade vinsten 

av majsodling i behandlingsgruppen avsevärt: en effekt driven av såväl ökad 

produktivitet som högre priser som ett resultat av uppgraderingen. Trots sådana 

positiva effekter på praxis och avkastning, så ökade bönderna i 

behandlingsgruppen endast sin användning av moderna insatsvaror i ringa 

utsträckning. Våra rön betonar vikten av att mildra begränsningarna på 

efterfrågesidan för att skapa en rivstart av  moderniseringen av jordbruket och öka 

inkomsterna från jordbruket men de tyder också på att en förändring som leder till 

en omvandling sannolikt kräver att såväl begräsningarna för utbud som för 

efterfrågan mildras. 

I det tredje kapitlet, Hur påverkar krav på bidrag från samhället 

tillgången på lokal allmännytta? Experimentella bevis från säkra vattenkällor i 

Bangladesh (How do community contribution requirements affect local public 

good provision? Experimental evidence from safe water sources in Bangladesh), 

med Serena Cocciolo, Ahasan Habib och Anna Tompsett, analyserar vi åter frågan 

om hur kraven på bidrag från samhället påverkar hur man antar en 
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utvecklingsintervention och effekten därav. Vi använder ett randomiserat 

kontrolltest för att ange kraven på bidrag från samhället i form av kontanter eller 

arbetskraft – eller att slippa bidrag helt och hållet – till samhällen där det gjordes 

en intervention som i övrigt var helt identisk: skapandet av en djup vattenkälla 

som är fri från förorenande ämnen så som arsenik. Det krävdes sedan av 

samhällena att de träffades och fattade beslut om den plats där vattenkällan skulle 

byggas och samlade in bidragen från samhällsmedlemmarna. Vattenkällan 

byggdes i själva verket enbart om bidragen till fullo samlades in. 

Kravet på ett bidrag i form av kontanter leder till en avsevärd minskning av 

utnyttjandet av programmet, jämfört med när man slapp ge bidrag, men så är inte 

fallet vid ett krav på bidrag i form av arbete. Effekten av programmet är 

motsvarande lägre vid kravet på bidrag i form av kontanter än vid kravet på bidrag 

i form av arbetskraft eller när inga bidrag alls krävs. Ett större utnyttjande vid 

kravet på bidrag i form av arbetskraft verkar vara följden av det låga realvärde som 

samhällen tillmäter sin tid. Våra resultat tyder på att avsevärda välfärdsvinster kan 

skapas genom att låta hushållen i fattiga jordbrukssamhällen bidra med 

arbetskraft snarare än kontanter. 

Det fjärde kapitlet Utgör samhällenas vatten säkert dricksvatten? Bevis 

från ett randomiserat experiment på landsbygden i Bangladesh (Do commiunity 

water sources provide safe drinking water? Evidence from a randomized 

experiment in rural Bangladesh), med Serena Cocciolo, Ahasan Habib, S.M.A. 

Rashid och Anna Tompsett, utnyttjar samma randomiserade experiment för att 

analysera hur effektivt konstruktionen av vattenkällor i samhället förbättrar 

kvaliteten på dricksvatten. Mer än hälften av hushållen på landsbygden världen 

över är beroende av det egna samhällets vattenkällor, men vi vet lite med säkerhet 

om hur framgångsrikt dessa källor ger säkert dricksvatten, till följd av en nästan 

total brist på experimentella bevis på effekten av infrastrukturen med avseende på 

vatten. Denna studie ger de första experimentella bevisen för effekten av 

konstruktionen av samhällets nya vattenkälla på dricksvattnets kvalitet. Det 

program vi utvärderar består av en uppsättning subventioner och teknisk 
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rådgivning för att installera djupa rörbrunnar (tubewells). Vi implementerade 

programmet i 129 samhällen på landsbygden i Bangladesh och utvärderade det 

genom att kombinera en studie av mer än 6 000 hushåll och ett storskaligt 

testprogram för vattenkvalitet på såväl vattenkälle- som hushållsnivå. 

Vi finner att hushåll i de behandlade samhällena använder källor med 

förbättrad kvalitet vad gäller arsenik och, i mindre utsträckning, 

exkrementförorening. Vi uppskattar att, i genomsnitt, så minskar varje installerad 

rörbrunn arsenikföroreningen vid källan för 10 hushåll och extrementförorening 

vid källan för 4 hushåll. Emellertid så motverkas de ringa förbättringarna i 

vattenkvaliteten vad gäller extrementförorening av ökningar i restid och möjligen 

av ändringar i förvaringsbeteendet. Våra resultat tyder på att medan program för 

att bygga djupa rörbrunnar i samhället kan motverka exponeringen för arsenik i 

Bangladesh, kan en minskning av exponeringen för extrementföroreningar 

komma att kräva interventioner utöver de källor samhället har. 

De två sista kapitlen, skrivna tillsammans med Ingvild Almås, Justin 

Sandefur, Tillmann von Carnap, Jesse Heitner och Tessa Bold, syftar till att förstå 

hur den nuvarande COVID-19 pandemin kommer att påverka utvecklingsländerna 

och, framför allt, kapitel 5, syftar till att förutse dess dödlighet i sammanhang där 

avgörande registrering och datakvaliteten är dålig, medan kapitel 6 använder en 

modell för att teoretisera om hur den optimala icke-farmaucetiska 

uppdämningspolitiken varierar från höginkomstländer till länder med lägre 

inkomst.  

I kapitel 5, Förutspådd COVID-19 dödsfallsgrad baserad på ålder, kön, 

komorbiditet och sjukvårdssystemets kapacitet (Predicted COVID-19 fatality 

rates based on age, sex, comorbidities, and health system capacity), använder vi 

Bayes lag för att extrapolera, från de åldersspecifika graderna av dödsfall bland 

dem som smittas som beräknas från franska data, den villkorliga sannolikheten för 

dödsfall givet infektion, kön, ålder och COVID-19-relevant komorbiditet. Sedan 

integrerar vi sådana sannolikheter över kön, ålder, och relevanta 

komorbiditetsfördelningar bland befolkningen i olika länder och beräknar sålunda 
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en genomsnittlig grad av dödsfall. För att justera för sjukvårdssystemets kapacitet 

så inkorporerar vi regionala skillnader i de relativa oddsen för dödsfall till följd av 

infektion med RS-virus i barndomen. Denna justering minskar avsevärt, men 

utplånar inte helt, den demografibaserade fördel som förutses i sammanhangen 

med de lägsta inkomsterna, med regionala beräkningar av den förutspådda 

COVID-19 IFR som sträcker sig från 0,37% i Västra Afrika söder om Sahara till 

1,45% för Östeuropa. 

Kapitel 6, Pandemiernas makroekonomi i utvecklingsländer – en 

tillämpning på Uganda (The macroeconomics of pandemics in developing 

countries: an application to Uganda), utgår från en modell som integrerar 

ekonomiskt beteende i epidemiologiska modeller för USA och tillhandahåller 

lämpliga utvidgningar för att kalibrera detta till ett 

utvecklingsekonomisammanhang, Uganda. Å ena sidan minskar demografiska 

skillnader, komorbiditet, och sjukvårdssystemets styrka risken att avlida i 

utvecklingsländerna, å andra sidan minskar lägre inkomster aktörernas vilja att 

avstå från konsumtion för att minska risken för sjukdom. Båda effekterna gör att 

den optimala inneslutningen kan vara avsevärt mindre restriktiv i ett 

utvecklingslandssammanhang, även om vi i verkligheten nu observerar mått på 

liknande åtstramning. Vi får observationen att gå ihop genom att teoretisera 

möjligheten till snedvridna uppfattningar om sjukdomens dödlighet. 



 

371 

 IIES monograph series 
 

1. Michaely, Michael, The Theory of Commercial Policy: Trade and 

Protection, 1973 

2. Söderström, Hans Tson, Studies in the Microdynamics of Production 

and Productivity Change, 1974 

3. Hamilton, Carl B., Project Analysis in the Rural Sector with Special 

Reference to the Evaluation of Labour Cost, 1974 

4. Nyberg, Lars and Staffan Viotti, A Control Systems Approach to 

Macroeconomic Theory and Policy in the Open Economy, 1975 

5. Myhrman, Johan, Monetary Policy in Open Economies, 1975 

6. Krauss, Melvyn, International Trade and Economic Welfare, 1975 

7. Wihlborg, Clas, Capital Market Integration and Monetary Policy under 

Different Exchange Rate Regimes, 1976 

8. Svensson, Lars E.O., On Competitive Markets and Intertemporal 

Resources Allocation, 1976 

9. Yeats, Alexander J., Trade Barriers Facing Developing Countries, 1978 

10. Calmfors, Lars, Prices, Wages and Employment in the Open Economy, 

1978 

11. Kornai, Jànos, Economics of Shortage, Vols I and II, 1979 

12. Flam, Harry, Growth, Allocation and Trade in Sweden. An Empirical 

Application of the Heckscher-Ohlin Theory, 1981 

13. Persson, Torsten, Studies of Alternative Exchange Rate Systems. An 

Intertemporal General Equilibrium Approach, 1982 



IIES MONOGRAPH SERIES 

372 

14. Erzan, Refik, Turkey’s Comparative Advantage, Production and Trade 

Patterns in Manufactures. An Application of the Factor Proportions Hypothesis 

with Some Qualifications, 1983 

15. Horn af Rantzien, Henrik, Imperfect Competition in Models of Wage 

Formation and International Trade, 1983 

16. Nandakumar, Parameswar, Macroeconomic Effects of Supply Side 

Policies and Disturbances in Open Economies, 1985 

17. Sellin, Peter, Asset Pricing and Portfolio Choice with International 

Investment Barriers, 1990 

18. Werner, Ingrid, International Capital Markets: Controls, Taxes and 

Resources Allocation, 1990 

19. Svedberg, Peter, Poverty and Undernutrition in Sub-Saharan Africa: 

Theory, Evidence, Policy, 1991 

20. Nordström, Håkan, Studies in Trade Policy and Economic Growth, 

1992 

21. Hassler, John, Petter Lundvik, Torsten Persson, and Paul Söderlind, The 

Swedish Business Cycle: Stylized facts over 130 years, 1992 

22. Lundvik, Petter, Business Cycles and Growth, 1992 

23. Söderlind, Paul, Essays in Exchange Rates, Business Cycles and 

Growth, 1993 

24. Hassler, John A.A., Effects of Variations in Risk on Demand and 

Measures of Business Cycle Comovements, 1994 

25. Daltung, Sonja, Risk, Efficiency, and Regulation of Banks, 1994 

26. Lindberg, Hans, Exchange Rates: Target Zones, Interventions and 

Regime Collapses, 1994 



IIES MONOGRAPH SERIES 
 

373 

27. Stennek, Johan, Essays on Information-Processing and Competition, 

1994 

28. Jonsson, Gunnar, Institutions and Incentives in Monetary and Fiscal 

Policy, 1995 

29. Dahlquist, Magnus, Essays on the Term Structure of Interest Rates and 

Monetary Policy, 1995 

30. Svensson, Jakob, Political Economy and Macroeconomics: On Foreign 

Aid and Development, 1996 

31. Blix, Mårten, Rational Expectations and Regime Shifts in 

Macroeconometrics, 1997 

32. Lagerlöf, Nils-Petter, Intergenerational Transfers and Altruism, 1997 

33. Klein, Paul, Papers on the Macroeconomics of Fiscal Policy, 1997 

34. Jonsson, Magnus, Studies in Business Cycles, 1997 

35. Persson, Lars, Asset Ownership in Imperfectly Competitive Markets, 

1998 

36. Persson, Joakim, Essays on Economic Growth, 1998 

37. Domeij, David, Essays on Optimal Taxation and Indeterminacy, 1998 

38. Flodén, Martin, Essays on Dynamic Macroeconomics, 1999 

39. Tangerås, Thomas, Essays in Economics and Politics: Regulation, 

Elections and International Conflict, 2000 

40. Lidbom, Per Pettersson, Elections, Party Politics and Economic Policy, 

2000 

41. Vestin, David, Essays on Monetary Policy, 2001 

42. Olofsgård, Anders, Essays on Interregional and International Political 

Economics, 2001 



IIES MONOGRAPH SERIES 

374 

43. Johansson, Åsa, Essays on Macroeconomic Fluctuations and Nominal 

Wage Rigidity, 2002 

44. Groth, Charlotta, Topics on Monetary Policy, 2002 

45. Gancia, Gino A., Essays on Growth, Trade and Inequality, 2003 

46. Harstad, Bård, Organizing Cooperation: Bargaining, Voting and 

Control, 2003 

47. Kohlscheen, Emanuel, Essays on Debts and Constitutions, 2004 

48. Olovsson, Conny, Essays on Dynamic Macroeconomics, 2004 

49. Stavlöt, Ulrika, Essays on Culture and Trade, 2005 

50. Herzing, Mathias, Essays on Uncertainty and Escape in Trade 

Agreements, 2005 

51. Bonfiglioli, Alessandra, Essays on Financial Markets and 

Macroeconomics, 2005 

52. Pienaar, Natalie, Economic Applications of Product Quality Regulation 

in WTO Trade Agreements, 2005 

53. Song, Zheng, Essays on Dynamic Political Economy, 2005 

54. Eisensee, Thomas, Essays on Public Finance: Retirement Behavior and 

Disaster Relief, 2005 

55. Favara, Giovanni, Credit and Finance in the Macroeconomy, 2006 

56. Björkman, Martina, Essays on Empirical Development Economics: 

Education, Health and Gender, 2006 

57. Larsson, Anna, Real Effects of Monetary Regimes, 2007 

58. Prado, Jr., Jose Mauricio, Essays on Public Macroeconomic Policy, 

2007 

59. Tonin, Mirco, Essays on Labor Market Structures and Policies, 2007 



IIES MONOGRAPH SERIES 
 

375 

60. Queijo von Heideken, Virginia, Essays on Monetary Policy and Asset 

Markets, 2007 

61. Finocchiaro, Daria, Essays on Macroeconomics, 2007 

62. Waisman, Gisela, Essays on Discrimination and Corruption, 2008 

63. Holte, Martin Bech, Essays on Incentives and Leadership, 2008 

64. Damsgaard, Erika Färnstrand, Essays on Technological Choice and 

Spillovers, 2008 

65. Fredriksson, Anders, Bureaucracy, Informality and Taxation: Essays 

in Development Economics and Public Finance, 2009 

66. Folke, Olle, Parties, Power and Patronage, 2010 

67. Drott, David Yanagizawa, Information, Markets and Conflict, 2010 

68. Meyersson, Erik, Religion, Politics, and Development, 2010 

69. Klingelhofer, Jan, Models of Electoral Competition, 2010 

70. Perrotta, Maria Carmela, Aid, Education and Development, 2010 

71. Caldara, Dario, Essays on Empirical Macroeconomics, 2011 

72. Mueller, Andreas, Business Cycles, Unemployment and Job Search, 

2011 

73. von Below, David, Essays in Climate and Labour Economics, 2011 

74. Gars, Johan, Essays on the Microeconomics of Climate Change, 2012 

75. Spiro, Daniel, Some Aspects of Resource and Behavioral Economics, 

2012 

76. Ge, Jinfeng, Essays on Macroeconomics and Political Economy, 2012 

77. Li, Yinan, Institutions, Political Cycles and Corruption, 2012 

78. Håkanson, Christina, Changes in Workplaces and Careers, 2013 



IIES MONOGRAPH SERIES 

376 

79. Qin, Bei, Essays on Empirical Development and Political Economics, 

2013 

80. Jia, Ruixue, Essays on the Political Economics of China’s Development, 

2013 

81. Campa, Pamela, Media Influence on Pollution and Gender Equality, 

2013 

82. Seim, David, Essays on Public, Political and Labor Economics, 2013 

83. Shifa, Abdulaziz B., Essays on Growth, Political Economy and 

Development, 2013 

84. Panetti, Ettore, Essays on the Economics of Banks and Markets, 2013 

85. Schmitt, Alex, Beyond Pigou: Climate Change Mitigation, Policy 

Making and Decisions, 2014 

86. Rogall, Thorsten, The Economics of Genocide and War, 2015 

87. Baltrunaite, Audinga, Political Economics of Special Interests and 

Gender, 2016 

88. Harbo Hansen, Niels-Jakob, Jobs, Unemployment, and 

Macroeconomic Transmission, 2016 

89. Stryjan, Miri, Essays on Development Policy and the Political Economy 

of Conflict, 2016 

90. Karadja, Mounir, On the Economics and Politics of Mobility, 2016 

91. Kitamura, Shuhei, Land, Power and Technology, Essays on Political 

Economy and Historical Development, 2016 

92. Malmberg, Hannes, Human Capital in Development Accounting and 

Other Essays in Economics, 2017 

93. Öberg, Erik, On Money and Consumption, 2017 



IIES MONOGRAPH SERIES 
 

377 

94. Lane, Nathaniel, States of Development: Essays on the Political 

Economy of Development in Asia, 2017 

95. Prawitz, Erik, On the Move: Essays on the Economic and Political 

Development of Sweden, 2017 

96. Iwanowsky, Mathias, Essays in Development and Political Economics, 

2018 

97. Dehdari, Sirus Håfström, Radical Right, Identity, and Retaliation, 2018 

98. Harmenberg, Karl, Essays on Income Risk and Inequality, 2018 

99. Kilström, Matilda, Households’ Responses to Policy in Labor and Credit 

Markets, 2018 

100. Meriläinen, Jaakko, Essays in Political Economics, 2019 

101. Sigurdsson, Jósef , Essays on Labor Supply and Adjustment Frictions, 

2019 

102. Cocciolo, Serena, Participatory Governance and Public Service 

Provision, 2019 

103. Mitrunen, Matti, Essays on the Political Economy of Development, 

2019 

104. Olsson, Jonna, Work, wealth, and well-being: Essays in 

macroeconomics, 2019 

105. Darougheh, Saman, Search and Mismatch, 2019 

106. van Vlokhoven, Has, On the Cost of Capital, Profits and the Diffusion 

of Ideas, 2020 

107. Foltyn, Richard, Essays in Macroeconomics and Household Finance, 

2020 

108. Lerva, Benedetta, Worms, Farms and Schools: Three Essays on 

Investment Choices in Uganda, 2020 



IIES MONOGRAPH SERIES 

378 

109. Kragh-Sørensen, Kasper, On Housing, Mortgages, and Taxation, 

2020 

110. Karlman, Markus, Essays on housing tax treatment, prices, and 

macroeconomic implications, 2020 

111.  Kinnerud, Karin, Financial Choice and Public Policy, 2020 



Fairness, technology adoption,
water sanitation and pandemic
control
 
Six essays on four topics in Development Economics

 
Selene Ghisolfi

Selene G
hisolfi    Fairn

ess, tech
n

ology adoption
, w

ater san
itation

 an
d pan

dem
ic con

trol
112

Institute for International Economic Studies
Monograph Series No. 112

Doctoral Thesis in Economics at Stockholm University, Sweden 2020

Department of Economics

ISBN 978-91-7911-290-5
ISSN 0346-6892

Selene Ghisolfi
obtained her BSc and MSc
in Economics from Bocconi
University.
Her research focuses on
Development and Behavioral
Economics.

This thesis consists of six chapters:
   
   Contribution Requirements and Redistribution Decisions:
Experimental Evidence from Bangladesh 
   
Market Access and Quality Upgrading: Evidence from Randomized
Experiments
   
How do community contribution requirements affect local public good
provision? Experimental evidence from safe water sources in
Bangladesh 
   
Do community water sources provide safe drinking water? Evidence
from a randomized experiment in rural Bangladesh 
   
Predicted COVID-19 fatality rates based on age, sex, comorbidities,
and health system capacity 
   
The Macroeconomics of Pandemics in Developing Countries: an
Application to Uganda 


