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Abstract
Labor Supply Responses and Adjustment Frictions: A Tax-Free Year in Iceland

How does labor supply respond to a temporary wage change? To answer this question, I study an unexpected and salient
tax reform in Iceland in 1987 that resulted in a year free of labor income taxes, but creating only minimal income effects,
offering an ideal natural experiment. I first construct a new employer-employee dataset from digitized administrative
records for the population. I then use two complementary research designs to estimate Frisch elasticities. The first design,
which is standard, exploits the progressivity of the tax system and identifies an intensive-margin elasticity of 0.4. The
second design, which is new, uses similarities in life-patterns of labor supply and identifies an extensive-margin semi-
elasticity of 0.07. Guided by a combination of machine learning and causal estimation, I uncover three key mechanisms
behind these responses. First, the young and those close to retirement drive the extensive-margin response. Second, workers
with temporal flexibility and the hourly paid have substantially higher elasticities than constrained workers. However,
constrained workers take up secondary jobs, which contribute 7% of the overall responses. Third, married women are more
responsive than their husbands. Husbands, but not wives, respond negatively to their spouses' tax cuts, inconsistent with
unitary household models. My results imply that voluntary changes in work are key to the transmission of aggregate shocks,
but the responses depend on labor-market and demographic structures.

The Gift of Moving: Intergenerational Consequences of a Mobility Shock
We exploit a volcanic "experiment" to study the costs and benefits of geographic mobility. We show that moving costs

(broadly defined) are very large and labor therefore does not flow to locations where it earns the highest returns. In our
experiment, a third of the houses in a town were covered by lava. People living in these houses where much more likely to
move away permanently. For those younger than 25 years old who were induced to move, the "lava shock" dramatically
raised lifetime earnings and education. Yet, the benefits of moving were very unequally distributed within the family:
Those older than 25 (the parents) were made slightly worse off by the shock. The large gains from moving for the young
are surprising in light of the fact that the town affected by our volcanic experiment was (and is) a relatively high income
town. We interpret our findings as evidence of the importance of comparative advantage: the gains to moving may be very
large for those badly matched to the location they happened to be born in, even if differences in average income are small.

Time-Dependent or State-Dependent Wage-Setting? Evidence from Periods of Macroeconomic Instability
Administrative data on monthly wages in Iceland during 1998-2010 provide new insight into nominal wage rigidity.

Unlike the data used in previous work, ours have a higher frequency, minimal measurement error, and a long sample
including a period of substantial macroeconomic instability. We find that the monthly frequency of nominal wage changes
is 13 percent. Although nominal wage cuts are rare, their frequency rises following a large macroeconomic shock. Timing of
wage changes is both time-dependent and state-dependent: we find evidence of synchronization of adjustment and contracts
of fixed duration, but also that inflation and unemployment over the wage spell affect the timing of adjustment.

Household Debt and Monetary Policy: Revealing the Cash-Flow Channel
We examine the effect of monetary policy on household spending when households are indebted and interest rates on

outstanding loans are linked to short-term interest rates. Using administrative data on balance sheets and consumption
expenditure of Swedish households, we reveal the cash-flow transmission channel of monetary policy. On average, indebted
households reduce consumption spending by an additional 0.25-0.35 percentage points in response to a one percentage
point increase in the policy rate, relative to a household with no debt. This is true both among households with low and high
levels of illiquid wealth, such as homeowners, who hold disproportionally little liquid wealth and display hand-to-mouth
behavior when faced with increased interest expenses. We show that these responses are driven by households that have
some or a large share of their debt in contracts where interest rates vary with short-term interest rates, such as adjustable-
rate mortgages (ARMs), which implies that monetary policy shocks are quickly passed through to interest expenses.

Keywords: Intertemporal labor supply, Frisch elasticity, Labor supply, Adjustment frictions, Geographic mobility,
Moving costs, Comparative advantage, Wage rigidity, Monetary policy, Consumption, Household debt.
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Abstracts

Labor Supply Responses and Adjustment Frictions: A Tax-Free
Year in Iceland How does labor supply respond to a temporary wage
change? To answer this question, I study an unexpected and salient tax
reform in Iceland in 1987 that resulted in a year free of labor income
taxes, but creating only minimal income effects, offering an ideal natu-
ral experiment. I first construct a new employer-employee dataset from
digitized administrative records for the population. I then use two com-
plementary research designs to estimate Frisch elasticities. The first de-
sign, which is standard, exploits the progressivity of the tax system and
identifies an intensive-margin elasticity of 0.4. The second design, which
is new, uses similarities in life-patterns of labor supply and identifies
an extensive-margin semi-elasticity of 0.07. Guided by a combination of
machine learning and causal estimation, I uncover three key mechanisms
behind these responses. First, the young and those close to retirement
drive the extensive-margin response. Second, workers with temporal flex-
ibility and the hourly paid have substantially higher elasticities than con-
strained workers. However, constrained workers take up secondary jobs,
which contribute 7% of the overall responses. Third, married women are
more responsive than their husbands. Husbands, but not wives, respond
negatively to their spouses’ tax cuts, inconsistent with unitary house-
hold models. My results imply that voluntary changes in work are key
to the transmission of aggregate shocks, but the responses depend on
labor-market and demographic structures.

The Gift of Moving: Intergenerational Consequences of a
Mobility Shock We exploit a volcanic “experiment” to study the costs
and benefits of geographic mobility. We show that moving costs (broadly
defined) are very large and labor therefore does not flow to locations
where it earns the highest returns. In our experiment, a third of the



houses in a town were covered by lava. People living in these houses
where much more likely to move away permanently. For those younger
than 25 years old who were induced to move, the “lava shock” dramati-
cally raised lifetime earnings and education. Yet, the benefits of moving
were very unequally distributed within the family: Those older than 25
(the parents) were made slightly worse off by the shock. The large gains
from moving for the young are surprising in light of the fact that the
town affected by our volcanic experiment was (and is) a relatively high
income town. We interpret our findings as evidence of the importance
of comparative advantage: the gains to moving may be very large for
those badly matched to the location they happened to be born in, even
if differences in average income are small.

Time-Dependent or State-Dependent Wage-Setting?
Evidence from Periods of Macroeconomic Instability
Administrative data on monthly wages in Iceland during 1998–2010
provide new insight into nominal wage rigidity. Unlike the data
used in previous work, ours have a higher frequency, minimal
measurement error, and a long sample including a period of substantial
macroeconomic instability. We find that the monthly frequency of
nominal wage changes is 13 percent. Although nominal wage cuts are
rare, their frequency rises following a large macroeconomic shock.
Timing of wage changes is both time-dependent and state-dependent:
we find evidence of synchronization of adjustment and contracts of
fixed duration, but also that inflation and unemployment over the wage
spell affect the timing of adjustment.

Household Debt and Monetary Policy: Revealing the Cash-
Flow Channel We examine the effect of monetary policy on household
spending when households are indebted and interest rates on outstanding
loans are linked to short-term interest rates. Using administrative data on
balance sheets and consumption expenditure of Swedish households, we
reveal the cash-flow transmission channel of monetary policy. On average,
indebted households reduce consumption spending by an additional 0.25-
0.35 percentage points in response to a one percentage point increase in



the policy rate, relative to a household with no debt. This is true both
among households with low and high levels of illiquid wealth, such as
homeowners, who hold disproportionally little liquid wealth and display
hand-to-mouth behavior when faced with increased interest expenses.
We show that these responses are driven by households that have some
or a large share of their debt in contracts where interest rates vary with
short-term interest rates, such as adjustable-rate mortgages (ARMs),
which implies that monetary policy shocks are quickly passed through
to interest expenses.





To Kristín Vala, Amma Didda, and my family





Acknowledgments

Pursuing a PhD is a rollercoaster ride. Whenever there is a high
point, around the corner awaits a steep drop followed by twists and turns.
Frequently you are unsure what is up and what is down. Most times you
find it hard knowing whether feeling miserable or joyful, having both
tears in your eyes and a smile on your face. But when it is over, you
realize that it was probably one of the best rides of your life. However,
it is one of those rides you only do once. In the end, it takes 6 full years.

My ‘ride’ has been supported by an academic family consisting of
four fantastic economists. All of them continue to inspire me every day
and I have been extremely lucky to be their student.

First, I want to thank my main advisor, Torsten Persson. Torsten is
a Grand Master of economics. When it comes to economics, as well as
many other things, Torsten knows the past, present and the (most prob-
able) future. This allows him to put everything in perspective, frequently
steering me away from the dark side and towards the light. Torsten has
always been very generous with his time and through countless office
meetings, discussions, and readings of papers and presentation slides, he
has taught me how to carve out a completed paper from a rough idea.
Moreover, using his deep insights, experience and eye for style he has
guided me how to push my projects to their limits.

Second, I want to thank Arash Nekoei. I clearly remember how im-
pressed I was by his job talk and quickly after he joined IIES I asked him
if he would be my second advisor. When pitching him ideas for my main
thesis project, he quickly dismissed most of them. “Think about the most
important question that we don’t know the answer to but you think you
can answer ”, he said, “go after the big questions”. It became even clearer
during my first joint meetings with Arash and Torsten that the bar was
set high, and I desperately did not want to fail. And although I may not
yet have succeeded, their standards will guide me going forward.

Arash is the academic equivalent of a Kung Fu master – a Kung Fu
economist. As his student, my lesson has been not to fear the man who



has practiced 10,000 kicks once but to fear a man who has practiced one
kick 10,000 times. Asking me “Why? ” over and over again when I didn’t
have the answer, saying “I know you can do better ” after I had tried and
tried again, and “Now you need to push yourself ” when I have been close
to a breaking point, has enabled me to develop as a researcher beyond
my potential. But Arash has not only been an outstanding teacher but
also a true friend that has always had an open door, even at home, to
discuss whatever ideas, thoughts or worries I might have. Admittedly in
a weird way, I think of him as my academic older brother and I will miss
seeing him in the office on a daily basis.

Third, I want to thank Emi Nakamura and Jón Steinsson. Although
being a Wonder Woman and Superman of economics, they quickly saw
beyond my inexperience and soon after our first interaction we began
developing ideas together. I spent the third year of the PhD at MIT,
where Emi and Jón also spent their sabbatical. This was a very fruitful
and productive period, where we worked on a project that became the
second essay in this thesis. Much more than my coauthors, Emi and Jón
have been my mentors. They have showed me the ropes in the academic
world, teaching how to see and approach questions from new angles and
how to transform a draft into a published paper. They have taught me
to aim high, to be perseverant and to follow my instincts, and, more
generally, helped me to build confidence as a researcher. Without their
help, support and friendship my academic path would have looked very
different.

The IIES is a very special place. Steady flow of exciting seminars, re-
search meetings and intense discussions around the kitchen table makes
the Institute a vibrant intellectual environment. Moreover, friendly staff
and students make the environment very collegial. I consider myself for-
tunate to have had the chance of calling the Institute my (academic)
home for the last years. During those years I think I have interacted
with almost all of the faculty at some point, many of whom have had a
profound effect on me and my work. For interesting discussions and in-
sightful comments on my papers and presentations, I particularly want to



thank Ingvild Almås, Timo Boppart, Konrad Burchardi, Tom Cunning-
ham, Jon de Quidt, David Strömberg, John Hassler, Per Krusell, Kurt
Mitman, Peter Nilsson, and Robert Östling. I especially want to thank
Mitch Downey, who is not only a great economist and colleague but also
a truly wonderful person that provided invaluable support during the
stressful job-market period.

In addition to the faculty, the administrative staff has provided ex-
cellent support. From day one, Christina Lönnblad has been patient in
answering every question and efficient in sorting out every issue that has
come up. In addition, I am thankful to Christina for her outstanding ed-
itorial support and to Ulrika Gålnander for her help in the preparation
of this thesis.

Academic life would have been very poor without my fellow graduate
students, with many of whom I have become close friends. I have had
countless educating and enjoyable conversations, walks, lunches and din-
ners with Serena Cocciolo, Saman Darougheh, Divya Dev, Niels-Jakob
Harbo Hansen, Karl Harmenberg, Mathias Iwanowsky, Matilda Kilström,
John Kramer, Hannes Malmberg, Jaakko Meriläinen, Matti Mitrunen,
and Erik Öberg. During my year at MIT, I was very fortunate to share
both an apartment and office with Marco Tabellini, who became a close
friend. In addition, I am thankful for having shared offices and expe-
riences the past years with many other graduate students in Stock-
holm, including Anna Ævarsdóttir, Mattias Almgren, Andrea Camilli,
Richard Foltyn, José-Elías Gallegos Dago, Selene Ghisolfi, Karin Kin-
nerud, Kasper Kragh-Sørensen, Benedetta Lerva, Georg Marthin, Elisa-
bet Olme, Jonna Olsson, Andrea Papetti, Thomas Seiler, Fabian Sinn,
Xueping Sun, Domenico Viganola, Has van Vlokhoven, and Magnus Åhl.

I want to thank my coauthor Rannveig Sigurðardóttir. Rannveig has
taught me a whole lot, been an endless source of information about the
Icelandic labor market and informed me early on about the potential of
Icelandic administrative data. I also thank my coauthors Martin Flodén,
Matilda Kilström, and Roine Vestman for a productive collaboration. In
addition, I want to thank Þórarinn G. Pétursson, my former boss at the



Central Bank of Iceland, for his encouragement and support over the
years, and the Central Bank for the hospitality during many productive
visits over summers and holidays – I hope there will be many more.

Three out of four essays in this thesis use Icelandic data that come
from several sources. This research would not have been possible without
the help of multiple people. For their invaluable help and endless sup-
port in developing the data infrastructure necessary for these projects, I
especially want to thank Hrafnhildur Arnkelsdóttir, Margrét Indriðadót-
tir and Hildur Erna Sigurdardóttir at Statistics Iceland. I also want to
thank Statistics Iceland for the hospitality during multiple short and long
visits while constructing data sets and working with microdata, and the
staff for helpful, informative and enjoyable discussions (and occasional
cake) during those visits. In addition, I thank deCode Genetics and Kári
Stefánsson for generously providing help and access to data sources, and
the staff at the National Archives of Iceland for their help in locating
and accessing historical documents and data.

Outside of academia, I want to thank my friends for sharing with me
many good days out climbing, skiing, mountain biking, running, racer
biking, hiking, ... , and enjoying life these last years. Space does not
permit mentioning you all. But I particularly want to thank Gulli, who
has been an active participant in all of the aforementioned activities and
always a true friend, as well as my age-old friends Tómas, Andri, Nils,
Hrafn, Jón Þór, and Kolbeinn, for being a constant reminder that there
is more to life than work.

I dedicate this thesis is in part to my grandmother, Amma Didda.
She had a profound effect on me and we had many things in common.
She was sarcastic, curious and incredibly stubborn. Being the big sister
in a group of 11 children, she had to carry her load from early age.
As a result, she did not have the same opportunities that I have had
in acquiring formal education. However, just shy of 50 years old, after
having contributed to raising her siblings as well as her four children,
she went back to school. After graduation she worked in the local book
shop until retirement. Kristín Vala and I often wonder what her career



path might have looked like had her situation been different. My guess is
a professor of literature; Kristín Vala’s is professor of linguistics. When I
visited her we would spend hours and hours discussing history, politics,
genealogy, and that book that only came out last week and she would
tell me if it was worth reading or not. Sadly, she passed away during the
spring of my first year of the PhD.

My family has been an endless source of love and support throughout
my life. My parents, Siggi and Birna, have encouraged me to follow my
interests and instincts, but are always there when I need advice or help
with making important decisions. My siblings Kári, Andri, Magni and
Diljá never fail to challenge me during conversations around the family
dinner table, where everyone is equal and entitled to their own opinion,
and to entertain me with their sarcastic humor. They are all very different
from me, which is precisely what makes them wonderful.

Finally, I want to thank Kristín Vala. You are my best and most
trusted friend. You are always the sunny side of life, but also the one to
tell me that it is only when it rains that we grow. You are the up to my
downs, the day to my nights, the yang to my yin, the jelly to my peanut
butter. You make me realize and appreciate all the things in life that I
do not notice, or have the tendency to forget. Your endless support and
patience during the painful process from an idea to a complete paper has
been, and will continue to be, invaluable. Without you this thesis would
not have been completed. I owe you everything. I love you!

Jósef Sigurdsson
Stockholm, Sweden

April 2019





Contents

Introduction 1

1 Labor Supply Responses and Adjustment Frictions: A
Tax-Free Year in Iceland 11
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 The Tax-Free Year and Background . . . . . . . . . . . . 20
1.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4 Tax-Bracket Difference-in-Differences . . . . . . . . . . . . 27
1.5 Life-Cycle Difference-in-Differences . . . . . . . . . . . . . 40
1.6 Discussion of Frisch Elasticity Estimates . . . . . . . . . . 50
1.7 Anatomy of Labor Supply Responses . . . . . . . . . . . . 58
1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Figures and Tables . . . . . . . . . . . . . . . . . . . . . . . . . 92
1.A Overview of the Icelandic Income Tax System . . . . . . . 115
1.B The Tax Reform and the Time-line of Events . . . . . . . 118
1.C Data and Measurement . . . . . . . . . . . . . . . . . . . 122
1.D Tax-Bracket DD: Predicting Individuals’ Tax Bracket . . . 124
1.E Permanent Tax Changes . . . . . . . . . . . . . . . . . . . 126
1.F Model of Intertemporal Labor Supply . . . . . . . . . . . 129
1.G Collective Labor Supply Model with Home Production . . 133
1.H Supplementary Figures . . . . . . . . . . . . . . . . . . . . 138
1.I Supplementary Tables . . . . . . . . . . . . . . . . . . . . 150



CONTENTS

2 The Gift of Moving: Intergenerational Consequences of a
Mobility Shock 175
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 175
2.2 A Volcanic Experiment . . . . . . . . . . . . . . . . . . . . 182
2.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
2.4 Empirical Strategy . . . . . . . . . . . . . . . . . . . . . . 186
2.5 Propensity to Move . . . . . . . . . . . . . . . . . . . . . . 189
2.6 Balance Tests . . . . . . . . . . . . . . . . . . . . . . . . . 190
2.7 Earnings Effects . . . . . . . . . . . . . . . . . . . . . . . . 192
2.8 Education Effects . . . . . . . . . . . . . . . . . . . . . . . 197
2.9 Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . 199
2.10 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
Figures and Tables . . . . . . . . . . . . . . . . . . . . . . . . . 225
2.A Constructing Years of Schooling . . . . . . . . . . . . . . . 242
2.B Earnings Effect over Subsamples . . . . . . . . . . . . . . 242
2.C Earnings Effects over the Life-Cycle . . . . . . . . . . . . 243
2.D Results for Household Heads versus Dependents . . . . . . 244
2.E Spatial Correlation . . . . . . . . . . . . . . . . . . . . . . 249
2.F Uncertain Gains from Education (and Comparative Ad-

vantage) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
2.G Supplementary Figures . . . . . . . . . . . . . . . . . . . . 254
2.H Supplementary Tables . . . . . . . . . . . . . . . . . . . . 259

3 Time-Dependent or State-Dependent Wage-Setting? Ev-
idence from Periods of Macroeconomic Instability 263
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 263
3.2 Wage-setting in the Icelandic labor market . . . . . . . . . 266
3.3 The data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
3.4 Wage adjustment and duration of wage spells . . . . . . . 269
3.5 Time-dependent and state-dependent wage-setting . . . . 278
3.6 Comparison with previous microdata studies . . . . . . . . 287
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 291



CONTENTS

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
Figures and Tables . . . . . . . . . . . . . . . . . . . . . . . . . 297
3.A The dataset and data treatment . . . . . . . . . . . . . . . 307
3.B Heterogeneity across Industries and Occupations . . . . . 315
3.C Selection Model of Wage Changes . . . . . . . . . . . . . . 321
3.D Supplementary Figures . . . . . . . . . . . . . . . . . . . . 330
3.E Supplementary Tables . . . . . . . . . . . . . . . . . . . . 338

4 Household Debt and Monetary Policy:
Revealing the Cash-Flow Channel 353
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 353
4.2 Theoretical Motivation . . . . . . . . . . . . . . . . . . . . 360
4.3 Data and Background . . . . . . . . . . . . . . . . . . . . 364
4.4 Empirical Framework . . . . . . . . . . . . . . . . . . . . . 370
4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 380
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382
Figures and Tables . . . . . . . . . . . . . . . . . . . . . . . . . 387
4.A Details on the Model . . . . . . . . . . . . . . . . . . . . . 396
4.B Supplementary Figures and Tables . . . . . . . . . . . . . 403

Sammanfattning (Swedish Summary) 414





Introduction

This thesis consists of four independent and self-contained essays on top-
ics within labor and macroeconomics. Although each essay contributes
to a specialized topic, they can be said to have a common denominator.
All essays are, at least in part, an investigation into the importance of
adjustment frictions and their implications for understanding the behav-
ior of individuals and households. In many traditional models, such as
models of labor supply, location choice and intertemporal consumption,
individuals optimize their behavior frictionlessly. However, if individuals
face frictions such as search costs, hours- and organizational constraints,
moving costs, and liquidity- and borrowing constraints, that impede and
distort the reallocation of factors, it implies that economic shocks and
fluctuations can have allocative consequences. Therefore, the existence
of frictions makes room for welfare improving economic policies. Viewed
in this light, understanding the extent and implications of frictions con-
stitutes a fundamental research program in labor and macroeconomics.
This thesis contributes to this program.

Having provided the reader with this, admittedly general, connection
between the essays, I now proceed to summarize the findings and the
contribution of each essay in turn.

Intertemporal labor supply
For at least the last 50 years, economists have asked how labor supply
responds to temporary changes in wages. The answer is generally sum-
marized by the Frisch elasticity, which measures how much people are

1



2 INTRODUCTION

willing to work today relative tomorrow if their wages are higher to-
day than tomorrow. Ever since the seminal work of Lucas and Rapping
(1969) and MaCurdy (1981), understanding to what extent people’s la-
bor supply is intertemporally elastic has been a fundamental question in
labor and macroeconomics.

There is a wide range of views on the size of the Frisch elasticity.
On the one hand, macroeconomic models generally require it to be large
for cyclical movements in employment to match movements in wages.
On the other hand, the limited existing evidence at the micro level,
although not conclusive, has frequently estimated elasticities that are
small or statistically indistinguishable from zero.

This is perhaps not very surprising when one realizes that causal
estimation requires both exogenous and temporary changes in wages.
These are notoriously hard to find. Moreover, the estimation is compli-
cated by organizational and behavioral features. First, it is likely that
many people face some frictions in how they can adjust their working
time. Second, temporary opportunities to work at a higher wage, such
as changes in the tax code, may be complicated to understand or simply
pass by unnoticed. Both features are likely to attenuate elasticity esti-
mates. As a result, it may, e.g., prove difficult to separate the effect of
frictions from a limited willingness to intertemporally adjust work unless
studying individuals that are provided with strong and salient incentives.

In the first essay, Labor Supply Responses and Adjustment Frictions:
A Tax-Free Year in Iceland, I overcome these issues by making use of a
quite unusual tax reform in Iceland that led to a year when earnings were
not taxed. This happened because of a transition between two different
systems for income tax collection. The reform generated a very large
and salient increase in people’s after-tax wages, providing them with a
strong incentive to work more for a single year. As a result, the tax-free
year offers an almost ideal natural experiment for studying intertemporal
labor supply.

The principal contribution of this essay is not only credible estimates
of Frisch elasticities but also several new insights into which factors shape
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people’s labor supply responses. Using a set of two complementary iden-
tification strategies, I estimate both the intensive margin elasticity, mea-
suring responses in hours among those already employed, and the ex-
tensive margin elasticity, measuring responses in the number of people
employed. I identify a relatively large intensive-margin elasticity of about
0.4 as well as a positive effect on employment. The latter effect is en-
tirely driven by the responses of young and old cohorts that e.g. delay
schooling or retirement to work when wages are temporarily high.

Temporary incentives, as provided by the tax-free year, are unlikely to
induce uniform responses across the population. However, more previous
work has been concentrated on subgroups in the population. An impor-
tant contribution of this essay is to break new ground by shedding light
on the anatomy of the aggregate responses, exploiting the combination
made possible by a rare setting and rich data. This analysis reveals three
key features that shape labor supply responses. First, individuals with a
low labor-market attachment are much more responsive than the average
worker. Second, workers in flexible jobs are quite responsive, much more
than those who are constrained in the jobs. Interestingly, however, work-
ers who are constrained in their primary jobs take up secondary jobs.
This allows them to overcome, at least in part, the frictions they face in
their primary jobs. Third, while married women, in particular those with
more children, have a larger elasticity than their husbands, there are no
gender differences across single men and women. This highlights the fact
that frequently estimated gender differences in labor supply elasticities
are unlikely to reflect inherent gender differences, but rather constitute
an organization of the household. Relatedly, the essay provides evidence
of interdependency in spousal labor supply and the results imply that
total household responses were muted relative to an alternative where
spouses had experienced a tax-free year separately.

Importantly, the results highlight that both average and aggregate
responses to a temporary change in wages are likely to differ across set-
tings and depend on the demographic and labor-market structure.
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The costs and benefits of geographic mobility
A frequently made observation is that wages differ enormously across
space. However, the interpretation of these differentials is not obvious.
One interpretation is that they reflect large moving costs which impede
labor mobility and restrict workers in taking advantage of arbitrage op-
portunities, leading to a spatial labor misallocation (Munshi and Rosen-
zweig, 2016; Bryan and Morten, 2018). However, income differences be-
tween the inhabitants of one location relative to another do not imply
a causal effect of moving. Another interpretation is therefore that these
income differences may solely reflect geographical differences in skills,
whereby high productivity workers sort into certain locations, as opposed
to the location having a direct causal effect on earnings (Lagakos and
Waugh, 2013; Young, 2013). Distinguishing between selection and direct
causal effects of locations requires exogenous relocation shocks which are
rare.

In the second essay, The Gift of Moving: Intergenerational Conse-
quences of a Mobility Shock, I analyze, together with Emi Nakamura
and Jón Steinsson, the long-term consequences of locational choice in-
duced by a truly random shock: a volcanic eruption. On January 23, 1973
a volcanic eruption began in the Westman Islands, a small island off the
coast of Iceland. All inhabitants were immediately evacuated from the
island. The eruption continued for several months and about a third of
the houses on the island were destroyed by lava. Those that had their
houses destroyed were compensated for their losses by a government dis-
aster relief fund. However, the eruption was a large shock to mobility,
as those that had their houses destroyed by the eruption were much less
likely to return to the town after the eruption.

The principal finding is that for those less than 25 years old at the
time of the eruption, moving away from the Westman Islands as a re-
sult of having one’s house destroyed led to a large increase in long-run
labor earnings and education. The causal effect of moving led to movers
doubling their income relative to that of the control group and com-
plete almost 4 years of additional schooling. However, the results imply
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large intergenerational differences in returns to moving. While losing the
family home in the eruption and moving as a consequence of this did
positively affect the adulthood earnings of children and young adults,
the earnings effects for older cohorts, including their parents, were, if
anything, somewhat negative. Our results therefore imply that within
families, the children reap large benefits from moving while their parents
bear the costs.

The causal effects on life-time earnings associated with moving im-
ply that the moving costs must be large. If they were not, the control
group, whose houses were not destroyed, would have had a much higher
propensity to out-migrate. Moving costs are likely to reflect a broad set
of informational, cultural, legal, and economic barriers. In our setting,
moving costs may, at least in part, reflect limits to how parents perceive
their children’s gains from moving and to what extent they internalize
potential gains into the family’s locational choice.

Our results provide a particularly interesting insight when contrasted
with the existing, although admittedly still limited, experimental and
quasi-experimental evidence on the consequences of moving. These stud-
ies, which are mostly concentrated on the effects of moving from poorer
to richer locations, generally find large returns to moving. In our setting,
however, the movers are leaving one of the highest income towns in Ice-
land for places with a lower average income, including Reykjavik. Even in
this setting, the returns to moving are high. We explain this through the
lens of a Roy (1951) model as reflecting the importance of comparative
advantage. The model highlights that when people have a heterogeneous
comparative advantage and face costs of moving, those induced to move
when the volcanic eruption lowers their moving costs are those that are
a bad match to the island and gain the most from moving.

Nominal wage rigidity and the nature of wage adjustment
Ever since Keynes’s (1936) General Theory, economists have understood
that if prices and wages determined in the past are ‘sticky’ and cannot be
readily adjusted, expansionary monetary policy can reduce their value
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and thus increase employment and output. Although a growing literature
has provided rich information from micro data on the frequency and
nature of price adjustment, empirical evidence assessing the extent of
nominal wage rigidity and its relevance for the transmission of monetary
policy has been very scarce.

In the third essay, Time-Dependent or State-Dependent
Wage-Setting? Evidence from Periods of Macroeconomic Instability,
together with Rannveig Sigurdardottir, I provide new insights into the
nature of wage adjustment. A key limiting factor for the development
of the literature on nominal wage rigidity has been access to suitable
data sets. Most existing datasets contain only a measure of earnings,
which is the product of hours and wages, or self-reported wages,
frequently obtained as the ratio of self-reported earnings and hours.
Differently, we use unique administrative data at a high frequency,
collected directly from firms’ payroll software. This ensures detailed
and accurate evidence and limits measurement errors such as due
to division, rounding or misreporting. Using these detailed data, we
present a series of indicators of the frequency and timing of wage
adjustment and the degree of wage rigidity.

To the extent that wages are not fully flexible, whether the timing of
the individual wage changes is exogenous or influenced by changes in the
state of the economy has differing implications for the degree of mon-
etary non-neutrality. If wage adjustments are state-dependent, e.g. due
to fixed costs in negotiating and adjusting wages, the output response
to a monetary shock will be attenuated, and possibly completely muted,
due to pronounced responses of those that need the adjustment the most
(Caplin and Spulber, 1987; Golosov and Lucas, 2007). In comparison, if
wages are time-dependent, so that wages are adjusted at pre-determined
or exogenous intervals, monetary shocks will generally have more per-
sistent effects on employment and output. However, if the wage setting
is time-dependent but synchronized – for example if a disproportionate
number of contracts are reset in January – monetary policy shocks will,
other things equal, have a smaller effect on output if they occur at times
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when wages are more flexible (Olivei and Tenreyro, 2007). In this light,
it is important to distinguish empirically between these determinants of
the timing of wage adjustments.

Our findings imply that wage adjustments do not only take place at
exogenous or predetermined intervals, but that they depend on macroe-
conomic conditions. The timing of wage adjustments strongly depends on
conditions when wages were adjusted in the past and cumulative effects
of inflation and unemployment during the current wage spell, as well as
contemporaneous effects of large macroeconomic shocks. These results
are consistent with models with fixed costs of wage adjustment (‘menu
costs’) as well as models with informational frictions and inattentiveness
(Reis, 2006). In addition, the frequency of nominal wage cuts increases
following large macroeconomic shocks which contradicts the notion of
downward nominal wage rigidity.

These results stand in strong contrast to both prior and contem-
poraneous evidence, but more recent work has found evidence of state
dependency in wage adjustment (see, e.g., Grigsby et al., 2019). Our re-
sults also confirm recent evidence indicating that nominal wages are more
downwardly flexible than previously thought (Elsby and Solon, 2018).

The cash-flow effect of monetary policy
One of the oldest and most intensively studied questions in macroeco-
nomics is how monetary policy affects the real economy. There is an
extensive literature studying the various channels through which mon-
etary policy operates. According to the traditional interest-rate chan-
nel, contractionary monetary policy lowers the real interest rate and the
cost of capital, thus reducing household consumption expenditure and
investment in the economy. A monetary-policy induced increase in inter-
est rates also lowers the values of assets, thereby generating a negative
wealth effect and a consequent reduction in spending. Higher aggregate
interest rates may also lead banks to cut down on their supply of credit,
further reducing consumption and investment.

In the fourth essay, Household Debt and Monetary Policy: Revealing
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the Cash-Flow Channel, I study, jointly with Martin Flodén, Matilda Kil-
ström and Roine Vestman, an additional transmission channel of mone-
tary policy that we refer to as the cash-flow channel. According to this
mechanism, monetary policy has a direct effect on household spending
by influencing its expenditure and therefore its disposable income. An
increase in the policy rate directly passes through to households’ inter-
est expenses if they hold debt that is linked to short-term rates, such as
adjustable-rate mortgages (ARMs). Consequently, this reduces the to-
tal resources that the households have at their disposal. If households
are forward-looking and have easy access to credit and liquid savings, a
reduction in disposable income may not lead to reduced spending. How-
ever, if households are myopic or liquidity constrained, increased interest
expenses will be met with reduced spending. Whether monetary policy
affects private spending through this channel, in addition to the more
conventional channels, has been an open question.

Using detailed administrative data on balance sheets and the con-
sumption of Swedish households, we provide empirical evidence support-
ing the importance of this channel. More indebted households respond
considerably more strongly to changes in the monetary policy rate than
those that are less indebted or hold no debt at all. This is true even among
relatively wealthy households, but which hold most of their wealth in
housing and other illiquid assets and have disproportionally little liquid
wealth. In line with our hypothesis, we find that these effects are driven
by responses of households with a larger share of their interest expenses
linked to short-term interest rates and are therefore directly exposed to
monetary policy shocks.

These findings demonstrate that in an economic environment where
households hold high levels of debt relative to their income and face
credit- and liquidity constraints, changes in policy rates are quickly
passed through to changes in interest expenses and further onto private
spending. Under such conditions, monetary policy can have a stronger
real effect than predicted by more conventional estimates.
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Chapter 1

Labor Supply Responses and Adjustment

Frictions: A Tax-Free Year in Iceland∗

1.1 Introduction

One of the longest-standing questions in economics asks how people ad-
just their labor supply in response to temporary changes in pay. This
response is summarized by the intertemporal elasticity of substitution of
labor supply, or the Frisch elasticity. Knowing this elasticity is crucial to
understanding how aggregate shocks and economic policies affect output
and welfare in the economy. For example, the size of the Frisch elasticity
is important for evaluating the consequences of pension reforms (e.g. Im-
rohoroğlu and Kitao, 2012), for determining optimal taxes on capital and
labor income (e.g. Conesa et al., 2009; Heathcote et al., 2017; Stantcheva,

∗I am indebted to my advisors, Emi Nakamura, Arash Nekoei, Torsten Persson and
Jón Steinsson for invaluable advice, guidance and encouragement. For their helpful
comments, suggestions and discussions, I thank Ingvild Almås, Richard Blundell,
Konrad Burchardi, Mitch Downey, Karl Harmenberg, Xavier Jaravel, Per Krusell,
Hannes Malmberg, Peter Nilsson, Robert Östling, Jon de Quidt, Benjamin Schoefer,
Fabian Sinn, David Strömberg, Danny Yagan, as well as seminar participants at
various institutions. I thank Statistics Iceland for the collaboration and hospitality
over multiple visits between the fall of 2016 and the spring of 2018, during the process
of data construction. In particular, I thank Hrafnhildur Arnkelsdóttir and Margrét K.
Indridadóttir for their help in making this project possible. Special thanks go to Ómar
Hardarsson, Stefán Jansen, Hildur Sigurdardóttir, Eyjólfur Sigurdsson and other staff
members at Statistics Iceland for valuable discussions.

11



12 LABOR SUPPLY AND ADJUSTMENT FRICTIONS

2017), and it is a crucial parameter in the research on cyclical movements
in employment and wages (Lucas and Rapping, 1969).

Macroeconomic models with labor market clearing require a large
Frisch elasticity to rationalize large business-cycle movements in employ-
ment with only modest movements in wages. But existing microecono-
metric estimates are often small and statistically insignificant.1 A wide
range of views arise from the fact that estimating the Frisch elasticity
is notoriously difficult. Causal estimation requires an exogenous tempo-
rary change in the after-tax wage with limited income effects. Exogenous
wage changes are hard to find, let alone those that are transitory.

In part, disagreement on the Frisch elasticity reflects differential views
on adjustment frictions. Frictions are less likely to attenuate short-run
responses to large changes (Chetty, 2012) and inattentive individuals are
more likely to respond to changes that are salient and simple (Chetty
et al., 2009). These features cloud how much we can learn about labor
supply by studying tax reforms, unless they are sufficiently large and
salient.

To tackle these difficulties, I exploit a tax-reform in Iceland resulting
in a year free of labor income taxes. In 1986, the Icelandic government
announced a tax reform, replacing a system where this year’s taxes were
based on last year’s income by a pay-as-you-earn withholding-based sys-
tem. To ensure that during the transition year of 1987, workers would
not have to pay taxes simultaneously on their 1986 and 1987 earnings,
no taxes were collected on 1987 labor incomes. As illustrated in Figure
1.1, the income earned in 1987 was tax-free. This tax-free year created
a strong incentive for intertemporal substitution of work, but a mini-
mal income effect. First, there was no windfall gain for taxpayers, as
those earning the same in 1987 as in 1986 did not see a change in their
cash-flow. Second, the reform did only imply a small change in life-time
income. Therefore, the tax-free year offers a rare natural experiment

1For a recent survey of the microeconometric literature, see, e.g., Keane (2011).
Keane and Rogerson (2015) provide a recent discussion of the micro-macro contro-
versy.
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Figure 1.1: Income Tax System before and after the Tax Reform

suitable to estimate the Frisch elasticity.
To exploit this experiment, I built a new population-wide dataset. I

constructed new data on the universe of workers and firms from payslips
found at Statistics Iceland, which I converted into a machine-readable
data set. Information on all pay and all working time in all jobs makes
this an ideal data set to study labor supply. Combining this with indi-
vidual data from tax returns, I obtained a new employer-employee panel
data set for the entire workforce from 1981 until today. These rich data
enable me to uncover the details of labor-supply adjustment along mul-
tiple dimensions.

I use two complementary quasi-experimental research designs to iden-
tify labor supply elasticities along the intensive margin (i.e. working
hours among those working) and the extensive margin (i.e. labor force
participation and employment arrangement). Figure 1.2 schematically
describes my empirical approach.

First, the tax-bracket difference-in-differences (DD) design exploits
cross-sectional variation in the size of tax-cuts arising from progressiv-
ity of the tax schedule, building on the seminal idea in Feldstein (1995).
More precisely, while all workers were given a tax-free year in 1987, work-
ers in a high tax bracket prior to the reform, receiving a large increase
in after-tax wages, are expected to respond more strongly than those in
a lower tax-bracket. I use this difference across groups in a difference-
in-differences design. Relating the dose-responses to differences in inten-
sities of marginal tax-rate changes enables me to identify labor supply
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elasticities. A key advantage of this design is to difference out aggregate
trends in employment and macro shocks around this time. My detailed
population-wide data and methodological approach distinguish my study
from the previous work of Bianchi et al. (2001) who study a random sam-
ple of workers and compare their outcomes in the tax-free year to those
in the year before and after.

Large and salient changes in after-tax wages, such as those resulting
from the tax-free year, are likely to deliver responses closer to those in
a frictionless labor market. However, frictions are still likely to shape
the margins of labor adjustment and heterogeneity in responses. In par-
ticular, adjustment costs and indivisibilities may lead to large extensive
margin elasticities. As the tax-bracket DD design exploits the variation
in tax rates across groups of workers that are employed prior to the
reform, it cannot, by construction, identify entry responses. This is an
important limitation as the tax-free year generates a strong incentive for
labor-market entry. Furthermore, analyzing heterogeneity in responses is
also restricted by this design. If we are to paint a complete picture of in-
tertemporal labor supply, studying responses along the relevant margins
and dimensions of heterogeneity is necessary.2

To overcome these issues, I develop a new research design: life-cycle
difference-in-differences (DD). This design builds on two features of my
setting. As the tax reform was unanticipated, the timing of the tax-free
year is plausibly exogenous from an individual’s life-cycle perspective.
Moreover, as the labor supply of similar individuals is likely to evolve
similarly over their life-cycle, labor supply elasticities can be identified
by comparing two similar individuals at the same point in their life-cycle,
one of whom receives an unexpected wage shock but the other does not.
As an example, the labor supply elasticity for an individual who was 40

2A candidate explanation for the micro-macro divergence is that macro elastic-
ities incorporate responses along all margins (Rogerson and Wallenius, 2009) while
micro elasticities typically reflect restricted samples and specific sources of identifying
variation. As I document in Section 1.6.2, almost all previous work is limited to the
analysis of prime-aged men or particular occupations, such as bicycle messengers or
taxi drivers, for identification and data-limitation reasons.
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Figure 1.2: Overview of Empirical Methodology

years old in 1987 can be estimated by matching him to an observationally
similar individual with the same characteristics but who was aged 40 in
1986. The advantage of this method is to be able to identify labor supply
responses for the whole population, including labor market entry.

Using the tax-bracket DD design, I estimate strong responses in both
labor earnings and working time, with an intensive-margin elasticity at
0.37. Decomposing this estimate into different margins, I find that 30%
of the overall response stem from more weeks of full-time work. This in-
cludes transitions from part-time to full-time employment, the exchange
of vacation for working time and weeks worked on secondary-jobs. 70%
are accounted for by more earnings within full-time weeks, such as over-
time hours, more shifts and more effort induced on the job. I also demon-
strate that the higher earnings reflect labor supply rather than reporting
responses. Using the life-cycle DD design, I find that extensive margin
responses are modest on average, with an employment semi-elasticity of
0.07.
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A reform as extensive as the tax-free year is likely to generate equi-
librium effects. In partial equilibrium, workers receiving large tax cuts
may spend less time on leisure but also on home production, such as
home cleaning, cooking and child care. In all likelihood, this generates
a demand for labor input in the sectors providing those goods and ser-
vices, thus making it possible for individuals to work more during a tax
holiday if they so desire. The life-cycle DD incorporates all such equi-
librium effects, as well as other aggregate effects in the tax-free year,
which are ‘differenced out’ in the tax-bracket DD. Comparing elasticity
estimates using the two methods thus allows me to gauge the magnitude
of these aggregate effects. I can do this by direct comparison or using a
method that combines the two designs in a triple-difference. Both meth-
ods give the same difference, namely 0.1 – i.e., about one-fifth of the
intensive-margin response.

My estimates of the average Frisch elasticities in the economy are
most closely related to two studies.3 In an important contribution,
Bianchi et al. (2001) highlight the rare opportunity offered by the
Icelandic tax-free year to study labor supply. Among a random sample
of workers, they find that people work much more in the tax-free year
than in the surrounding years. Indeed, in the meta-analysis of Chetty
et al. (2013), the Icelandic tax-free year is one of few informative data
points on intertemporal labor supply. In a study contemporaneous to
mine, Martinez et al. (2018) study labor supply responses to a tax
reform in Switzerland, leading to a two-year tax holiday. My results
contrast theirs, which imply a modest response on average to this
strong work incentive. I discuss this further in Section 1.6.2 and I argue
that differences in labor-market flexibility constitute the most plausible
explanation for the differences in labor supply elasticities of the average
Icelandic and Swiss worker. The Icelandic labor market is more flexible
and less regulated than labor markets on mainland Europe, closer to
what is found in the US. I find that within Iceland, there are substantial

3In Section 1.6.2 I provide a summary and a meta-analysis of previous work.
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differences in labor supply responses depending on workers’ flexibility in
work arrangements. Similarly, Martinez et al. (2018) report a relatively
large elasticity for the self-employed subpopulation, a group which
likely has more flexibility in labor adjustment than the average worker.
Similar differences are likely to be found across countries as well.

The combination of a rare setting offered by the tax-free year and
rich data enables me to go beyond estimating average labor-supply elas-
ticities and trace out the mechanisms that drive the strong labor supply
responses I find. My analysis is guided by a combination of machine-
learning methods and causal estimation. More precisely, after obtaining
estimates of labor supply elasticities at the individual level using the life-
cycle DD method, I use the random forest algorithm Breiman (2001) to
highlight the most important features shaping differences in labor supply
responses. Using those features as a guide, my analysis yields three main
results that provide information to ongoing debates in labor economics.

First, I find that young cohorts and workers close to retirement, who
both have low labor-market attachments, are very responsive. In partic-
ular, the youngest cohorts – many of whom are out of the labor force or
part-time employed – respond very strongly with elasticities as high as 2.
Moreover, the modest average extensive-margin elasticity of 0.07 masks
an important heterogeneity. Most of the responses originate among those
close to retirement and, in particular, cohorts younger than 25, who have
an employment semi-elasticity of about 0.4. Thus, the size of the esti-
mated Frisch elasticities will depend on the density of individuals at the
tails of the work life-cycle distribution.

Second, I find that flexibility of jobs is key in shaping the
labor-supply responses. My results demonstrate that the responses
are strongest among workers in jobs with a more temporal flexibility
– i.e. those with an a priori high ability to adjust their hours – and
those with labor market contracts that build in compensation for
marginal hours worked. These workers are less likely to be bound
by hours constraints and have a greater ability to get compensated
for additional hours in their primary jobs. The largest responses are
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therefore concentrated among exactly those groups that would be
predicted by theory. However, prior evidence on how frictions influence
intertemporal labor-supply responses is very limited.4

While hours may be rigid within jobs, they may become flexible by
workers holding multiple jobs. I find that workers indeed overcome hours
constraints in their primary jobs by working at a secondary job. In ad-
dition, I find a reduced probability of primary-job change in the tax-free
year, consistent with workers being less willing to engage in a time-
consuming job search. When I decompose the overall responses, I find
that 93% of the labor-supply response are created by more work on
continuing primary jobs and the remaining 7% are from work on sec-
ondary jobs.5 While taking a secondary job may be an important avenue
for the labor supply adjustment of many workers, existing evidence on
multiple-job holding and the macroeconomic importance of this margin
remains very scarce. These results are important when viewed in the
light of resent changes in the structure of labor markets. As a growing
proportion of the workforce holds jobs in the “gig economy” – working
through contracting and temporary arrangements – often alongside their
primary jobs (Katz and Krueger, 2016; Hall and Krueger, 2018), labor
supply elasticities accounting only for primary employment will become
inaccurate descriptions of employment responses.6

4As hours constraints are difficult to measure, previous studies have indirectly
inferred that such constraints seem to be important from the fact that hours are
found to be more flexible for job changers than stayers (Altonji and Paxson, 1988,
1992; Martinez-Granado, 2005). Studies using survey measures on the ability to adjust
hours (Biddle, 1988; Ball, 1990) and measures of desired hours of work (Kahn and
Lang, 1991; Dickens and Lundberg, 1993; Stewart and Swaffield, 1997; Euwals, 2001)
have also found supporting evidence for the existence of hours constraints.

5The fact that primary-job changes carry no weight on average reflects the coun-
teracting effects of fewer job changes but an increased labor supply among primary-job
changers.

6Recent studies have found that workers take up secondary-jobs, such as ride-
hailing for Uber, because of the flexibility they provide (Hall and Krueger, 2018) and
in order to mitigate frictions and volatility in income on primary jobs (Farrell and
Greig, 2016; Koustas, 2018). In addition, Angrist et al. (2017) estimate a large labor
supply elasticity among Uber drivers, indicating that labor supply may be very elastic
in secondary-jobs.
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Third, I estimate how family structure shapes labor supply responses.
Married women have higher elasticities than married men, in part reflect-
ing part-time and non-employment of mothers. However, single men and
single women have similar elasticities. An extensive literature has studied
gender differences in labor supply elasticities (see e.g. McClelland and
Mok, 2012; Blundell and MaCurdy, 1999, for review). This result high-
lights that the gender differences in labor supply found in previous work
may not reflect inherent differences, but rather reflect family ties and
specialization in the household.7 I estimate cross-elasticities for married
couples and find negative cross-elasticities for husbands but no signifi-
cant cross-responses for wives. This result is inconsistent with models of
unitary household labor supply, which have the strong prediction that
cross-elasticities of spouses should be symmetric (Chiappori and Maz-
zocco, 2017).8 Taken together, these results indicate coordinated labor
supply responses within the household and substitutability in the non-
market time of husbands and wives.

The paper proceeds as follows. Section 1.2 describes the empirical
setting and the reform that gave rise to the tax-free year and Section 1.3
describes the data set I have constructed. Sections 1.4 and 1.5 explain the
tax-bracket and life-cycle DD designs, respectively, and present estimates
of labor supply elasticities obtained from these two designs. Section 1.6
discusses my estimates of average Frisch elasticities and puts them in
the context of the findings in previous work. Section 1.7 studies the
mechanisms behind the strong labor supply responses, highlighting the
importance of heterogeneous adjustment frictions. Section 1.8 concludes
the paper. Some additional background material and auxiliary analyses
are relegated to an Appendix.

7Blau and Kahn (2007) and Heim (2007) document that the labor supply elastic-
ities of married women have shown a decreasing trend in recent decades with rising
participation rates.

8This finding complements a large empirical literature testing the restrictions
imposed by unitary household models. For reviews see, e.g., Donni and Chiappori
(2011) and Chiappori and Mazzocco (2017).
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1.2 The Tax-Free Year and Background

1.2.1 Income Tax System and Tax Reform

On January 1, 1988, Iceland took up a withholding-based pay-as-you-
earn income tax system, similar to what is now in place in most advanced
economies. Prior to the reform, income taxes were collected with a one-
year lag. The tax liability and tax payments due every month in year t
were computed based on year t−1 income. This system resembled those
in place in most developed countries prior to adopting a modern pay-as-
you-earn tax system. When announcing the tax reform, the authorities
also announced that labor income earned in 1987 would not be taxed.
As Figure 1.1 depicts, this implies that while people were paying taxes
every year, including in 1987 when they paid taxes based on their income
earned in 1986, they would take home tax-free whatever they earned
more in 1987 than in 1986.

The key features of the reform for the purpose of my analysis are that
it generated a large, salient and unanticipated increase in wages that
lasted only a single year. On December 6, 1986, the Finance Minister
announced the tax reform. The Ministry of Finance began preparing the
reform in the early fall of 1986 and later in the fall, the decision was
made for it to take place in January 1988. The reform was therefore
unanticipated by the taxpayers. Figure 1.4 plots the monthly count of
the number of newspapers mentioning a withholding-based or pay-as-
you-earn tax system between January 1980 and December 1988. As the
figure documents, there was no discussion of a reform of this kind in
the years before its announcement, whereas 30-40% of the newspapers
printed in the weeks following the announcement had coverage of the
reform.

The reform was very salient. Newspapers printed headlines such as
“A Tax-Free Year ” and “Pay-as-you-earn tax system in 1988 – all income
in 1987 tax-free”. In addition, the tax authorities sent out advertisements
and explanatory flyers, as exampled in Appendix Figures 1.23 and 1.24.
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These also advertised that a prerequisite for tax freedom was that taxes
were filed for 1987 as usual. This was important as other taxes, such
as those on capital income and wealth, and benefits were unchanged in
1987. From the perspective of my study, the quality of administrative
data in 1987, such as tax returns, was not influenced by the reform.

The tax-free year generated a strong incentive for intertemporal sub-
stitution. The average tax rate fell to zero from about 10 percent, increas-
ing the incentive for employment (extensive-margin). On the intensive
margin, the changes in incentives were even stronger, as the after-tax
wage increased by about 20 percent on average. While the whole popu-
lation received an increase in wages, some workers received a larger cut
than others due to the progressivity of the tax system. It is by harness-
ing these differences that I identify the intensive-margin labor supply
elasticity. Furthermore, the tax-free year did not create an income effect
for individuals that are myopic in their decision making. There was no
windfall gain for taxpayers, as those earning the same in 1987 as they
earned in 1986 did not see a change in their cash-flow.9 In addition, taxes
were only cut temporally for a single year, allowing me to study labor
supply responses during that year. A one year change in incentives is the
relevant frequency for a business cycle analysis of employment fluctua-
tions. As a result of all these features, the tax-free year comes close to
being the ideal natural experiment to study intertemporal substitution
of labor supply and estimate Frisch elasticities.

The only change to the tax system made in 1987 was that income
taxes were temporarily set to zero. However, the reform was accompanied
by a simplification of the tax system that was put in place after the tax-
free year. These changes were being worked out during the first months
of 1987 as part of adapting the old tax system to tax withholding. The
simplifications consisted of two main changes. First, the reform abolished
a large share of deductions that could be made to taxable income be-
fore arriving at the tax base. Second, the progressive tax schedule was

9Similarly, the reform did not influence the government’s budget, as the tax rev-
enue flows were uninterrupted.
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replaced with a flat tax. To summarize, the reform changed both the tax
base and the tax rate, where the aim was to simplify the tax system but
leave the average tax burden unchanged.

I argue that these changes are unlikely to influence people’s responses
to the tax-free year and my estimates of Frisch elasticities. The effects
on later taxes were not as obvious and clear-cut as the tax free year.
Understanding the effect on tax payments would involve understanding
the interaction of tax deductions, tax allowances and tax rates which in-
fluenced the tax burden in opposing directions. Relatedly, these changes
were much less salient than the tax-free year. Figure 1.4 shows that a
change to a flat tax received limited media attention. Moreover, flyers
and explanatory material from the tax authorities emphasized the fact
that income in 1987 was tax-free and the changes in the structure of
tax collection in 1988, but contained no information about changes in
the tax schedule after 1987. As discussed in Section 1.4 and detailed in
Appendix 1.E, I perform a series of tests to evaluate this claim, finding
my results to be robust to these concerns.

Details of the tax system pre and post the tax-free year are found in
Appendix 1.A and a discussion of the reform and the time-line of events
in Appendix 1.B.

1.2.2 Icelandic Labor Market in International Context

The Icelandic labor market is quite flexible, characterized by low unem-
ployment, flexible hours, and a variable participation and wages (OECD,
1991, 2007).10 In this sense, its characteristics are more similar to the US
than to mainland Europe. The flexibility of the labor market has long
played a key role in the rapid adjustment to macroeconomic shocks.11

10For an overview of the Icelandic economy, including characteristics of the labor
market, see e.g. various previous issues of Central Bank of Iceland’s Economy of
Iceland.

11As an example of this emphasis, the Director of the European Department of
the International Monetary Fund (IMF), Thomsen (2018) notes in a recent speech
that “While I was not familiar with Iceland’s economic history before coming here,
we soon realized that Iceland had a history of quickly adjusting to shocks, not least
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Labor force participation in Iceland is high, exceeding 80 percent of
the working-age population. The overall participation grew steadily until
the mid 1980s, primarily due to the increased participation of women,
who by the beginning of the 1990s accounted for close to half of the la-
bor force, although a smaller share of total hours. Relative to the OECD
countries, female participation is among the highest, as well as the par-
ticipation rates among the young and the elderly.

In comparison with the other OECD countries, Icelandic firms have
a considerable flexibility to lay off workers. Firms can easily adjust their
level of labor input over the business cycle, either by hiring and firing
of workers or by adjusting the number of hours of current employees.
Changes in hours per worker account for about half of the variation in
employment over the business cycle.

The labor market is highly unionized. Collective bargaining between
the umbrella unions on both sides of the market negotiates general em-
ployee rights and minimum wages. However, this sets the base for wage
bargaining at lower levels, such as in sectors and firms, where the flex-
ibility to account for local conditions is greater. Therefore, in spite of
this centralization, real wages are very flexible in Iceland as compared
to other OECD countries (Central Bank of Iceland, 2018).

1.3 Data

For the purpose of this project, I construct a new administrative data
set on the universe of the Icelandic working age population back to 1981.
The data set has two main sources: an employer-employee data set con-
structed from newly digitized payslips, and individual tax records. In
addition to these main sources, I draw on additional data, including
Statistics Iceland’s Education Register and the Population Register from
the National Registry. Below I describe the two main data sets in detail.

because of labor market flexibility.”
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1.3.1 Payslips: Employer-Employee Data

At the end of each year, all employers are obligated to compile a payslip
for each employee in their establishment, or for every job if the em-
ployee holds more than one job at the establishment. This applies to
all firms and establishments, including self-employed workers. Employ-
ers send copies of payslips both to the respective employee and to the
Directorate of Internal Revenue. Information from payslips is then used
as inputs for many purposes, such as for individuals’ income taxation,
the computation of accident insurance, and the computation of firms’
payroll taxes.

Since the early 1990s, an increasing number of employers compile
and send payslips to the Directorate of Internal Revenue in a machine-
readable format, and currently almost all payslips are received electron-
ically. Before that time, in the 1980s and in the early 1990s, all payslips
were compiled in paper format. The records were then stored in various
forms, including on magnetic tape cartridges and mainframe tapes. In
collaboration with Statistics Iceland, I have converted all payslips back
to 1981 into data in a machine-readable form. The resulting product is
a panel data set covering the universe of jobs in Iceland, connecting all
employers and their employees, for each year from 1981 to 2015.

Payslips contain information on all labor earnings and related com-
pensation. This includes wage payments, contractor payments, piecework
pay in fishing, pension payments, bonuses and commission, remuneration
to a company’s board members and accountants, travel allowances and
other allowances (car, clothes, food, etc). Each of these components is
reported separately on each payslip for a given job.12 In addition, and
importantly for the current project on labor supply, the payslips also con-
tain information about working time in each job. Time is measured in
weeks worked, with the reference week amounting to 40 working hours.
Employers are obligated to report the number of weeks an employee

12Before 1988, the payslips also include information related to some tax deductions
that were abolished by the 1987 reform, such as labor union membership fees.
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worked on a given job based on his actual working time during the year
and employment arrangement, such as part-time employment. The same
is true for self-employed workers that must report working time in the
same way for themselves as well as for their spouses and children that
may work for them. A worker can at most be recorded working 52 weeks
on a given job during the year. However, workers can have more than
one job and therefore be registered as working more than 52 weeks. For
example, a full-time employee holding a single job and working at least
40 hours per week is recorded as working 52 weeks. Another worker that
holds two part-time jobs on which he works a parallel 20 hours per week
is recorded as working 26 weeks on each job (reported separately) and
52 weeks in total.

The reason why employers (and self-employed workers) were required
to report the working time of their employees was twofold. First, the
calculation of worker’s accident insurance fees was based on the number
of weeks an employee worked during the year. This insurance covered
accidents, leading to a worker’s injury or death, that occurred on the job
or on the way to or from work. The insurance fee, which was updated
every year on January 1 and paid by the employer, varied from job
to job and differed by occupation and the risk of injury and accidents
in a given job.13 Second, the payroll tax levied on firms to fund the
public Unemployment Insurance System was based on the total number
of weeks worked by all workers in the given firm in each year. In contrast
to the insurance fee, this tax was independent of occupation and sector.14

Therefore, the number of weeks registered for each worker on his payslip
is to reflect the number of weeks worked during the year rather than
the number of weeks employed. In addition, these are the only universal
data on employment and labor input by sectors and occupations based
on which official statistics are constructed, which put pressure on correct

13As an example, in 1987 the insurance payment for a blue-collar factory worker
per week worked amounted to about 0.14% of his average monthly earnings which
was more than threefold the weekly fee for office clerks.

14In 1987, this tax per week worked equalled 0.31% of the average weekly earnings
of blue-collar workers.
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filing.
Each payslip includes a unique personal identifier of the worker and

a unique identifier of firms. In addition to the detailed information on
payments and working time, payslips include demographic information
about workers, including occupation according to a two-digit classifica-
tion based on the International Standard Classification of Occupations
(ISCO), and the firm, including the firm’s sector according the Inter-
national Standard Industrial Classification of All Economic Activities
(ISIC). For details about occupation and sector classification, see Ap-
pendix 1.C.

1.3.2 Individual Tax Returns

The second primary data source I use in this paper is a panel of individual
tax returns. Like the data set I have constructed from payslips, these data
extend back to 1981. The data sets are easily linked via a unique personal
identifier.

Individual tax returns have information on all income, including labor
income, financial income, pension, social security and transfer payments
as well as other sources of income. These data also record all tax pay-
ments, both at the national and local level, as well as deduction and tax
allowances. Because a wealth tax was levied in Iceland during most of my
sample period, and in periods when a wealth tax has not been levied, the
structure of tax returns has not been altered and the data set includes
detailed information on all assets and liabilities back to 1981. Assets in-
clude, for example, real estate, stocks, bonds, bank deposits, and cash
holdings, and liabilities include real estate loans and other debt such as
credit card debt, car loans and student loans. The tax records also in-
clude a range of demographic variables. In addition, the data included
identifiers linking married or cohabiting couples.
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1.3.3 Variable Construction and Summary Statistics

Marginal tax rates are not directly observed in individuals’ tax returns.
Marginal tax rates and in which tax bracket individuals’ next krona of
income falls are crucial for my analysis. As there exists no tax simula-
tion model for Iceland, such as the NBER TAXSIM model that computes
marginal tax rates in the United States, I have constructed a tax cal-
culator for the Icelandic tax system. The calculator uses details of the
Icelandic tax system in each year, taking into account all tax deduc-
tions as well as family aspects of the tax system, such as transfers of
tax allowance and extensions of tax brackets due to low spousal income.
Further details are provided in Appendix 1.C. Empirically, the tax cal-
culator is accurate and in the years prior to the 1987 reform, it predicts
actual liabilities within 10 ISK (≈ $0.25) for 97.5% of the tax filers. The
discrepancy is, to a large extent, due to inaccurate information related to
moving, either within our outside Iceland, since the accuracy increases
to 99.5% when I the restrict attention to national-level taxes only.

Table 1.1 presents summary statistics in 1986 for the population of
16-70 year olds as a whole, for all wage earners and for self-employed
individuals. The average age in the population is 38 years and 45% of
the population are women. About 36% have a junior-college degree (post
compulsory schooling) and 10% have a university degree. Among those
with non-zero labor earnings, the average weeks worked are 41. The
average marginal tax rate was 19% and the average tax rate – computed
as the average tax payments divided by the tax base – was roughly 11%.

1.4 Tax-Bracket Difference-in-Differences

In this section I estimate labor supply responses using a difference-in-
differences research design which exploits the intensity at which work-
ers’ after-tax wages were influenced by the tax-free year and the dose-
response in labor supply.
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1.4.1 Research Design

In general, to identify the causal effect of the tax-free year on labor
supply, a proper counterfactual is needed for what would have happened
in its absence. Alternatively, if the population is treated with different
‘doses’ of tax cuts, causal effects can be identified from the differential
treatment intensity, provided that they generate differential responses. In
the current context, while the whole Icelandic population was given a tax-
free year in 1987, non-linearities in the pre-reform tax schedule generated
substantial differences in the changes of after-tax wages. Therefore, this
setting naturally lends itself to a difference-in-differences research design.
My strategy follows a strand of literature dating back to the seminal
paper of Feldstein (1995), exploiting a cross-sectional variation generated
by the 1986 tax reform in the US.15

The tax schedule prior to the reform was progressive with four brack-
ets, consisting of three national level brackets and a local-level municipal
tax.16 Taxable income, from both labor and capital, was taxed in the
same way at the national and municipal levels. As detailed in Section
1.2, all taxes on labor income were set to zero in 1987.

Figure 1.5a plots the evolution of tax rates by tax brackets from 1981
to 1990. In 1986, the average worker in the bottom tax bracket faced a
marginal tax rate of 10.2%, corresponding to the average municipal tax
rate, while the average tax payer in the top bracket faced a marginal tax
of roughly 48.7%.17 As documented in the figure, while tax rates had
been on a slightly decreasing trend throughout the 1980s, the difference
across brackets had remained stable. Tax rates were frequently reviewed
in relation to the government’s budget and tax-bracket thresholds, which
were set in nominal values, were generally reviewed and updated each
year to account for changes in prices and wages. As a result, which I

15For a summary and discussion of the empirical literature on labor supply and
taxable income elasticities see, e.g., Saez et al. (2012).

16In Appendix 1.A I provide a detailed description of the Icelandic tax system
prior to and post 1987.

17In 1986, the municipal tax rate ranged from 5 to 11.5%.
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document in Figure 1.5b, the tax-bracket thresholds corresponded to
roughly the same income percentile throughout the 1980s and therefore
the income groups in each bracket were stable and similar over time.

Assigning treatment status. My empirical strategy to estimate elas-
ticities is to relate the differential labor supply responses of workers in
higher vs. lower tax brackets to their differential tax relief. As the tax
rates faced each year are endogenous to labor income, which is my out-
come of interest, I follow Feldstein (1995) and later work by assigning
treatment status based on a lagged tax bracket. The lagged tax bracket
is unrelated to current income. Since income and other factors influenc-
ing the tax-bracket position are persistent, the tax-bracket position is
persistent as well, as documented in Appendix Figure 1.26. As a result,
a lagged tax bracket serves as a valid and strong instrument for the cur-
rent tax bracket. In my main analysis, the treatment group consists of
workers that faced marginal taxes in the three top brackets, while work-
ers in the bottom bracket constitute the main control group. In order to
get a larger sample size for inference and detailed later analysis, I pool
together the estimates for the three top tax-brackets, under the assump-
tion that labor supply elasticity is the same across tax brackets, providing
a weighted average elasticity. In addition, I will estimate disaggregated
responses, by tax bracket, as well.

Sample and restrictions. With the aim of analyzing a sample of com-
parable workers facing different tax rates, I restrict my sample of the
working-age population, age 16-70, in two ways. First, I use a balanced
sample of individuals observed in all years 1981 to 1987. Since everyone
aged 16 years and older is required to file taxes, independent of their
labor market status, this excludes workers that die, emigrate from Ice-
land or young people that are not observed during the pre-treatment
period and for whom trends in labor supply cannot be assessed. Sec-
ond, for each of the pre-reform years, I restrict the sample to workers
that were employed in the previous year, defined as having labor earn-
ings greater or equal to a base-income threshold, roughly corresponding
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to minimum-wage earnings for a low-skilled worker.18 Thus, I obtain a
sample of workers in one of the four brackets that can be assigned a
treatment status in the current year. Restricting the sample in this way
corresponds to restricting the sample to those with earnings above the
20th percentile, including zeros. Since the unemployment rate was be-
tween 1% and 2% throughout the 1980s (Appendix Figure 1.29), this
restriction mainly serves as a means of excluding those entering and ex-
iting the labor market due to life-cycle patterns, which may generate
differential trends across tax brackets depending on where workers enter
and exit. In my analysis, I define employment in the same way when esti-
mating extensive margin responses, i.e. having labor earnings exceeding
this threshold. The research design developed in Section 1.5 does not
rely on a tax-bracket comparison and can be used to study labor supply
responses for the whole working-age population, both along the intensive
and extensive margins.

Before proceeding, some unique features of my empirical setting rel-
ative to previous work estimating labor supply elasticities using tax re-
forms are worth highlighting. During the tax-free year, all tax-brackets
were collapsed into a single bracket with a zero marginal (and average)
tax rate. Importantly, taxes are zero in 1987 independent of the earnings
that year. In most settings, this is not true, requiring the researcher to
construct an instrument for the tax rate in the treatment period. In ad-
dition, as most previous work studies long-term responses to permanent
tax changes, income shocks may move workers between brackets, influ-
encing the after-tax wage and therefore the empirical estimates. In my
study, which is focused on short-term responses within the tax-free year,

18Similar restrictions are frequently imposed in studies of the core labor force, see
e.g. Kindlund and Biterman (2002). The base income threshold equals 1.5× guaran-
teed income, where guaranteed income is a reference amount used in calculations of
various kinds of income support provided by the government and the municipalities,
such as for the elderly and disabled. Using the guaranteed income as a reference point
has the advantage, e.g. compared to minimum-wage earnings which are sector and
occupation specific, that it is updated each year to account for inflation. For more
details on guaranteed income (tekjutrygging), see e.g. various versions of Fréttabréf
Kjararannsóknanefndar during the 1980s.
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concerns about such switches are not relevant in the current setting.

Estimating equation. The reduced-form labor supply responses to the
tax-free year are estimated using the following differences-in-differences
(DD) specification

yit = bracketi,t−1 + δt + η ·Bi,t−1 × δt=1987 +X ′itγ + µit (1.1)

where yit is the outcome of interest of individual i in year t, bracketi,t−1

is an indicator function for tax brackets in year t − 1 (treatment sta-
tus), and δt are time fixed effects included to control for time effects
affecting all individuals. The identification of the labor supply response
to the tax-free year is brought by η, the coefficient on the interaction of
Bi,t−1, which is an indicator function for being in one of the top three
tax brackets, interacted with a dummy for the tax-free year of 1987. The
regression controls for individual characteristics, collected in the vector
Xit, which includes a full set of dummies for individual characteristics
such as age, marital status, number of children, education, living in the
capital area, and, in some cases, occupation and sector of employment.
Since these variables, apart from age, may themselves be influenced by
the reform, they are defined in pre-reform levels. The error term is de-
noted by µit and captures other determinants of labor supply. The im-
portance of accounting for serial correlation in outcomes in a DD setting
has been emphasized by Bertrand et al. (2004). I cluster standard errors
at the individual level to allow for an arbitrary correlation over time in
the error term.

In order to obtain an elasticity estimate, I relate differential labor
supply responses – i.e. the dose-response – to the differential increase
in the after-tax wage generated by the tax-free year. Intuitively, in its
simplest form, the elasticity estimate corresponds to the Wald estimator,
which is the ratio of the reduced form and first stage, that can be obtained
from estimating equation 1.1. Following this logic, I employ the following
two-stage least squares (2SLS) difference-in-differences specification
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yit = bracketi,t−1 + δt + ε · log(1− τit) +X ′itγ + νit (1.2)

where τit is individual i’s marginal tax rate in year t. Instrumenting
the log net-of-tax rate log(1 − τit) with the reduced-form interaction
Bi,t−1 × δt=1987, the coefficient ε identifies the elasticity (e.g. of labor
supply) to a change in the net-of-tax wage.

1.4.2 Results

Graphical evidence and validity of identifying assumptions. The
key identifying assumption underlying the empirical design is that ab-
sent a tax-free year, the labor supply of workers in high and low tax
brackets would have run parallel. As always, the parallel trends assump-
tion cannot be directly tested, as the counterfactual scenario is never
observed. However, the plausibility of this assumption can be evaluated
by assessing if outcomes follow parallel trends prior to the tax reform.

Figures 1.20, 1.21 and 1.22 in the Appendix illustrate the research
design by visually implementing difference-in-differences by plotting the
time series of labor earnings, weeks worked and marginal tax rates for
the average individuals in the top tax-brackets relative to those in the
bottom bracket. In order to provide a comparison that corresponds to
the regression analysis, where I control for individual characteristics that
differ across tax brackets, I non-parametrically weight the group-by-year
distributions of the control group to align with that in the treatment
group, using the frequently applied reweighting method of DiNardo et al.
(1996). The figures provide compelling evidence of differential labor sup-
ply responses.

In order to provide a formal test of the parallel trends assumption,
I estimate a version of the DD regression (1.1), where the treatment
status is interacted with all time dummies 1982-1988. The results for
both labor earnings and weeks worked are presented in Figure 1.6. The
set of pre-reform coefficients tests for parallel trends, with each coefficient
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corresponding to a placebo test for the given year. The tests indicate no
false positives. While there is no significant difference in 1988 in terms
of weeks worked, there is a difference for labor earnings. There can be
two reasons for this difference. First, the tax-free year may generate an
effect of labor supply that extends beyond 1987. Second, labor supply
in 1988 and onwards is possibly influenced by changes in the tax system
taking place in 1988. As the focus of this paper is to study the short-term
effect of a transitory tax-cut, I limit my sample to 1981-1987 with 1987
being the single treatment year. While I comment briefly on responses
extending beyond 1987, the analysis of permanent effects is reserved for
further research (in ongoing work).

Regression results. Table 1.2 presents estimates of the elasticity of
earned income, defined as the sum of labor earnings in all jobs including
self-employment. Each column-by-row entry in the table corresponds to
one regression estimate. In Column (1), the regressions control flexibly
for individual characteristics, including dummies for gender, age, educa-
tion, marital status, number of children and location. In the top row, I
present estimates of the elasticity of labor income, estimated using equa-
tion (1.2). The elasticity estimate is 0.374 and it is highly statistically
significant at the 1% level. The estimate implies that a 10% increase in
the after-tax wage causes labor earnings to increase by almost 4% on av-
erage. Conceptually, the elasticity estimate consists of two components.
First, the reduced form, presented in the middle row, which is a DD esti-
mate of equation (1.1) on log labor income, which is estimated at 0.077.
Second, presented in the middle row, the first stage which is a similar
DD estimate where the outcome variable is the log net-of-tax rate, esti-
mated at 0.207. The elasticity is essentially the ratio of the reduced form
to the first stage, but here it is estimated using 2SLS. In Column (2),
I evaluate the sensitivity of this estimate to the inclusion of occupation
and sector fixed effects, which results in a slightly lower estimate. This
indicates that there are cross-sectional differences in elasticities across
types of jobs, a heterogeneity which I will explore in detail in Section
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1.7.
Previous research has highlighted that a DD design can be effectively

combined with matching methods to produce a more robust inference
(Heckman et al., 1997; Blundell and Dias, 2009). Matching will generate
more comparable treatment and control groups and DD will ‘difference
out’ unobserved differences. In order to leverage these benefits, I augment
my DD estimation with a non-parametric coarsened exact matching (Ia-
cus et al., 2012). More precisely, I first match individuals coarsely on
pre-reform characteristics (age, marital status, number of children and
education) and then estimate DD on the matched sample, using the
weights obtained from matching. Since the set of covariates used in the
matching procedure is very general, I am able to match 99.96% of the
sample in this way. The results, reported in Column (3) of Table 1.2, are
very similar to the main specification, implying an elasticity of 0.401.
The robustness of the main specification to this alternative implies that
systematic differences in the characteristics of individuals across the dif-
ferent brackets have limited effects on the estimates.

I investigate where these responses originate in the earnings growth
distribution, asking whether these responses reflect a uniform increase
in earnings or strong responses in particular parts of the distribution.
To investigate this, I estimate equation (1.2) for the probability of ex-
periencing an earnings growth in a certain interval (PDF). Figure 1.7
plots the coefficient estimates and the confidence intervals of an earnings
growth of a certain interval. The figure documents that the average elas-
ticity reflects both more and higher earnings increases and less earnings
decreases. For example, the graph shows that the tax-free year increased
the probability of an earnings increase of 20-30% by about 5 percent,
relative to a base of 20 percent.

Table 1.3 presents estimates of the effect on weeks worked and is or-
ganized in the same way as Table 1.2. The variable collects total weeks
worked across all jobs held by the individual. The regression estimates
reflect strong responses in weeks worked. The reduced form estimate im-
plies that workers in the top three tax brackets increased their working
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time by about 1 week more than those in the bottom bracket. A treat-
ment effect of 5 additional weeks relative to a pre-reform average of 48.43
weeks implies an elasticity of about 0.10 (4.926/48.43).19

It is important to highlight what these results imply and what to
expect. As discussed in Section 1.3, the working time recorded on the
payslips is reported in weeks worked. This reflects time spent working,
not duration of employment, with a standard week corresponding to 40
hours. The caveat is that weeks are capped at 52 per job. In total, workers
can work less than 52 weeks per year, e.g. if not working all weeks in
the year or if part-time and not working 40 hours per week. But they
can work more than 52 weeks if they hold more than one job. Therefore,
an additional week reflects the exchange of vacation for working time,
more full-time employment and work on secondary jobs. However, this
measure does not capture overtime and other changes in working time
within the week, exceeding 40 hours.

The earnings elasticity of 0.374 incorporates all margins of labor sup-
ply leading to increased earnings, including more weeks worked. My esti-
mates imply that 30% of the overall response are brought about by more
weeks worked (e.g. less vacation, more full-time employment, secondary-
jobs) and 70% by more earnings within those weeks (e.g. over-time hours,
more work effort).

Table 1.4 documents the estimated effect on employment which, as
explained above, is defined as having an income equal to or exceeding an
income threshold. I find no significant effect on employment. When in-
terpreting this result, a few features of the research design are important
to bear in mind. First, recall that labor supply responses are identified
from differential responses of workers in different tax brackets. Hence, by
construction, the research design is unable to uncover labor-market en-
try responses: the sample is restricted to workers that are employed prior
to the reform. Second, while the design is able to uncover the potential
effect on labor market exit, for reasons such as delayed retirement, the

19As reported in appendix Table 1.14, this implied elasticity is similar to one
obtained from a specification in logarithms of weeks worked.
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estimates imply that there are no differential responses along the exten-
sive margin across tax brackets. However, it is still possible that workers
reduced their labor market exit in the tax-free year. I revisit this ques-
tion in Section 1.5, where I develop a novel research design that is able
to detect extensive margin responses both through entry and exit.

Real Labor Supply Responses, not a Reporting Phenomenon.
A critical reader will ask the important question: can the estimated earn-
ings elasticity be interpreted as labor supply elasticity? While it is clear
that my finding of an effect on weeks stems from more work, the earn-
ings effect might reflect – in addition to more jobs, weeks, daytime and
overtime hours – some form of reporting responses or tax avoidance. I
conduct a further analysis along three dimensions to shed light on this
question, demonstrating that my findings reflect, at least to a large ex-
tent, real labor supply responses.

First, I estimate responses separately for employed workers and for
self-employed and business owners, defined as having at least one job as
self-employed. Self-employed individuals are likely to have more flexibil-
ity in adjusting their labor supply and hence, we might expect to find
larger responses for them. However, self-employed workers might also be
able to increase their income in the tax-free year through tax avoidance,
e.g. by misreporting capital income as labor income or shifting income
from other years to the tax-free year. Such avoidance is less likely to be
possible for employed workers, as their employers have no direct incentive
to collude. Table 1.15 in the Appendix reports estimates of the elasticity
of labor earnings. For wage earners, the elasticity is almost exactly the
same as for the whole sample, 0.373, while the elasticity is larger for the
self-employed (0.484). However, as documented in Appendix Table 1.16,
there are similar differences in the elasticity of weeks worked between
the two groups. Together, these findings imply that stronger responses
of the self-employed are likely to reflect differences in hours flexibility
rather than misreporting. Such flexibility may be tempting for workers
in less flexible jobs. In Table 1.19 in the Appendix, I investigate whether
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there was an increased take up of self-employment in the tax-free year,
finding a significant entry response.20

Second, I study the effect on different sub-components of pay. During
the tax-free year, workers may have negotiated with their employer to
adjust their compensation in some way or to front-load some payments.
While such behavior is likely to be more difficult and costly to achieve
through wages and salaries, e.g. due to payroll taxes, other forms of
payments may have been used. To investigate this possibility, I estimate
equation (1.2) separately for each sub-payment on the payslip (in real $
values) and report the effect relative to the total. The results are reported
in Appendix Table 1.17. Overall, the results do not show an unexpected
pattern. Increases in wages and salaries make up 94% of the increase
in payments and most of the remainder consists of payments such as
fringe benefits, and travel allowances, which are likely linked to more
work. Potential suspects, such as sales commission and bonuses, as well
as gifts, make up only 0.8%.21

Third, I estimate the effect on capital income. While labor and capital
income were taxed according to the same tax schedule both pre and
post reform, labor income was tax-free in 1987, and capital income was
taxed as before.22 Although it does not provide a pure placebo test,
estimating the effect on capital income allows for investigating potential
misreporting and tax avoidance. The reporting behavior would manifest
itself in a negative effect on capital income, as taxpayers report more of
their capital income as labor earnings in the tax-free year. A negative
effect on capital income would therefore indicate that at least part of the
estimated earnings elasticity is masking reporting behavior. However, we
might not expect a zero effect on capital income. As a large part of capital

20The estimated semi-elasticity of self-employment implies that a 10% increase in
the after-tax wage increases self-employment by 1 percentage point, relative to an
average of 14.9 percent.

21These results are consistent with evidence from other Nordic countries, indicating
a limited tax avoidance in labor earnings because of third-party reporting by firms
(Kleven et al., 2011).

22In the 80s and early 90s, some forms of capital income, including interests on
bank accounts and dividends, were deductible from taxes.
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income, such as business income and dividends, is an implicit function
of labor supply in the economy, there may be equilibrium effects on
capital income resulting from an increased labor supply. Appendix Table
1.18 reports the estimates, documenting a small positive effect on capital
income, which is only 2 percent of the treatment effect on labor income.
This contradicts the hypothesis of misreporting.

Lastly, there is other, more circumstantial, evidence implying that
the Icelandic population was working very hard during the tax-free year.
When there is a strong temporary incentive to work, individuals have
the incentive to avoid or postpone other activities that take time from
working. While a natural example is leisure activity, workers might also
be more reluctant to stay at home when they themselves or their family
are ill. Figure 1.28 documents that workers in Iceland took less sick leave
in 1987. The average share of hours on sickness leave of total paid hours
was 2.4% both in the years prior to and after 1987, but fell to 1.6%
during 1987.23

Robustness. In addition to what is described above, I perform further
analyses to assess the robustness of my results. First, I evaluate the
robustness of my strategy of assigning treatment status based on last
year’s bracket. While the position in tax-brackets tends to be persistent
(Figure 1.26) and tax brackets correspond to same income quantiles over
time (Figure 1.5b), a potential bias might arise due temporary income
shocks, positive or negative, that move workers temporarily to a higher
or lower tax bracket. I evaluate the validity of this concern in Appendix
1.D, performing an exercise where I use further lags of the tax-bracket
position and a richer set of information to predict the current tax bracket.
This ensures more stability in the tax-brackets over time. The results are
similar to my main specifications, slightly larger if anything, indicating

23In Figure 1.28 I also document that fewer people were receiving sickness benefits
in 1987 than in the years before. To the extent that this evidence indicates that
workers were working themselves very hard in 1987, it rhymes with a recent study by
Ólafsdóttir et al. (2016), which finds an increased likelihood of a heart attack among
middle-aged and old men in 1987 and 1988, in particular in the group of self-employed.
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a limited bias due to income shocks and movements between brackets.
Second, I study the differences in responses across tax brackets and

evaluate the robustness of the choice of control group. In the above, I
pool together the estimates for the three top tax-brackets in a weighted
average elasticity, under the assumption that the labor supply elasticity
is the same across tax brackets. In addition, my difference-in-differences
estimates assume that elasticities are homogeneous in the population. If
that assumption is violated, the elasticity estimate will be biased. For
example, if the elasticity for workers in the top bracket is lower than that
for those in a bottom bracket, the elasticity estimate will be biased down-
wards relative to the true underlying elasticity, and vice versa. Appendix
Table 1.22 presents earnings elasticities separately by tax brackets, find-
ing the largest elasticity for the lower-middle bracket (0.484) but the
smallest for the top bracket (0.236). While the relative earnings response
(reduced form) increases with higher tax brackets, it does so less than
the difference in the tax cuts (first stage), resulting in smaller elastici-
ties. A natural explanation for smaller elasticities in the higher brackets
is more frictional adjustment of working time, a question to which I
will return, although this may also reflect differences in preferences. To
the extent that these results indicate lower elasticities among workers in
higher brackets relative to workers in lower brackets, this indicates that
my main estimates may be downward biased.24

Next, I estimate labor supply elasticities for the top- and upper-
middle tax brackets, employing the lower-middle bracket as a control
group. Documented in Appendix Table 1.23, the elasticity estimate is
between 0.232 and 0.289, similar to the bracket average in Table 1.22.
Studying the elasticity of weeks worked in Appendix Table 1.24 yields a
similar conclusion.25

24Importantly, estimates using the life-cycle difference-in-difference identification
strategy, presented in Section 1.5, do not suffer from this potential bias as the control
group does not experience a tax-free year (receive a treatment) at the same time as
the treatment group.

25I have also explored the sensitivity of my main specification that estimates the
effect on earnings in natural logarithms. Estimating elasticities using an inverse hy-
perbolic sine transformation instead of logs, or log(labor earnings+ 1), gives broadly
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While the tax-free year generated a temporary incentive in 1987,
its effect may have been more persistent, particularly in the light of the
strong responses I document. In addition, the tax system saw several per-
manent changes in 1988, which themselves may have generated effects
on labor supply. In Appendix 1.E, I discuss and answer the question of
how and whether the permanent reform in 1988 affects my Frisch elas-
ticity estimates. I argue that the 1988 changes were neither as simple
nor as salient as the tax-free year. While the progressive tax schedule
was replaced with a flat tax rate, substantial changes in tax deductions
influenced the tax base at the same time. Judging from media cover-
age (Figure 1.4) these changes, such as the introduction of the flat tax,
seem to have been much less salient than a tax-free year, which caught
much attention. As I will discuss in more detail in Appendix 1.E, I have
performed a range of tests to evaluate the robustness of my results to
these permanent changes, which all broadly support the results reported
above.

1.5 Life-Cycle Difference-in-Differences

In this section, I develop a new research design to estimate labor supply
responses along both the intensive and extensive margins. I compare
people of a certain age to workers of the same age before the tax-free year,
exploiting the fact that the tax-free year was an unanticipated event.
This design complements the tax-bracket DD design, where elasticities
are identified using cross-sectional variation in the size of tax-cuts. This
design has the comparative advantage of being able to identify labor
supply responses of the whole population, both along the extensive and
intensive margins, allowing me to paint a more complete picture than in
the previous section.

similar results.
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1.5.1 Research Design

Intuition and Graphical Illustration. Before drawing up the details
of the estimation and presenting results, I use a stylized graphical exam-
ple to describe the intuition behind the life-cycle difference-in-difference
approach. For this purpose, I borrow the model in MaCurdy (1981) and
the associated graphical representation. More details on the model and
the example are provided in Appendix 1.F.

Following an example given in MaCurdy (1981), first consider com-
paring two individuals, A and B, for which Figure 1.3 draws their life-
cycle wage profiles. As the two individuals are similar in all aspects, they
have the same life-cycle wage profile at all ages, except at age t′ when B
is treated with an unanticipated wage increase of ∆ that lasts a single
period. This causes B’s labor supply at age t′ to be higher than that of
A by ε×∆, but lower by a small income effect, where ε is the Frisch elas-
ticity.26 In this experiment, ε can be estimated by relating the difference
in working hours of A and B at age t′ to the wage difference ∆.

In my empirical setting, there exists no comparison such as between
A and B. However, since individuals experience the tax-free year at dif-
ferent points over their life-time, an alternative comparison allows me to
estimate the Frisch elasticity. To illustrate that comparison, Figure 1.3
plots a wage profile for individual C who is identical to B except that
he receives the unanticipated wage increase when he is one year older,
at age t′′. As documented by the figure, at age t′, individual C is the
counterfactual for B, as they follow the same wage paths. Therefore, the
intertemporal elasticity ε can be estimated by relating the wage increase
∆ to the difference in labor supply of B and C at age t′, when C has not
received the wage increase. My research design builds on this idea.

Matching Procedure. The research design leverages two features.
26As I discuss in Appendix 1.F, a one-period wage change as depicted in Figure

1.3 results in a change in B’s life-time labor supply due to an income effect arising
from the fact that the rise in wages increases the income in that year even if the
labor supply is unchanged. This is different from the tax-free year, where the income
remains unchanged at the same labor supply as the year before.
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Figure 1.3: Life-cycle DD Research Design Illustrated Using a MaCurdy
(1981) Graph

First, from the individual’s perspective, at which age she experiences a
tax-free year was as good as random. Second, absent a tax-free year, the
labor supply of similar individuals is likely to follow similar paths over
their life-cycle. Therefore, for a given worker experiencing a tax-free
year, workers in other birth cohorts with similar characteristics, when
observed at the same age, are likely to constitute a good counterfactual.

A key challenge is to pair workers being treated with a tax-free year
to an appropriate comparison group with a parallel life-cycle labor sup-
ply trend, which can be pinned down using difference-in-differences. To
this end, I construct a control group by implementing a “Coarsened Ex-
act Matching” (CEM) procedure (Iacus et al., 2012), where each birth
cohort is paired with individuals of the same age and lagged characteris-
tics in other birth cohorts. The general argument for applying matching
in observational studies is to achieve a balance in covariate distribu-
tions across treatment and control group, with the aim of replicating
a randomized experiment as closely as possible (Rosenbaum, 2002; Ru-
bin, 2006). As opposed to methods relying on estimating a propensity
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score, CEM is a nonparametric procedure to achieve a sample balance ex
ante. Therefore, with reference to the design of randomized experiments,
the method enables me to construct “blocks” within which individuals
may be expected to follow similar trends in labor supply, but receiving
treatment at a given age is plausibly random.

For each birth cohort, the control group is selected from the adjacent
birth cohort, born one year earlier. That is, workers at a given age in 1987
are matched to workers at the same age in 1986. I make this restriction
in order to achieve three goals. First, this limits the set of workers to be
paired to those that are most likely to be comparable in their life-cycle
patterns of labor supply as well as other aspects. Second, this allows
me to restrict the sample period for both the treatment and control
groups to 1987 and earlier, enabling me to exclude later years where
labor supply may be influenced by the tax-free year itself or changes
in the tax code taking place in 1988, thus escaping possible effects of
the reform on the control group. Third, and importantly, the control
group within each birth-cohort pair does not experience a treatment
until after the end of the sample period.27 Within adjacent cohort pairs, I
further match on a set of characteristics other than age that may correlate
with trends in labor supply. I limit the set of characteristics to gender,
marital status, number of children, location dummy for living in the
capital area, education coarsened into 3 levels (compulsory, junior college
and university), and lagged labor income coarsened into deciles. Given
the general set of characteristics, I have a broad support and am able
to match 99.98% of the sample.28 Cases where no match is found are
dropped and in cases of multiple matches, observations are weighted
according to the size of the treatment group.29

27This setup allows me to circumvent the problems discussed in Borusyak and Jar-
avel (2018) related to event-study designs where the control group eventually becomes
treated within the sample period.

28Due to the “curse of dimensionality”, the nonparametric matching procedure
delivers fewer matches the larger the set of characteristics matched on. As a robustness
check, I have also performed matching with more characteristics, including occupation
and sector, arriving at broadly similar results.

29As a robustness check, I have performed one-to-one matching, which delivers
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The matching procedure provides a sample of treatment and control
groups that are comparable in factors confounded with trends in labor
supply behavior. However, my research design does not impose the as-
sumption that outcomes measuring the labor supply of the comparison
groups are at an equal level. Rather, it assumes that they follow parallel
life-cycle trends in labor supply. Therefore, causal effects are obtained
using difference-in-differences. In this way, I leverage the advantages of
matching in generating comparable treatment and control groups and
DD to difference out unobserved differences.

Identifying assumptions and graphical example. The primary
identifying assumption is that, in the absence of a tax-free year, the
labor supply of similar individuals in adjacent cohorts would have
followed parallel life-cycle paths. In addition, the research design rests
on the assumption that labor supply only deviates from these life-cycle
trends in 1987 due to the tax-free year.

Figure 1.8 provides a graphical example illustrating the research de-
sign for a sample of three birth cohorts, born in 1940, 1939 and 1938.
Panel (a) plots the marginal tax rates, illustrating the staggering of when
the birth cohorts experience the tax-free year over their life-time. In
panel (b), I plot the average weeks worked, documenting that these co-
horts work on average about 51 weeks in normal years, but increase their
working time to about 53 or 54 weeks in the tax-free year. Panel (c) plots
the evolution of real labor earnings, normalizing the averages to 100 in
1986. The figure documents similar trends among the three cohorts in
the years prior to 1987 but a clear temporary divergence from that trend
in the tax-free year. I make that point clearer in panel (d), which plots
the difference in earnings for each cohort relative to the cohort born
one year earlier. This removes the common trend and illustrates the
clear differential change in earnings. The figure lends support to the key
identifying assumption underlying my research design, illustrating how
adjacent cohorts follow similar life-cycle trends in labor supply.

similar results.
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A potential threat to identification would be if there were shocks
contemporaneous to the tax-free year that influence the outcome of the
treatment group relative to the control group. An example of such threats
would be shocks to labor demand leading to an increased labor input
in equilibrium and a reverse causality. A potential scenario would be
that some sectors or occupations were hit by shocks in the tax-free year
which would influence their labor market outcomes and be captured by
my estimates. In general, such a shock would be a cause for concern as
the results might be driven by particular subgroups receiving additional
treatment. I evaluate the robustness of my result to these concerns below.
Moreover, and importantly, no other reforms coincided with the tax-free
year, such as changes to social security or taxes on firms. The only change
to individuals’ taxes and benefits in 1987 was that income taxes were
zero. Lastly, I emphasize that while macroeconomic shocks unrelated to
the tax-reform would invalidate the life-cycle DD design, it identifies the
market-wide impact of a change in wages, including equilibrium effects
arising from the reform.

Empirical Framework and Estimating Equation. The sample con-
sists of individuals i belonging to birth cohorts c, where c denotes year
of birth. Age is defined as a = t− c, where t is “calendar time”. I denote
the age at which a birth cohort experiences the tax-free year treatment
by Ac = 1987− c. As emphasized and illustrated in the above examples,
the relevant concept of time in this empirical framework is life-time, i.e.
age. In that context, it is useful to refer to age cohorts as the group of
individuals who are being observed at the same points in their life-time.

As described in detail above, workers at age a from cohort c are
matched to workers of the same age a from the adjacent birth cohort
c − 1. Matched cohort-pairs {c, c − 1}, i.e. age cohorts, are denoted by
g. Within each age cohort g, I define “event time” as k = a−Ac, or age
relative to age at the event of treatment. Then, I define the treatment
indicator as Dgk = 1 if a = Ac, but zero otherwise. All age cohorts
are observed during and prior to the treatment event. Importantly, this
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implies that the treatment indicator Dgk uniquely defines the treatment
group (c) and the treatment period within each age cohort, as the control
group (c − 1) does not experience the treatment until after the end of
the study period.

Using this notation, the difference-in-differences are estimated by:

yik = αig + δk + η ·Dgk +X ′ikγ + µik (1.3)

where yik measures the outcome of interest for individual i at event time
k, αig are match-group fixed effects, i.e. fixed effects for each cell (or
block) within which individuals are matched, which absorbs the aver-
age differences between the treatment and the control group, and δk are
event-time fixed effects. The vector Xik collects characteristics that we
may want to control for, but that are not used in the matching process,
such as occupation and sector fixed effects. The error term, µik, captures
other determinants of labor supply. To address potential concerns regard-
ing serial correlation in outcomes within groups across periods (Bertrand
et al., 2004), I cluster standard errors µik at the match-group level. Esti-
mating equation (1.3) for the sample of all age cohorts, the difference-in-
differences coefficient η gives an estimate of the average treatment effect
on labor supply across the population. In order to obtain an estimate of
the (semi-) elasticity of labor supply, I estimate the following equation:

yik = αig + δk + ε · log(1− τik) +X ′ikγ + νik (1.4)

where the logarithm of the net-of-tax rate log(1−τik) is instrumented by
the treatment indicator Dgk. An estimate of the labor supply elasticity is
then created by the coefficient ε which, when equation (1.3) is estimated
for the sample of all age cohorts, is the average across the population.

1.5.2 Regression Results

In Table 1.5, I report estimates of the labor earnings elasticity. The table
is organized in the same way as those in Section 1.4, where the bottom
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row reports the first-stage estimates, the middle row reports the reduced
form and the top row reports elasticity estimates. The top row of Column
(1) reports an elasticity estimate of 0.654, which is highly significant at
the 1% level. In Column (2) I include both occupation and sector fixed
effects with the aim of absorbing e.g. demand-side shocks contemporane-
ous to the tax-free year that might affect the estimates. Now estimates
are identified from the variation within sectors and occupations. As doc-
umented by the table, the estimates are almost identical to those in Col-
umn (1) and the estimates are therefore insensitive to these controls.30

In Column (3) I include individual fixed effects, which also produce a
similar estimated elasticity as in the two prior specifications.

When interpreting these estimates and comparing them those pre-
sented earlier, it is important to bear in mind that they do not only
incorporate intensive margin responses, as those reported in Section 1.4,
but also extensive margin responses. Different from the tax-bracket DD
design which, by construction, excluded workers that were out of the
labor force or part-time employed, the current method is able to identify
responses for the entire working-age population, measuring the average
aggregate elasticity.

Table 1.6 reports the effect on weeks worked. The semi-elasticity
of weeks worked, documented in the top row of Column (1), is 3.014
additional weeks. Based on pre-reform averages, this translates into an
elasticity of about 0.078 (3/38.37). Controlling for occupation and sector
fixed-effects in Column (2) and individual fixed effects in Column (3)
results in similarly sized estimates.

As emphasized above, an important motivation underlying the de-
velopment of the life-cycle DD design is its suitability for studying labor
supply responses of workers that are marginally-attached to the labor
market and extensive margin responses. Recall that the estimates re-

30Occupation and sector fixed effects are defined based on the previous year’s
employment and job status. Workers that do not have an occupation and sector,
i.e. who are not employed, are allocated to a residual group. While not reported,
the results are also robust to including occupation×period and sector×period fixed
effects.
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ported in Section 1.4 implied a zero differential employment response
across tax brackets. Table 1.7 reports employment semi-elasticity esti-
mates, where the dependent variable is, as before, an indicator for labor
earnings exceeding the base income level. Since an individual’s decision
whether to enter or exit the labor market is likely based on the total
financial incentives of working which, in turn, are influenced by the dis-
incentives generated by the tax burden he expects to bear if employed,
the employment semi-elasticity relates the employment probability to
the avergage tax rate that individuals face if working rather than the
tax paid on the marginal dollar earned.31 As documented in the top
row of Column (1), this produces an employment semi-elasticity of 0.068
which is highly statistically significant. That is, the estimate implies that
a 10% decrease in the take-home pay increases the employment rate by
about 0.7 percentage points. In Column (2) I include individual fixed ef-
fects, finding a similar effect. This result highlights that the tax-free year
generated a modest but both economically and statistically significant
effect on employment.

Robustness. I have conducted further analyses along several dimen-
sions in order to evaluate the robustness of the results reported above. I
document the main findings below.

Iceland being a small open economy, macroeconomic volatility has
traditionally been driven by external shocks, such as in exports, or shocks
in its natural resources, e.g. biological shocks in fish supply. At the time
of the tax reform, the Icelandic economy had been in an upswing where a
key driver of the growing economy was a booming fishing sector. Marine
exports had been growing strongly following a positive terms-of-trade
shock, mainly due to higher fish prices in North-America and other close
markets. While on a downward trend throughout the 20th century, fish-
ing and fish processing constituted about 15% of GDP in the 1980s and
this sector employed about the same share of workers. Therefore, there

31The average tax rate is the ratio of the income-tax payments and income-tax
base. Employment semi-elasticity estimates relate the employment rate to the net-of-
average-tax rate.
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might be a concern that my results are influenced by some form of export
or fishing-sector shock. To evaluate this claim, I perform my analysis on a
sample excluding all workers and firms in the fishing and fish processing
sector. Reported in Appendix Table 1.34, I find my results to be very ro-
bust to this exclusion. I have also carried out my analysis separately for
workers employed in the tradable and non-tradable sectors separately,
estimating similar but slightly larger estimates for the latter.

Another concern that the reader might have is whether my estimates
are picking up some differential trends or shocks in labor supply (or
demand) around the timing of the tax reform, either in the economy as
a whole or for particular cohorts. Naturally, this concern cannot be ruled
out or tested directly. However, as a way of evaluating its plausibility, I
conduct placebo tests for the years leading up to the reform as ‘placebo
tax-free years’. More precisely, I first drop 1987 from my sample and
then follow the same procedure as described in Section 1.5.1, estimating
equation (1.3) for each cohort. Reassuringly, as documented in Appendix
Figure 1.30, placebo-year coefficients are scattered around zero and are
rarely statistically significant, indicating no systematic patterns or false
positives, while the corresponding estimates for the tax-free year are
always orders of magnitudes larger.

Triple-differences. Although the life-cycle DD design allows for identi-
fying labor supply elasticities from differences between individuals likely
to be on parallel life-cycle trends, I cannot rule out the possibility of
aggregate shocks, other than the tax-free year, affecting my estimates.
To further evaluate the robustness of the results, I develop a research
design that marries the life-cycle DD and the tax-bracket DD in a triple-
difference (DDD) design.32 In this empirical strategy, differences across
adjacent birth cohorts are augmented with within-birth-cohort differ-
ences across tax brackets. The benefit of this design is that, in addition
to comparing similar individuals expected to be on similar life-cycle la-

32For earlier examples of studies employing triple difference designs, see, e.g., Gru-
ber (1994) and Chetty et al. (2009).
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bor supply paths, it differences out all possible common time effects,
reducing the identifying variation to cross-sectional variation only.

Table 1.8 reports the results for the three main outcomes. The elastic-
ity of earned income is 0.431.33 As expected, this is similar to estimates
using the tax-bracket DD but lower than estimates using life-cycle DD,
which also incorporates equilibrium effects. The semi-elasticity on weeks
worked is about 2.5 weeks. The employment semi-elasticity is close to
zero and not statistically significant.

1.6 Discussion of Frisch Elasticity Estimates

1.6.1 Summary of Elasticity Estimates

Figure 1.9 provides a summary of estimates of average Frisch elastic-
ity across the two adjustment margins using the two research designs.
Employing the tax-bracket DD design, I estimate an elasticity of 0.374.
Based on the structure of the estimation method, and the fact that it
identified no effect on employment, I interpret this estimate as an in-
tensive margin elasticity. Using the life-cycle DD design, I estimated an
average elasticity of 0.654, which captures both intensive and extensive
margin responses. The employment elasticity, measuring extensive mar-
gin responses, is 0.068.

Two main factors separate my estimates from the two designs. First,
as the tax-bracket DD identifies elasticities from a cross-sectional vari-

33The estimating equation, which combines equations (1.3) and (1.1), is:

yik =αig + δk + bracketi,k−1 + αig × bracketi,k−1 + βDDgk+

βBBi,k−1 + η ·Dgk ×Bi,k−1 + X ′ikγ + νik

The coefficient of interest is η, which identifies the triple-difference. This captures the
variation in labor supply specific to the treated birth-cohorts (relative to the control
birth-cohorts), for the workers in high-tax brackets (relative to those in low tax brack-
ets), during the tax-free year (relative to the years before). As before, the elasticity of
labor supply is identified by estimating a version of the equation above that includes
the logarithm of the net-of-tax rate log(1− τik), which is then instrumented with the
triple-difference interaction term Dgk × Bi,k−1. To enhance the comparison between
the two research designs, Table 1.8 reports estimates based on the same sample as in
Section 1.4. However, estimates for the full sample are broadly similar.
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ation in tax rates, the estimates are restricted to the employed popu-
lation. Second, as the life-cycle DD exploits both the time-series and
cross-sectional variation, it will incorporate all macroeconomic effects in
the tax-free year, including equilibrium effects. In order to arrive at com-
parable estimates based on the two methods and to get an estimate of the
size of these equilibrium and aggregate effects, I first apply the life-cycle
DD method to the same sample that was used in the tax-bracket DD
estimation. The elasticity estimate of 0.529, reported in Appendix Table
1.33, can be compared to the intensive margin elasticity estimates using
tax-bracket DD. The difference between the two is that the tax-bracket
DD differences out all common effects of 1987. In order to get an estimate
of the magnitude of these effects, I apply the triple-difference method,
yielding an estimate of 0.431. The difference between the two estimates is
0.10. This implies a positive equilibrium effect, or a multiplier, of about
one-fifth of the size of the intensive-margin elasticity.

What does this estimate capture? As an example, an increased de-
mand for child-care services from parents working longer hours might
lead to longer hours of child-care providers in equilibrium, which them-
selves face temporarily lower taxes. Another example would be an in-
crease in restaurant labor as a result of an increased demand for restau-
rant services combined with an increased willingness of restaurant work-
ers to work longer hours. Both of these would lead to more labor input
in equilibrium during the tax-free year. However, since this estimate will
also include non-reform macro shocks on work, I am cautious in this
interpretation.

1.6.2 Comparison to Previous Estimates of Frisch Elas-
ticity

Due to its centrality in economic theory and for policy evaluation, most
work on labor supply focuses on obtaining elasticity estimates. Therefore,
results can be compared across studies. To obtain a point of reference, I
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conduct a meta-analysis of previous estimates in Figure 1.10.34

While much work exists studying labor supply responses to perma-
nent or long-lasting changes in pay, much less evidence exists on re-
sponses to temporary changes.35 Figure 1.10a summarizes estimates of
intensive-margin Frisch elasticities. The figure is organized in three sec-
tions by the samples studied, from left to right: the population (either
as a whole or a representative sample), prime-aged men and specific oc-
cupational groups. For reference, I also plot (circled in orange) estimates
for the corresponding sample in my study. As documented in the figure,
there exists very limited evidence representing the population.

Close studies. My paper stands closest to two earlier studies. Bianchi
et al. (2001) highlight the rare opportunity that the tax-free year offers
to study labor supply. Using a random sample of 9,300 individuals, they
compare outcomes in the tax-free year to the year before and the year
after and report strong responses. However, two reasons make it chal-
lenging to compare their estimates to those of others, including mine.
First, as the authors document, employment and output had been on
an upward trend in the years prior to the reform. This makes it diffi-
cult to separate the responses to the tax-free year from pre-trends and
the business cycle. In the current paper, I take this concern seriously
by using difference-in-difference and matching methods to generate com-
parable treatment and control groups on common trends prior to the

34I do not attempt to provide an exhaustive survey, but rather to provide an
informative comparison. Extensive surveys of the literature on labor supply elasticities
include Killingsworth (1983), Pencavel (1986), Blundell and MaCurdy (1999), Meghir
and Phillips (2010) and Keane (2011).

35For estimates of Hicksian and Marshallian elasticities, see e.g. the following stud-
ies. US: Feldstein (1995), Auten and Carroll (1999), Goolsbee (2000), Gruber and Saez
(2002), Kopczuk (2005) and Giertz (2007); UK: Brewer et al. (2010); Canada: Silla-
maa and Veall (2001), Saez and Veall (2005); Denmark: Kleven and Schultz (2014),
Chetty et al. (2011); Norway: Aarbu and Thoresen (2001); Sweden: Hansson (2007),
Blomquist and Selin (2010), Gelber (2014); Poland: Kopczuk (2012). While a standard
model of labor supply allows for comparing these elasticities to the Frisch elasticity
via the income effect and the intertemporal elasticity of substitution of consumption,
there exists a limited consensus on these effects, making an inference about the size
of the Frisch elasticity difficult. I revisit this connection in Section 1.6.
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reform and then difference out common trends and unobserved differ-
ences. Second, due to limited available data at the time, the estimates
in Bianchi et al. (2001) are based on average tax rates in 1986. In order
to enhance the comparability, I compute an elasticity of 0.77 using aver-
age changes in earnings reported in their study and my computation of
average marginal tax rates in the population.36 This difference between
their elasticity estimate and mine, which is about half its size, is that it
does not separate labor supply responses during the tax-free year from
employment and business cycle trends, equilibrium effects, as well as the
effects of changes to the tax system taking place in 1988.

Martinez et al. (2018) estimate a Frisch elasticity using a tax reform
in Switzerland. Switzerland changed the base for income taxation from
the previous two years’ income to pay-as-you-earn. As a result, the reform
led to a two-year tax holiday. Using staggering of the reform across can-
tons, the authors estimate a small elasticity of 0.05 with a small standard
error. In contrast, my intensive margin estimate of 0.374 is almost an or-
der of magnitude larger. This difference, in particular the small response
of Swiss workers, is surprising. Given that the tax holidays in Iceland
and Switzerland both created clear and strong incentives for workers to
temporarily increase their labor supply, why do they generate such dif-
ferent responses? There are at least three candidate explanations. First,
it may reflect differences in the degree of adjustment and organizational
frictions between the Icelandic and Swiss labor markets. As I highlighted
in Section 1.2.2, the Icelandic labor market is more flexible and less reg-
ulated than labor markets on mainland Europe, closer to what is found
in the US labor market. As I will document in the coming sections, la-
bor supply responses vary substantially across workers depending on the

36More specifically, based on information in Table 6 in Bianchi et al. (2001), I
compute the elasticity as the weighted average percentage change in earnings for men
and women in 1987 relative to the average in 1986 and 1988, divided by the change in
net-of-tax rates for the same years. The standard error is computed from the standard
errors reported for the changes in earnings using the Delta method. I interpret this
as an intensive-margin elasticity as the calculations are based on individuals working
in 1986. This is the same procedure as that used in Chetty (2012), whereas their
calculations are based on averages across the tax-bracket schedule.
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flexibility of their work arrangements. It is not unlikely that the same is
true across countries. Indeed, Martinez et al. (2018) report a relatively
large elasticity of 0.3-0.4 for the subpopulation of self-employed workers,
a group which is likely to have more flexibility in labor adjustment than
the average worker. Second, the methodology in Martinez et al. (2018)
compares average outcomes in areas experiencing a tax holiday to others
undergoing a reform in different years, identifying reduced-form aggre-
gate responses. This includes the direct effect, where workers faced with
larger tax cuts have stronger incentives to shift labor supply to years
without taxes, as well as all indirect equilibrium effects, negative and
positive. While negative local-labor market equilibrium effects cannot be
ruled out as one possible explanation, strong negative equilibrium effects
would be inconsistent with my results for Iceland, which indicate that
the tax-free year generated positive equilibrium effects. Third, unlike the
reform in Iceland, the reform in Switzerland may have been, at least to
some extent, anticipated. The federal tax law was passed in 1990, fol-
lowing which the cantons were free to adopt the new system when they
wanted. The earliest switching cantons had a tax holiday in 1997 and
1998. If the anticipation effects are strong, workers may choose to work
less in the years before the tax holidays, and thus intertemporally substi-
tute labor supply towards the tax-free years. Unfortunately, as reported
in Martinez et al. (2018), the data are missing for the early switching
cantons when suitable control groups for such an analysis are available,
rendering it infeasible to answer this question empirically. However, one
might also expect that the anticipation effects would lead to stronger
responses during the tax holiday. Therefore, of these three, differences
in labor-market flexibility seem to be the most plausible explanation for
the differences in labor supply responses.

In recent work, Stefánsson (2018) revisits and extends the analysis in
Bianchi et al. (2001). Using difference-in-differences across tax-brackets,
he provides earnings elasticity estimates implying a lower Frisch elasticity
than found in Bianchi et al. (2001). These estimates are complementary
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to the analysis I present in Section 1.4.37 Relying on the details of my
new data set, such as information about working time, characteristics of
jobs and information about work on different jobs that people hold, the
focus of the current paper is on studying the mechanisms behind peoples’
responses and their heterogeneity, revealing the anatomy of labor supply
responses. Stefánsson (2018) focuses on adjusting elasticity estimates to
potential biases due to income effects from the reform and heterogeneity
in elasticities. Notably, his results imply a very limited bias due to income
effects. This is comforting and in line with the fact that the tax-free year
did not create a cash-flow effect as income taxes are due every year.
However, his analysis indicates that a bias due to heterogeneity may be
significant. Importantly, the effect of such a bias can be limited by, e.g.,
using the life-cycle difference-in-difference strategy that I introduce in
Section 1.5.

Other earlier work. Most of the existing evidence on Frisch elasticity
is based on regressions of working hours on wages of prime-age men,
predominantly in the Panel Study of Income Dynamics (PSID) in the US.
This includes the seminal studies of MaCurdy (1981) and Altonji (1986).
As Figure 1.10a illustrates, the estimates reported in this literature tend
to be small and imprecisely estimated and often statistically insignificant
from zero. There are several reasons why my estimates might differ from
this literature. First, the instrumental variable approach used in much
of this literature is based on individual characteristics, traditionally age
and education, as predictors of changes in wages.38 While this literature
brought the insight that these factors can be good predictors of the level

37In most cases, the set of tax-bracket comparison groups differs from my main
analysis, which pools together the estimates for the three top tax-brackets in a
weighted average elasticity. However, when comparable, as in my Appendix Table
1.23, the earnings elasticity estimates presented in the two papers are broadly simi-
lar.

38The study by Pistaferri (2003) differs from others in this literature. He uses an
unusual approach, exploiting a question on expected earnings in the Bank of Italy
Survey on Households’ Income and Wealth. He estimates a life-cycle model using
people’s subjective beliefs about earnings to isolate unexpected variation in wages
from expected variation.
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of wages, later work has found them to perform poorly in predicting
changes, leading to weak instruments (Keane, 2011). In addition, these
characteristics may also predict individuals’ taste for leisure, something
that would violate the exclusion restriction. Second, there has been much
emphasis on issues of measurement in survey data on wages and hours,
the PSID data set in particular, which may lead to either a positive or
a negative bias (see, e.g., Heckman, 1993; French, 2004a; Barrett and
Hamermesh, 2017).39

Small and insignificant earlier estimates may reflect both the empiri-
cal challenge of estimating Frisch elasticity and adjustment frictions and
inattention to small changes in pay. This has motivated several stud-
ies that study particular occupations, such as bicycle messengers and
taxi drivers, for whom finding exogenous changes in wages is plausible
and who are more free in choosing their daily labor supply. Summarized
in Figure 1.10a, a finding that clearly emerges from this literature is
that these groups are particularly elastic. For reference, the figure also
presents my elasticity estimate for the subsample of taxi and transporta-
tion drivers, which is larger than my population estimate. While these
studies provide clear causal estimates of elasticities pertaining to partic-
ular subgroups in an environment with minimum frictions, it is not clear
how informative they are for learning about business cycle variation in
employment for the average worker and the economy as a whole. For
example, while Fehr and Goette (2007) find a very elastic behavior of
Swiss bike messengers, the evidence in Martinez et al. (2018) indicates
that their findings are not representative of the Swiss population.

Figure 1.10b reports estimates of extensive margin Frisch elasticity.40

Apart from Martinez et al. (2018), who estimate a Frisch elasticity of zero
39In addition to the quasi-experimental literature surveyed here, an extensive lit-

erature estimates Frisch elasticity using structural methods. In appendix Figure 1.19,
I survey estimates from prominent papers in this literature. A general pattern that
emerges is that my estimates are closer to the parameter values reported in this
literature than to the estimates I have surveyed above.

40For a recent meta-analysis of extensive margin elasticities, see Chetty et al.
(2013).
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during the Swiss tax holidays, and Carrington (1996), studying employ-
ment in Alaska during an oil pipeline boom in the 1970s and documenting
a very large employment response, the existing evidence is concentrated
within the population of workers close to retirement. Consistent with
this literature, I document extensive-margin responses of older workers.
However, the strongest employment responses in my sample are among
the youngest cohorts, for which no previous estimates exist.

1.6.3 How Large is the Elasticity of Intertemporal Sub-
stitution in Consumption?

In standard models of life-cycle labor supply, the Frisch elasticity is re-
lated to the Hicksian and Marshallian labor supply elasticities through
the income effect and the elasticity of intertemporal substitution in con-
sumption (EIS). Using this relation, in combination with earlier empirical
estimates, we can learn about the size of the other labor supply elastici-
ties and the EIS implied by my estimates. A model with time-separable
utility in consumption and leisure gives the following relationship be-
tween the intensive-margin Frisch elasticity and other key parameters of
the model (Ziliak and Kniesner, 1999; Browning, 2005):

εFrisch = εHicks + ρ ·mpe2 A

wh
(1.5)

where ρ is the EIS, mpe is the marginal propensity to earn (MPE) out of
unearned income, i.e. the income effect, and A

wh is the ratio of wealth to
labor income.41 Therefore, my estimates can be related to the existing
empirical evidence on these effects. The most prominent estimates of the
MPE are based on estimates of the effect of winning a lottery, e.g. Im-
bens et al. (2001) and Cesarini et al. (2017) and receiving an inheritance

41Similarly, via the Slutsky equation, the model gives a relation between the Frisch
and the Marshallian elasticities:

εFrisch = εMarshallian −mpe+ ρ ·mpe2 · A
wh

(1.6)
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(Nekoei and Seim, 2018). In my calculations, I use an MPE of 0.11 im-
plied by the estimates in Imbens et al. (2001).42. Then, I use data from
individual tax returns to calculate a median A

wh ratio of 2.59.
Figure 1.11 maps my Frisch elasticity estimate of 0.374 into Marshal-

lian and Hicksian elasticities on the y-axis and the IES on the x-axis. In
a recent meta-analysis, Chetty (2012) reports an average Hicksian elas-
ticity of 0.33. In line with existing evidence on the income effect, it is
reassuring to find that the difference as compared to my Frisch elasticity
is small. The two vertical lines in Figure 1.11 mark existing estimates of
IES, first an average IES of 0.5 across 169 studies surveyed in Havránek
(2015), and an average IES of 0.9 across 33 studies published in the top 5
general interest journals. A combination of estimates of Frisch, Hicksian
and MPE implies an IES close to or larger than 1.

1.7 Anatomy of Labor Supply Responses

I have uncovered strong labor supply responses to the temporary work
incentive generated by the tax-free year. If there is significant hetero-
geneity in behavior at the micro level, estimates of the average labor
supply elasticity do not identify a structural parameter. Aggregation is-
sues and nonlinearities imply that the aggregate elasticity will depend
on the demographic structure of the economy (Attanasio et al., 2017).
This implies that understanding business cycle fluctuations in employ-
ment and improving public policies requires knowing how labor supply
responses are influenced by individuals’ characteristics and constraints,
and how those factors shape the margins of response. However, due to
the lack of large-scale natural experiments and detailed microdata, pre-
vious work has been unable to study the macroeconomic relevance of

42While MPE cannot be separately estimated from the marginal propensity to save
(MPS), Imbens et al. (2001) study a setting where lottery winnings are paid out as
installments over 20 years, enabling them to argue for MPS close to 1 (they use 0.9).
Studies of MPE out of inherited wealth report larger estimates than what are found
for lottery winners. For a further discussion of this literature and a meta-analysis of
the estimates, see Nekoei and Seim (2018)
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heterogeneity.
One may approach this analysis from two vantage points. Based on

theory of labor supply, where the Frisch elasticity measures the intertem-
poral exchange of time on and away from market work, one approach is
to study how increased working time comes at the expense of less leisure,
less home production, and less human-capital production. This would be
a functional approach. An alternative is to study how institutions, such
as the family and the workplace, shape the ways in which individuals
arrange and adjust their working time. This approach, which I follow,
can be described as an institutional approach.

1.7.1 What Features Shape Labor Supply Responses?

In studying heterogeneous responses, how can we systematically direct
our attention in the most productive directions? There are multiple mar-
gins along which heterogeneity may arise and a vast literature provides
a range of standing theories. My approach is to use machine-learning
methods as a way of drawing up a roadmap, uncovering signposts that
give the most important directions, and then arrange my analysis around
those landmarks.

My methodology involves four steps. First, I estimate labor supply
elasticity at the individual level using life-cycle DD, matching each indi-
vidual to a counterfactual constructed from a group of individuals with
the exact same characteristics. Next, I use the random forest algorithm,
developed by Breiman (2001), to predict labor supply elasticity using a
broad set of characteristics.43 Third, I exploit the comparative advantage
of the random forest algorithm relative to other machine-learning meth-

43Athey and Imbens (2016) and Wager and Athey (2017) develop a methodology
that uses random forests to estimate heterogeneous treatment effects. This method-
ology relies on random assignment and can therefore be readily applied to RCTs.
Differently, my research design builds on difference-in-differences, implying that their
method cannot be readily applied. Therefore, I use my research design to first ob-
tain causal effects at the individual level and then use the random forest algorithm
to characterize the heterogeneity in the effects. I then proceed to a more thorough
analysis guided by the patterns revealed.
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ods, allowing me to rank characteristics by their importance. Fourth,
I proceed by arranging my analysis around the set of most important
predictors.

Figure 1.12 plots the relative importance of characteristics in predict-
ing labor supply elasticity, measured with the gain achieved by splitting
along the dimensions of a given characteristic. The characteristics used in
the random forest prediction can be broadly categorized into two groups:
characteristics of the individual, such as gender and age, and character-
istics of his job and employment arrangement, such as occupation and
working time. The figure presents results from three models. First, pre-
sented in the first bar, a model only based on individual characteristics
highlights age to be an important feature, followed by whether and how
many children individuals have. In the second bar, I present a model
based only on employment and job characteristics, which are all defined
in pre-reform values. It highlights the importance of weeks, which bun-
dles the importance of weeks worked in three pre-reform years, as well
as labor earnings and net wealth. The third bar plots results from a full
model, incorporating both individual and employment characteristics,
as well as characteristics of spouses of married individuals. It documents
that working time in the years prior to the reform is the single most
important feature.44 This is followed by earnings, age, wealth, measures
of spousal labor-market activity, and then characteristics of jobs, such
as sector, occupation and firm size. Following the pattern it reveals, my
analysis will evolve around and illustrate the importance of three themes.
First, labor-market attachment, which is highlighted by the importance
of working time, age, earnings, and wealth. Second, the importance of
flexibility of employment arrangement is highlighted by the weight of
weeks worked and characteristics of jobs. Third, family ties and coordi-
nation is highlighted by the importance of spouses’ labor market activity
and children. I now study these themes in turn.

44Appendix Figure 1.31 plots a decision tree with the most important splits. It
documents that the single most important split is whether working more or less than
25 weeks in 1985.
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1.7.2 Labor Market Attachment

Figure 1.13a plots the elasticity of earned income by age. As explained in
Section 1.5, the life-cycle DD design builds on pairwise cohort-by-cohort
differences and therefore naturally produces separate elasticity estimates
by cohort. Figure 1.13a plots separate estimates for each cohort by age
in 1987.

The figure displays a very interesting pattern. For the prime-age pop-
ulation, the elasticity is stable and between 0.4 and 0.5. Older cohorts
display slightly stronger responses, in particular those at or around the
statutory retirement age of 67.45 The young cohorts – between the age
of 18 and 30 – display the largest elasticities, as high as 2 among the
youngest cohorts. Although the elasticity is largest only for the few
youngest cohorts, this has an important implication for the aggregate
elasticity. The population aged 18-30 corresponds to about 22% of the
population, which pulls up the average elasticity depicted with a solid
horizontal line. In a similar fashion, Figure 1.13b explores the hetero-
geneity in extensive-margin responses, plotting the employment semi-
elasticity by age. This figure highlights that the modest aggregate em-
ployment responses reported in Section 1.5 mask an important hetero-
geneity. All employment responses are driven by workers younger than
25 and older than 60, with the former group displaying a very elastic
employment behavior. For the prime-age population, the employment
elasticity is zero.

Strong labor supply responses of the youngest and oldest cohorts
highlight the importance of labor-market attachment. In particular, the
young cohorts, most of whom are out of the labor force, part-time em-
ployed or at early stages in their careers, are likely to have more of their
time endowment available to be exchanged for more working time at the
expense of leisure and other activities. Indeed, the evidence presented in
Figure 1.12 demonstrates the interplay between age and working time,

45While workers receive pension and are eligible for old-age benefits from age 67,
it is common to retire later and some choose to retire earlier, e.g. at the time when
their spouse reaches the statutory retirement age.
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highlighting that age is less important on its own when interacted with
weeks worked pre reform.46 In addition, the fact that elasticities are
larger for cohorts close to retirement than the prime-age population
rhymes with anecdotal evidence of some pensioners having postponed
retirement in 1987 to earn tax-free income.47

1.7.3 Flexibility of Employment Arrangement

The canonical model of labor supply assumes that workers hold a single
job on which they can flexibly choose their hours of work.48 As a result,
workers choose to work the number of hours that maximizes their utility
at the given wage. Since hours can be varied freely, workers are always on
their labor supply curve and preferences determine the hours response
to wage changes.

A growing literature casts doubt on this assumption, proposing that
workers face various adjustment frictions. Hours may be constrained by
inflexibility in work schedules, e.g. working 9 to 5, worker’ ability to get
remunerated for additional hours, or bound by other structural and or-
ganizational frictions. As a result, empirical estimates of short-run labor
supply elasticities will be muted as actual hours cannot be easily adjusted
to a new desired level in the event of a wage change. In what follows, I
study how such adjustment frictions influence the heterogeneity in labor
supply responses.

Hours Constraints. Although the notion of hours constraints may be
clear from a theoretical standpoint, empirical measures, or even indica-

46As I document in Appendix Figure 1.31, plotting a ‘tree’ with the most important
splits in my random forest prediction, being younger or older than 29 is the second
most important split, following the split between working more or less than 25 weeks
in 1985. This age cut-off is well supported by Figure 1.13a.

47At the statutory retirement age of 67, individuals become eligible to receive old-
age benefits, conditional on having earnings below a certain threshold. According to
records of the Social Insurance Administration, benefits were reduced for a significant
share of individuals due to receive benefits in 1988, as their 1987 income exceeded the
income threshold.

48An equivalent interpretation is that workers freely choose between employers
offering different hours and wage packages.
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tors, of the prevalence of such frictions are hard to come by. Ideally, one
would like to observe individuals’ employment contracts and compare
responses of workers who have latitude in deciding how many hours they
work to workers locked into a wage-hours bundle and working more hours
on the given job is not feasible. As such information is not available, I
proxy for hours constraints by whether a certain worker holds a job with
a fixed monthly salary or is paid by the hour.

An institutional feature of the Icelandic labor market is that some
workers have a fixed-salary contract, receiving the same salary irrespec-
tive of the number of hours (including overtime) they work. In most cases,
these contracts specify the number of hours the employee is expected to
work each month at the minimum. Although fixed-salary contracts exist
throughout the labor market, they are more prevalent in some sectors
and occupations than others.49 To identify groups where such contracts
are more prevalent, I employ an employer-employee data set with com-
prehensive information on wages and working hours.50 As these data only
extend back to 1998, they cannot be directly merged into my main data
set at the level of individuals or firms. Therefore, I measure the average
share of fixed-salary workers by occupation over a ten-year period and
assign these shares to workers in my main data based on their occupa-
tion. Since these data exclude the public sector and some industries in
the private sector, this measure cannot be computed for all occupations.
I measure “flexibility of remuneration structure”, or “hours flexibility” for
short, with 1 minus the fixed-salary share. Occupations with the least
hours flexibility according to this measure are professionals (e.g. engi-
neers) in the construction sector (42%) and managers in the construction
sector (37%), while those with most flexibility are elementary workers in
construction (0.05%) and manufacturing (0.2%).

Figure 1.14a plots the earnings elasticity by occupation against hours
49For a discussion, see e.g. Statistics Iceland’s Statistical Series, “Earnings in the

private sector by occupational group”, various issues.
50In the data, I observe e.g. wage rates, regular working hours, overtime etc. Work-

ing hours for salaried workers are contractual hours of workers but actual hours worked
for the hourly paid. For details, see Sigurdsson and Sigurdardottir (2016).
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flexibility of occupation. Employing the life-cycle DD design, I estimate
the occupation-level elasticity after conducting the matching procedure
described in Section 1.5.1 within the set of workers employed in each
occupation pre-reform. This enables me to compare elasticities across
occupations without the difference being driven by compositional dif-
ferences in characteristics such as age, gender and family characteristics,
which I establish to be an importance source of heterogeneity. The size of
the dots on the graph is proportional to the number of workers employed
in the occupation.

The figure depicts a positive and statistically significant relation, im-
plying that workers in occupations with more hours flexibility have larger
elasticities. Interestingly, however, the figure also documents a sizable
elasticity for workers in many of the occupations for whom hours con-
straints are likely to be binding. This difference is further tested in Table
1.9, which contrasts workers in high vs. low hours-flexibility occupations.
The table documents that while the earnings elasticity is higher in the
flexible occupations, the elasticity of weeks worked is higher in those with
less flexible hours. This contrast highlights a difference in the nature of
responses across these groups. Workers in occupations that are paid by
the hour and have more latitude in adjusting their hours respond along
margins which are to a lesser extent captured by my measure of working
time (full-time weeks), such as overtime, whereas those with fixed hours-
wage contracts are more likely to convert vacation into working time and
take a secondary job, a topic to which I will return.

As this measure of hours constraints can only be computed for a
subset of my sample, I construct another measure based on actual pre-
reform working time. I define workers to be hours constrained in their
primary job if they are recorded to be working exactly 52 weeks in that
job in the prior year. This measure is likely to capture similar features
as the measure defined above. Indeed, the cross-sectional correlation be-
tween the two measures is high (0.7). Presented in Table 1.9, workers
that are constrained according to this measure are less responsive than
those with more room for adjustment.
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Temporal Flexibility. Jobs appear to vary greatly in the temporal
flexibility they offer. Recently, Goldin and Katz (2016) exemplify phar-
macists as an occupation with high temporal flexibility. In particular, a
characteristic feature of this occupation is that a large share of pharma-
cists work part-time at some point in their career.51 In addition, there
is a high substitutability between workers, which simplifies transitions
between part-time and full-time employment. As a result, there is a sub-
stantial dispersion in working time within the occupation of pharmacists.
Building on the idea that underlies this example, I construct a measure
of temporal flexibility based on the dispersion in working time within
occupations. More precisely, I measure temporal flexibility with the co-
efficient of variation (CV) in working time within occupations:

CV (Wot) =
σot
µot

, σot =

[
1

Not − 1

Not∑
i=1

(Wiot − µot)2

] 1
2

, µot =
1

Not

Not∑
i=1

Wiot

(1.7)
where Wiot is the number of weeks worked by individual i in occupation
o in year t, Not is the number of jobs in occupation o in year t, and µot,
σot are, respectively, the average and standard deviation of weeks worked
in occupation o in year t. I calculate CV (Wot) for three years prior to
the tax-free year and use the average in my analysis (Appendix Figure
1.32 plots its distribution).

How should this metric be interpreted? If there is much dispersion
in working time within an occupation, e.g. many workers have part-time
jobs while others work full-time, it is characterized by high temporal
flexibility. However, if the dispersion is low, e.g. if the occupation only
allows for full-time employment, the occupation has a low temporal flex-
ibility. In other words, occupations with a higher temporal flexibility are
those that offer a broader menu in terms of employment arrangement.

51Recent research suggests that workers in greater need of flexibility, such as women
with young children, put more value on flexible jobs and choose them more actively
(Mas and Pallais, 2017).
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According to this measure, occupations with the most temporal flexibil-
ity are elementary workers in the service sector (e.g. restaurant workers),
workers in cleaning and related activities, and elementary workers in agri-
culture. The least flexible occupations are managers in construction and
manufacturing, and blue-collar workers employed by the U.S. Navy.52

Figure 1.14b plots the earnings elasticity by occupation against the
temporal flexibility of the occupation. As in 1.14a, elasticities are com-
puted at the occupation level and the size of the dots is relative to the
number of workers in each occupation. The figure documents an upward
slope: workers in the most flexible occupations have substantially higher
elasticities than those in the most rigid occupations. Moreover, as in the
case of the hours-constraints measure, Table 1.9 finds that while the earn-
ings elasticity is larger among workers in more temporally flexible jobs,
workers in more rigid jobs still display sizable labor supply responses.53

52These are workers employed at the U.S. Naval Air Station Keflavik (NASKEF).
The army base was built during World War II by the United States Army and closed
in 2006.

53I have studied the heterogeneity in labor supply responses across firms, sectors
and occupations by other factors that may influence workers’ ability to adjust their
work in the tax-free year. Three results are worth mentioning. First, I estimate la-
bor supply elasticity by firm size. My results imply substantially larger elasticities
among workers in smaller firms than large firms. Ex ante, it is unclear how firm size
influences workers’ ability to adjust labor supply. If jobs require cooperation between
workers, coordination of hours becomes a key constraint. For example, if workers are
complements (e.g. work on an assembly line), more work may not be feasible unless
complemented by more input from coworkers. Alternatively, if workers are substi-
tutes, all workers in the firm cannot adjust their hours at the same time. Within-firm
coordination in hours may also be an important friction and attenuate labor supply
responses (Labanca and Pozzoli, 2018; Battisti et al., 2016). My results lend support
to the hypothesis that reorganization costs and frictions may be less severe in smaller
than large firms, as well as there possibly being a greater cooperation and coordina-
tion of responses. Second, I estimate responses by sectors and study differences by
capital intensity. One might expect labor supply adjustment to be more difficult for
workers employed in capital intensive sectors and sectors where capital-labor comple-
mentarity is high. I find evidence supporting this hypothesis, although the differences
are not very pronounced. Third, I study differences in labor supply responses across
occupation by their “Routine Task Intensity” (RTI), a measure developed by Autor
et al. (2003) and Autor et al. (2006), which I merge into my data using the mapping
to International Standard Occupation Classification (ISCO) in Goos et al. (2014).
It is not clear ex ante how job routineness correlates with labor supply responses.
Workers in less routine jobs might have more flexibility choosing their working time,
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1.7.4 Overcoming Adjustment Frictions: Multiple Jobs
and Job Changes

The previous section documented important heterogeneities in labor sup-
ply responses by temporal flexibility and flexibility in the remuneration
structure. Interestingly, however, I find significant responses even for
those workers most likely to be constrained. How are they able to over-
come frictions?

Secondary jobs and primary-job changes.While hours may be rigid
within jobs, they may be flexible across jobs. As a result, constrained
workers may choose to change jobs to adjust their labor supply to a
new desired level. Although job changes may be an operating margin
long-term adjustment, it is likely to be too costly a margin for tempo-
rary adjustment. Alternatively, therefore, workers may choose to take
up secondary jobs – i.e. to moonlight – as a way of overcoming hours
constraints.54

I exploit an unusual detail of my data, where I separately observe
all jobs that workers hold, to study multiple-job holding (moonlighting)
and primary-job changes as possible margins of adjustment. In Figure
1.15, I report estimates of the effect of the tax-free year on secondary-
job holding and primary-job change. Primary jobs are defined as the job
where the worker earns the highest income. Since my data include unique
identifiers of firms, I can track each job over time and define primary-job
change as an event where either the worker leaves his primary job to take
up another job or if a previous secondary-job becomes his primary job.
Secondary-job holding is defined as working at least one week in a job
other than the primary job.

but accumulating more time on work, such as by working more shifts, might be eas-
ier in routine jobs. I find that workers in high RTI jobs have larger elasticities than
those in low RTI jobs, although the differences are much smaller than by measures of
flexibility in working time.

54For early literature on moonlighting, see, e.g. Perlman (1966); Shishko and Ros-
tker (1976); O’Connell (1979); Krishnan (1990) and Paxson and Sicherman (1996).
Interestingly, and related to my results in Section 1.7.5, Krishnan (1990) finds that
husbands’ decisions to moonlight are a substitute to wives’ earnings.
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Panel 1.15b reports a semi-elasticity of secondary-job holding of
0.052. This result, when compared to the average propensity of 0.297,
implies strong responses along this margin. In Panel 1.15c, I present
the effect on primary-job change, reporting a negative semi-elasticity
of 0.048. This result is both interesting and intuitive. As the tax-free
year only generated a temporary incentive, most workers are unlikely
to make costly decisions such as changing primary jobs. Moreover, if
searching for and taking up new jobs is costly in terms of forgone
working time, workers are likely to temporarily postpone otherwise
planned job changes.

A simple model with hours constraints in a primary job would imply
that multiple-job holding and job changes are more operative margins
for constrained workers.55 To test that prediction, Figure 1.15 separates
the estimates by whether workers are constrained in their primary job,
which as before is measured as working 52 weeks in the primary job in
the previous year. As documented by the figure, I find that the effect
on secondary-job holding is entirely driven by constrained workers. Sim-
ilarly, the figure reports a decreased propensity of primary job change
among constrained workers, whereas, if anything, it increased among
those that were unconstrained.56

Decomposition. In order to evaluate the aggregate implications of these
margins, I evaluate how much weight secondary jobs and job changes
carry in explaining the overall labor supply response. To answer this
question, I decompose the total labor supply effect into the contributions
from continuing primary jobs, new primary jobs and secondary jobs.
Total labor supply, ET , measured either at the level of real labor earnings

55In a recent study, Tazhitdinova (2017) exploits a German tax reform to show
that the take-up of secondary jobs is likely to be driven by hours constraints.

56I have also explored the heterogeneous responses of workers along these margins
by flexibility of jobs, finding similar results.
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or weeks worked, can be written in terms of its subcomponents as

ET = Ep + Es (1.8)

ET = ECont
p + γ · (ENew

p − ECont
p ) + Es

where ECont
p is a continuing primary job, γ is the propensity of primary-

job change and Es are secondary jobs. The total effect of the tax reform
(dτ) can then be decomposed as follows

dET = dEContp︸ ︷︷ ︸
Continuing
primary job

+ γ · (dENew
p − dECont

p ) + dγ · (ENew
p − ECont

p )︸ ︷︷ ︸
Primary job change

+ dEs︸︷︷︸
Secondary

jobs

(1.9)

Each of the components of equation (1.9) can be estimated sepa-
rately using the DD framework in equation (1.2). Figure 1.15a reports
the results from the decomposition. I find that 93% of the total earn-
ings effect stem from increased earnings on continuing primary jobs and
earnings on secondary jobs amount to 6.8% of the total, arising from
both new secondary-jobs and more work on existing jobs. Of the addi-
tional weeks worked, 34% of the responses are created by more time on
secondary jobs while the remainder arises from increased working time
in continuing primary jobs. Primary-job changes account for only 0.2%
of the effect on labor earnings and contribute negatively to the change
in weeks worked, which is consistent with a search cost in terms of fore-
gone working time. As highlighted by equation (1.9), the contribution
from job changes is a result of two opposing forces. First, as documented
above, I find a decreased propensity of job change during the tax-free
year. Second, those workers that do change jobs, however, increase their
labor supply, possibly being able to overcome hours constraints in the
previous job. As the decomposition highlights, these two effects almost
exactly cancel each other.
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1.7.5 Family Ties and Coordination

Changes in the take home pay, whether experienced by one or more
members of a family, are likely to result in coordinated family responses.
Interdependencies in spousal labor supply may run through at least three
channels. First, as we expect couples to enjoy spending time together,
they will coordinate their working time. That is, there is a complemen-
tarity in their leisure-time allocation, implying that a change in working
time of one spouse will induce a same-sign response of the other. Sec-
ond, in the spirit of Becker (1965), husbands and wives may engage in a
shared effort of home production. As a result, if spouses are substitutes
in home production, an increase in the take-home pay of one spouse,
with a consequent increase in labor supply, will reduce the hours worked
by the other.57 Third, in addition to these indirect effects, there may
also be a direct income effect if the spouse’s earnings are allocated to
consumption which is public in the household.

I present a stylized model of collective labor supply in Appendix
1.G, arriving at two predictions. First, within couples engaging in home
production, individuals’ own-elasticity of labor supply is stronger the
more specialized they are in home production and the more important
their labor input is in the process. This is because time allocated to home
production is a closer substitute to time in market work than leisure.
Second, cross-elasticities of labor supply are stronger the more time the
individual spends on home production but falling in his input elasticity.
In other words, in households where both spouses take part in home
production but wives play the leading role, their own-wage elasticity will
be larger than that of their husbands. As chores are likely to be influenced
by the presence and number of children, with child care being a primary
example of home production, mothers of more children are likely to have

57Several studies have argued that home production influences the labor supply
over the life-cycle (Rupert et al., 1995, 2000) and over the business cycle (Benhabib
et al., 1991), implying that it may be an important factor in explaining the macro-
micro discrepancy on the size of the Frisch elasticity. However, empirical evidence on
spousal interdependencies in intertemporal labor supply remains very scarce.
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larger elasticities than women with fewer or no children. However, the
cross-elasticity may be stronger (more negative) for married men than
for married women if relatively more time-input is needed from them to
substitute for their wives’ time. I study how these mechanisms affected
labor supply responses to the tax-free year.

Own-elasticities by family status. Figure 1.16 plots the elasticity
of earned income by marital status and number of children. These are
obtained using the life-cycle DD research design, which is important as
patterns are likely to be shaped by responses of individuals working part-
time or out of the labor force, such as married women with children. In
the left-hand panel, Figure 1.16 documents that single men and women
are very intertemporally elastic. Moreover, and interestingly, I find no
statistical gender difference between single men and women, neither par-
ents nor childless singles.

In the right-hand panel, Figure 1.16 plots elasticities for married and
cohabiting individuals. By contrast, this figure shows a clear pattern.
First, married men have a consistently lower elasticity than both their
single counterparts and married women. Second, the elasticity among
married women is steeply rising in the number of children, with mothers
of four children or more having the largest elasticity estimate. Both the
fact that married women have larger elasticities than their husbands and
that elasticities are larger for mothers of more children are consistent
with the predictions of my stylized model. If wives contribute a larger
share of their time to home production, which is more time consuming
in the presence of (more) children, we expect a larger elasticity for them
than for their husbands.

Cross-elasticities of Married Couples How do spouses coordinate
their labor supply responses? In order to answer this question, I estimate
cross-elasticities for married men and women. That is, I estimate how
individuals respond to changes in their spouses’ marginal tax rate and, by
extension, their labor supply. As income taxes in Iceland are collected at
the individual level, an individual’s marginal tax rate depends on his own
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earned income, but not that of his spouse.58 This implies that the tax-free
year generated different changes in the tax rates of husbands and wives.
Since these differences vary across households, cross-elasticities can be
identified. I estimate cross-elasticities using the following modification of
equation (1.2):

yit = bracketi,t−1 + δt + εown · log(1− τit) + bracketspousei,t−1 +

εcross · log(1− τ spouseit ) +X ′itγ + νit (1.10)

where the two endogenous variables, the individual’s and the spouse’s
net-of-tax rate, are instrumented with an interaction between indicators
of treatment status and a tax-free year for the individual and his spouse
separately. The coefficient εcross identifies the cross-elasticity.

Figure 1.16 plots cross-elasticities for married men and women by
the number of children. For men, the cross-elasticity is negative and on
average larger (in absolute value) for fathers than for childless husbands.
In clear contrast, women’s cross-elasticities are close to, and not statis-
tically different from, zero. I study this pattern further in Table 1.10. In
Column (1), the upper panel reports a cross-elasticity of -0.172 for hus-
bands, while the lower panel reports a small, positive but insignificant
cross-elasticity for wives. The cross-elasticities are identified under the
exclusion restriction that the spouse’s tax rate only affects individuals’
labor supply via their spouses’ labor supply. The estimates may, however,
be influenced by income effects resulting from higher household income
due to the spouse’s response. I gauge this in Column (2) by including
spouse’s income as an additional regressor.59 As expected, the coefficient
on spouse’s income is negative for men, indicating a small income effect
from spousal labor supply. The cross-elasticity estimate remains around
a similar size and the level of statistical significance is as before. For

58This is different from the tax system in place in many countries, including the
US, where married couples are taxed on their joint income and couples therefore face
the same marginal tax rate.

59I use the inverse hyperbolic sine function of the spouse’s income, instead of the
logarithm, in order to account for the possibility of non-earning spouses.
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women, the coefficient on spousal earnings is positive, and the cross-
elasticity is still statistically insignificant. In Columns (3)-(6), I evaluate
how the coordination revealed by the cross-elasticities depends on indi-
cators of home-production activity. First, I find the cross-elasticity for
fathers with young children (0-6 year olds) to be almost twice as large
as the estimate for other men. Second, the cross elasticity is large and
negative for men younger than 60, while not significant for older men.60

The unitary model of household labor supply, which models spouses
as a single decision-making unit, makes strong predictions about cross-
elasticities (Becker, 1973, 1976). More precisely, it predicts that the Slut-
sky matrix should be symmetric: the cross-elasticities for husbands and
wives should be equal (Chiappori and Mazzocco, 2017). This prediction
in rejected in my setting. Furthermore, my findings indicate that coor-
dinated responses arise from substitution in tasks and chores within the
household. Married women with children respond strongly to a tempo-
rary tax-cut. As non-working time is, at least partly, spent on home pro-
duction, increased market work must be met either by increased market-
produced consumption or through an increased input from the spouse.
My results show that while men work less in responses to their wives’
incentive to work more, the reverse is not true.61

An extensive literature has studied gender differences in labor sup-
ply, and frequently finds larger elasticities for women than for men (Mc-
Clelland and Mok, 2012; Blundell and MaCurdy, 1999). The evidence
presented in Figures 1.16 and 1.33 and Table 1.10 sheds an interesting

60These results confirm the results of Aguiar et al. (2013) for the US, finding
evidence of a strong substitutability between market work and home production over
the business cycle, and more strongly for married workers than singles.

61In general, whether husbands’ and wives’ labor supply are complements or sub-
stitutes remains an open question. Studies on the ‘added worker’ effect have found
evidence of substitutability in spousal labor supply in response to job loss (Lundberg,
1985; Cullen and Gruber, 2000; Stephens, 2002) and non-recipiency of disability ben-
efits (Autor et al., 2017). Other studies have found evidence of complementarity in
retirement decisions (Blau, 1998; Gustman and Steinmeier, 2000) and in labor supply
responses to permanent tax reforms (Gelber, 2014; Goux et al., 2014). Recent struc-
tural work of Blundell et al. (ming) finds that the presence of children is important in
explaining heterogeneity in labor supply and in shaping cross-responses of spouses.
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light on the gender differences in Frisch elasticities and the mechanisms
underlying this heterogeneity. The results indicate that these differences
are not inherent to gender differences per se, as displayed by equal elas-
ticity estimated for single men and women, but rather to the presence
of children and specialization within the household. Since the time al-
located to home production is a closer substitute to market work than
pure leisure, spouses spending relatively more time on home duties, who
traditionally are women, will respond relatively more strongly to changes
in the take-home pay.

Implications of adjustment frictions for household coordination.
Two features are likely to play a role in explaining the large responses
of mothers. First, there may be equilibrium effects arising from the tax-
free year: mothers and fathers that want to work more are likely to
have an easier time finding child care services, provided by individuals
who themselves want to work more. Second, adjustment frictions make
it harder for full-time employed primary earners to adjust their labor
supply relative to secondary earners, who may work less market-hours
but more hours at home.

I evaluate the latter in two ways. First, I estimate cross-elasticities
by whether workers are constrained in their primary job, indicated by
working 52 weeks in their primary job prior to the reform. As reported
in Columns (7) and (8) of Table 1.10, the cross-elasticity for constrained
husbands is more than twice as large as for those that are not constrained
in their primary job, for whom it is only marginally significant.

Second, I study labor supply responses for married couples by em-
ployment status. I separate individuals into four groups, based on the
combination of their own and their spouses’ employment status and es-
timate both own and cross-elasticities separately for men and women.62

I present the results in Appendix Figure 1.33. The figure documents
two informative patters. First, the figure shows that when both part-

62I classify workers as being full-time employed in the previous year if they worked
46 weeks or more, but part-time otherwise. Alternative definitions of full-time, such
as working more than 40 weeks, or 50 weeks, yield similar results.
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ners are full-time employed, men’s cross-elasticity is negative and large,
counteracting a large own-elasticity. Women’s cross-elasticity is positive,
however. When both spouses work full-time, there is less room for sub-
stitutability. But if full-time employed men contribute less to home pro-
duction than their full-time employed wives, who now wish to work more
hours, they must allocate some time to home production. Second, the fig-
ure shows that irrespective of gender, full-time employed individuals with
part-time employed spouses have negative cross-elasticities. This pattern
indicates a substitutability in home production, where the spouse spe-
cializing in market work allocates more hours to home duties in response
to the spouse’s tax cut and subsequent increase in working hours.63

1.8 Conclusion

Understanding how labor supply responds to changes in incentives has
been a long-standing research program in micro- and macroeconomics.
Exploiting a tax-free year in Iceland as a natural experiment, I find that
people respond strongly to a temporary but large and salient change in
pay. Using detailed microdata, I study the key mechanisms behind these
responses, finding that both labor-market structure and family structure
are important determinants of aggregate employment responses to tem-
porary shocks. My results strongly indicate that labor supply responses
cannot be boiled down to a single number and average elasticities can-
not be interpreted as estimates of a deep structural parameter. But my
results also indicate that voluntary changes in work constitute a key
mechanism in the transmission of aggregate shocks. Hence, understand-
ing business cycles and improving policies requires us to know which
individuals are most responsive to changes in pay and how they respond.

Two important questions have been omitted from the paper. First,
63These findings are consistent with previous evidence finding that as women earn

more, they do relatively less housework whereas their husbands do more (Bittman
et al., 2003). However, as documented by Bertrand et al. (2015), this pattern is more
complex, as women’s relative housework burden begins to increase with their income
when they earn more than their husbands.
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large temporary shocks may have permanent effects. For example, deci-
sions to increase the working time or enter the labor market in response
to a temporary incentive may be ‘sticky’ and generate permanent ef-
fects. Second, strong labor supply responses resulted in a predictable
and large increase in income. Studying how increased labor supply af-
fected consumption and savings may provide valuable information for
understanding business cycles and the transmission of policies. I aim at
studying both these questions in the near future.

Recent and ongoing changes in the US and European labor markets
put my results into perspective. Employment arrangements are changing
rapidly through more flexible scheduling, working from home, and part-
time work (Katz and Krueger, 2016), as well as through the fragmenta-
tion of workplaces and the rise of secondary-jobs held in the “gig” econ-
omy. This means that conventional models and estimates of elasticities
within primary jobs become less and less accurate descriptions of labor
supply responses to shocks. Another related and pressing issue, where the
labor supply forces play an important role, is the labor-displacing effects
of automation. In analyzing these effects and evaluating how advances in
robotics technology may reduce employment and wages, the size of the
Frisch elasticity is a key measure (Acemoglu and Restrepo, 2017). These
changes highlight the importance of studying many new aspects of labor
supply.
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Figure 1.4: Number of Printed Newspapers Mentioning Withholding-Tax
Notes: The figure plots in blue dots the number of printed newspapers mentioning a
withholding-based pay-as-you-earn tax system per month during the period January 1980
to December 1988. Appendix 1.B provides a detailed time-line of events. The keywords
searched for were “Staðgreiðsla skatta” and “Staðgreiðslukerfi skatta”. In red squares I plot
a similar count of newspapers mentioning a flat tax system, which was adopted in 1988.
The keywords searched for were “eitt skatthlutfall”, “eitt skattþrep” and “flatur skattur”.
The count is based on searches in the Icelandic newspaper database Tímarit.is in the
six main newspapers (Alþýþublaðið, DagblaðiðVísir (DV), Dagur, Morgunblaðið, Tíminn,
Þjóðviljinn). The total number of printed newspapers per month is about 145 on average.
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(a) Marginal tax rate by tax brackets

Notes: The figure shows the evolution of statutory marginal tax rates by tax-brackets,
where the local-level tax is the average across municipalities. Small lump-sum and flat
income taxes, such as health insurance contribution, cemetery charge, church tax and
contribution to the construction fund for the elderly, are excluded in the graph.
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(b) Tax-bracket thresholds in percentiles of income

Notes: The figure shows the evolution of tax-bracket thresholds, set in nominal values and
updated regularly by the Icelandic Parliament to account for changes in prices and wages.
The thresholds are presented as the percentile of the taxable income distribution each
year. Calculations assume that workers deduct the statutory minimum of 10% from their
national-level income tax base each year. For more details on the Icelandic tax system and
tax deductions, see Appendix 1.A.

Figure 1.5: Marginal Tax Rates and Tax-bracket Thresholds
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���

�

��

�

���

�

7R
WD
O�:

HH
NV
�:

RU
NH
G

���� ���� ���� ���� ���� ���� ����
<HDU

(b) Reduced Form: Total Weeks Worked

Figure 1.6: Dynamic Difference-in-Difference — Placebo Tests
Notes: The figures present estimates from a dynamic DD version of equation (1.1), esti-
mated in the following regression

yit = bracketi,t−1 + δt + ηt ·Bi,t−1 × δt + X ′itγ + µit,

where the outcome variable in panel (a) is log labor earnings and in panel (b) total weeks
worked. They plot the coefficients ηt, where Bi,t−1×δt=1986 is normalized to zero. Standard
errors are clustered at the individual level and the vertical bars plot the 95%-confidence
intervals. Figures 1.20, 1.21 and 1.22 in the Appendix provide a graphical presentation of
the reduced form evidence and the first stage.
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Figure 1.7: Earnings Effects across the Earnings Growth Distribution
Notes: The figure investigates the effect of the tax-free year on the earnings growth distri-
bution. It plots the coefficient estimates from equation (1.1), where the dependent variable
is an indicator for a year-on-year growth of labor earnings being within a certain range,
e.g. between 0% and 10%. Coefficients on negative labor earnings growth are colored in
red and positive growth in blue. Standard errors are clustered at the individual level and
the vertical bars plot the 95%-confidence intervals.
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Figure 1.8: Graphical Evidence: Life-Cycle Difference-in-Difference Re-
search Design
Notes: The figure shows the evolution of marginal tax rates, weeks worked and labor
earnings for birth cohorts born in 1940, 1939 and 1938. In (a) I plot the average marginal
tax rate, in (b) the average weeks worked, in (c) the average labor earnings in real terms,
normalized to 100 in 1986, and in (d) the average difference in log real labor earnings
relative to the cohort born one year earlier, which detrends the series plotted in panel (c).
Each graph is based on a matched sample based on the procedure described in the main
text in Section 1.5.1. The vertical bars plot the 95%-confidence intervals.
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Figure 1.9: Summary of Frisch Elasticity Estimates
Notes: The figure summarizes estimates of intensive and extensive margin Frisch elasticities
using different research designs. The cells reporting estimates of intensive and extensive
margin elasticities based on tax-bracket DD are estimates from Tables 1.2 and 1.4, respec-
tively. I interpret the earnings elasticity as an intensive margin as the sample is restricted
to workers in the labor force prior to the reform and I find no extensive margin responses.
Estimates of the extensive margin elasticity based on life-cycle DD are from Table 1.7. The
earnings elasticity using the life-cycle DD, reported in Table 1.5, combines both intensive
and extensive margin responses. Estimates of the intensive margin elasticity using the life-
cycle DD are based on the same restricted sample as used applying the tax-bracket DD.
The results are reported in Appendix Table 1.33. The triple-difference estimate uses the
same sample and therefore corresponds to the intensive margin elasticity. The equilibrium
effect is the difference between the life-cycle DD and triple-difference intensive-margin
estimates (0.529− 0.431).
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(2015), “Stafford 15”: Stafford (2015), “FG 07”: Fehr and Goette (2007), “Oettinger 99”:
Oettinger (1999). Estimates in MaCurdy (1981) of 6.25, as reported in Keane (2011), and
negative elasticities in Camerer et al. (1997), are excluded for visual purposes.
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(b) Extensive-Margin Frisch Elasticity

Notes: The figure plots estimates of extensive margin Frisch elasticity by subgroup or
population studied. The point estimates refer to the authors’ main, representative, or
preferred specification. 95% confidence intervals are either based on reported standard
errors or computed using the delta method. My estimates are in orange and circled. The
labels are as follows.“Carrington 96”: Carrington (1996), “MMS 18”: Martinez et al. (2018),
“MW 16”: Manoli and Weber (2016), “Brown 13”: Brown (2013), “GW 99”: Gruber and
Wise (1999).

Figure 1.10: Summary of Frisch Elasticity Estimates
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Figure 1.11: Implied Hicksian-, Marshallian- and Intertemporal Substi-
tution Elasticity (IES)
Notes: The figure reports values of the Hicksian elasticity, Marshallian elasticity and In-
tertemporal Elasticity of Substitution consistent with my estimate of intensive-margin
Frisch elasticity of 0.374, based on equations (1.5) and (1.6). The calculations assume the
marginal propensity to earn (MPE) out of wealth, εA, to be 0.11, which is based on es-
timates from Cesarini et al. (2017) for lottery winners (see the main text for discussion).
The ratio of wealth to labor income, A

wh
, of 2.59 is the median ratio in 1986, calculated

based on individual tax records. The vertical line “Mean” marks the average estimate of
2,735 estimates of the EIS reported in 169 empirical studies summarized in a meta-analysis
in Havránek (2015). Vertical line “Top 5 ” marks the average estimate across 33 studies
published in the top five general interest journals.
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Figure 1.12: Feature Importance in Explaining Variation in Elasticities
Notes: The figure plots the relative contribution of each feature in predicting labor supply
elasticity. This is measured by first estimating labor supply elasticity at the individual level
using the life-cycle DD design, matching each individual to a counterfactual constructed
from all individuals with the exact same set of characteristics. Then, I predict labor supply
elasticity using the available set of characteristics using the random forest algorithm. The
importance of each feature is then measured with the gain in prediction achieved over all
trees through splits using a given feature. The total gain is normalized to 1, giving the
relative importance of each characteristic in each model. R2 is calculated through cross-
validation, where model predictions using the training data are compared to actual values.
All employment and job characteristics are pre-reform values as of 1986, except weeks
which bundles the prediction gain using weeks worked in the three pre-reform years. This
measure (weeks) serves as my measure of labor-market attachment.
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Figure 1.13: Labor Supply Elasticity by Age
Notes: Panel (a) plots the elasticity of labor earnings for each cohort of age 18-68 in 1987.
Each point in the graph is a separate estimate from equation (1.4), where the dependent
variable is the logarithm of labor earnings and the treatment group is of the age denoted on
the x-axis in 1987. Panel (b) plots employment semi-elasticity for each cohort estimated
in separate regressions according to equation (1.4), where the dependent variable is an
employment indicator. The vertical bars plot the 95%-confidence intervals. The horizontal
line plots the average elasticity, as reported in Tables 1.5 and 1.7. The shaded area (bars) is
the population distribution, where each bar corresponds to the fraction of the working-age
population (in %).
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(b) Elasticity by temporal flexibility

Figure 1.14: How Important are Adjustment Frictions in Shaping Labor
Supply Elasticities?
Notes: Each panel plots labor earnings elasticity estimates by groups against a measure
of adjustment frictions. In Panel (a), “flexibility of remuneration structure” is measured
as one minus the occupation-share of workers with fixed salary contracts. In Panel (b),
“temporal flexibility” is measured with the coefficient of variation in weeks worked, i.e. the
occupation-level dispersion in working time. Elasticities are estimated using the life-cycle
DD design, after conducting the matching procedure described in Section 1.5.1 within the
set of workers employed in each group pre-reform. This enables me to compare elasticities
across occupations without the difference being driven by compositional differences in
other characteristics. The size of the dots on the graphs is proportional to the number of
workers in each group.
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(a) Decomposition of treatment effect into primary and secondary
jobs

Notes: The figure presents a decomposition of the total treatment effects on labor earnings
and weeks worked into subcomponents, as described by equation (1.9). Calculations are
based on estimates of equation (1.2) in levels of each outcome and the numbers presented
are the contribution of each component to the total effect.
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Figure 1.15: Secondary-job Holding and Primary-job Change
Notes: The dependent variable in Panel (a) is an indicator that equals one if holding a
secondary job, measured by working at least one week on a job other than the primary
job within the year, but zero otherwise. The pre-reform mean of this dependent variable is
0.297. The dependent variable in Panel (b) is an indicator that equals one if the primary job
is different from the primary job in the previous year, but zero otherwise. The pre-reform
mean of this dependent variable is 0.232. “Constrained in primary job” is an indicator that
equals one if working 52 weeks in the primary job in the prior year, but zero otherwise. The
figure presents results from a 2SLS estimation of equation (1.2), where the net-of-tax rate
is instrumented with an interaction between indicators of treatment status and tax-free
year. Separate semi-elasticities for those constrained and unconstrained in primary jobs
are obtained by interacting the net-of-tax rate and the instrument in equation (1.2) with
the indicator for being constrained. Controls are gender, age, education, marital status,
whether living in the capital area or not, and the number of children at age 0-18. The figure
shows 95% confidence intervals based on robust standard errors clustered by individual.
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Figure 1.16: Elasticity of Labor Earnings by Number of Children and
Marital Status
Notes: The figure presents estimates of own-elasticities (in circles) and cross-elasticities
(in crosses) for men and women depending on marital status and the number of children.
Marital status and the number of children are defined as of the previous year. Own-
elasticities are estimated using a 2SLS estimation of equation (1.4), where the dependent
variable is log labor earnings. Regressions include match-strata fixed effects, which refer
to group fixed effects, where each group is a cell used in coarsened exact matching on
age, gender and pre-treatment marital status, the number of children, education, location
indicator and percentile of income. Cross-elasticities are estimated using a 2SLS estimation
of the following modification of equation (1.2):

yit = bracketi,t−1+δt+ε
own ·log(1−τit)+bracketspousei,t−1 +εcross ·log(1−τspouseit )+X ′itγ+νit

where the dependent variable is the logarithm of the individual’s labor earnings and the
two endogenous variables, the individual’s log net-of-tax rate and his spouse’s log net-of-
tax rate, are instrumented with an interaction between indicators of treatment status and
tax-free year for the individual and his spouse separately. The coefficient εcross identifies
the cross-elasticity. Estimates by subgroups are obtained by interacting group indicators
with the log of the net-of-tax rate of the individual and his spouse as well as the respective
instrumental variables. Regressions control for gender, age, education, marital status, and
whether living in the capital area or not. The figure shows 95% confidence intervals based
on clustered robust standard errors.
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Table 1.1: Summary Statistics for the Icelandic Working-Age Population
and the Subsamples in 1986

Population Working population Self employed
(1) (2) (3)

Demographics
Age 37.67 36.97 42.80
Female (%) 46.33 47.31 15.18
Married (%) 57.45 57.51 70.70
Number of Children 0.76 0.78 1.01
Capital Area (%) 56.45 55.50 43.94
Junior College (%) 35.86 36.94 42.23
University degree (%) 9.71 9.79 13.34

Income and Working Time
Wage Earnings ($) 10,807 11,728 13,888
Capital Income ($) 91 86 121
Other Income ($) 477 357 341
Weeks Worked (all jobs) 37.96 41.20 58.43

Tax Rates and Brackets
Marginal Tax Rate (in %) 17.82 19.00 23.34
Average Tax Rate (in %) 10.21 10.89 13.84
Municipal Tax Rate (in %) 10.27 10.27 10.26

Number of individuals 162,804 150,013 18,220

Notes: Table entries are means for the group defined in the column header. Col-
umn 1 includes the population of all tax filers of age 16-70. Column 2 includes
individuals with non-zero labor earnings. Column 3 includes the subpopulation
working in self-employment, either as the primary or secondary job. The number
of children is children of age 0-18. Capital area is the share living in Reykjavik
and the surrounding area. Monetary values are in real 1981 US dollars. Capital
income is taxable capital income.
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Table 1.2: Tax-Bracket DD: Effect of a Tax-Free Year on Labor Earnings

(1) (2) (3)
2SLS DD estimate ( d log y

d log(1−τ)) 0.374*** 0.330*** 0.401***
(0.024) (0.024) (0.032)

Reduced form estimate (d log y) 0.077*** 0.069*** 0.077***
(0.005) (0.005) (0.006)

First-stage estimate (d log(1− τ)) 0.207*** 0.208*** 0.193***
(0.001) (0.001) (0.001)

Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 526,955 526,955 526,458

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.2), where the dependent vari-
able is the logarithm of labor earnings and the net-of-tax rate is instrumented with
an interaction between indicators of treatment status and tax-free year. The middle
row presents results from a reduced-form DD estimation of equation (1.1), where the
outcome variable is the logarithm of labor earnings. The bottom row presents results
from a first-stage DD estimation of equation (1.1), where the outcome variable is the
logarithm of one minus the marginal tax rate. Controls are gender, age, education,
marital status, whether living in the capital area or not, and the number of children
at age 0-18. Occupation and sector fixed effects are group dummies for occupation and
sector groups. "Matching" refers to weighted regressions after coarsened exact match-
ing on age and pre-treatment marital status, the number of children and education.
Robust standard errors clustered by individual in parentheses. *** p<0.01, ** p<0.05,
* p<0.1
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Table 1.3: Tax-Bracket DD: Effect of a Tax-Free Year on Total Weeks
Worked

(1) (2) (3)
2SLS DD estimate ( dy

d log(1−τ)) 4.926*** 4.818*** 6.549***
(0.784) (0.765) (1.074)

Reduced form estimate (dy) 1.023*** 1.006*** 1.267***
(0.162) (0.159) (0.207)

First-stage estimate (d log(1− τ)) 0.207*** 0.208*** 0.193***
(0.001) (0.001) (0.001)

Mean of outcome variable 48.43 48.43 48.43
Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 520,438 520,438 519,941

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.2), where the dependent vari-
able is the total number of weeks worked and the net-of-tax rate is instrumented with
an interaction between indicators of treatment status and tax-free year. The middle
row presents results from a reduced-form DD estimation of equation (1.1), where the
outcome variable is the total number of weeks worked. The bottom row presents results
from a first-stage DD estimation of equation (1.1), where the outcome variable is the
logarithm of one minus the marginal tax rate. Controls are gender, age, education,
marital status, whether living in the capital area or not, and the number of children
at age 0-18. Occupation and sector fixed effects are group dummies for occupation and
sector groups. "Matching" refers to weighted regressions after coarsened exact match-
ing on age and pre-treatment marital status, number of children and education. Robust
standard errors clustered by individual in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.4: Tax-Bracket DD: Effect of a Tax-Free Year on Employment

(1) (2)
2SLS DD estimate ( dP

d log(1−τa)) -0.033 0.030
(0.024) (0.030)

Reduced form estimate (dP ) -0.004 0.004
(0.003) (0.002)

First-stage estimate (d log(1− τa)) 0.127*** 0.119***
(0-001) (0.001)

Mean of outcome variable 0.914 0.914
Controls Yes Yes
Matching No Yes
Observations 530,900 530,397

Notes: The table presents results from difference-in-differences (DD) regressions,
where each row and column entry corresponds to one regression estimate. Employ-
ment is defined as earning more than a base income threshold, defined in terms
of guaranteed income; see the main text of Section 1.4 for discussion and details.
The top row presents results from a 2SLS estimation of equation (1.2), where the
dependent variable is the total number of weeks worked and the log of net-of-
average-tax rate, (1 − τa), is instrumented with an interaction between indicators
of treatment status and tax-free year. The middle row presents results from a
reduced-form DD estimation of equation (1.1), where the outcome variable is the
total number of weeks worked. The bottom row presents results from a first-stage
DD estimation of equation (1.1), where the outcome variable is the logarithm of one
minus the marginal tax rate. Controls are gender, age, education, marital status,
whether living in the capital area or not, and the number of children at age 0-18.
"Matching" refers to weighted regressions after coarsened exact matching on age
and pre-treatment marital status, the number of children and education. Robust
standard errors clustered by individual in parentheses. *** p<0.01, ** p<0.05, *
p<0.1
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Table 1.5: Life-Cycle-DD: Effect of a Tax-Free Year on Labor Earnings

(1) (2) (3)
2SLS DD estimate ( d log y

d log(1−τ)) 0.654*** 0.655*** 0.639***
(0.016) (0.016) (0.016)

Reduced form estimate (d log y) 0.145*** 0.145*** 0.143***
(0.003) (0.003) (0.003)

First-stage estimate (d log(1− τ)) 0.209*** 0.209*** 0.209***
(0.002) (0.002) (0.002)

Match-strata fixed effects Yes Yes No
Individual fixed effects No No Yes
Occupation fixed effects No Yes No
Sector fixed effects No Yes No
Number of matched observations 546,434 546,434 542,768

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.4), where the dependent vari-
able is the logarithm of labor earnings and the net-of-tax rate is instrumented with
an interaction between indicators of treatment status and tax-free year. The middle
row presents results from a reduced-form DD estimation of equation (1.3), where the
outcome variable is the logarithm of labor earnings. The bottom row presents results
from a first-stage DD estimation of equation (1.3), where the outcome variable is the
logarithm of one minus the marginal tax rate. "Match-strata Fixed Effects" refers to
group fixed effects, where each group is a cell used in coarsened exact matching on
age, gender and pre-treatment marital status, the number of children, education, loca-
tion indicator and percentile of income. Occupation and sector fixed effects are group
dummies for occupation and sector groups. The number of matched observations cor-
responds to observations for the treatment group. Robust standard errors clustered at
the match-strata level are in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.6: Life-Cycle-DD: Effect of a Tax-Free Year on Weeks Worked

(1) (2) (3)
2SLS DD estimate ( dy

d log(1−τ)) 3.014*** 2.740*** 2.469***
(0.345) (0.339) (0.325)

Reduced form estimate (dy) 0.670*** 0.609*** 0.555***
(0.077) (0.075) (0.073)

First-stage estimate (d log(1− τ)) 0.209*** 0.209*** 0.209***
(0.002) (0.002) (0.002)

Mean dependent variable 38.37 38.37 38.37
Match-strata fixed effects Yes Yes No
Individual fixed effects No No Yes
Occupation fixed effects No Yes No
Sector fixed effects No Yes No
Number of matched observations 537,774 537,774 536,369

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.4), where the dependent variable
is total weeks worked and the net-of-tax rate is instrumented with an interaction be-
tween indicators of treatment status and tax-free year. The middle row presents results
from a reduced-form DD estimation of equation (1.3), where the outcome variable is to-
tal weeks worked. The bottom row presents results from a first-stage DD estimation of
equation (1.3), where the outcome variable is the logarithm of one minus the marginal
tax rate. "Match-strata Fixed Effects" refers to group fixed effects, where each group
is a cell used in coarsened exact matching on age, gender and pre-treatment marital
status, number of children, education, location indicator and percentile of income. Oc-
cupation and sector fixed effects are group dummies for occupation and sector groups.
The number of matched observations corresponds to observations for the treatment
group. Robust standard errors clustered at the match-strata level are in parentheses.
*** p<0.01, ** p<0.05, * p<0.1
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Table 1.7: Life-Cycle-DD: Effect of a Tax-Free Year on Employment

(1) (2)
2SLS DD estimate ( dP

d log(1−τa)) 0.068*** 0.058***
(0.013) (0.014)

Reduced form estimate (dP ) 0.008*** 0.006***
(0.001) (0.001)

First-stage estimate (d log(1− τa)) 0.110*** 0.110***
(0.001) (0.001)

Mean dependent variable 0.672 0.672
Match-strata fixed effects Yes No
Individual fixed effects No Yes
Number of matched observations 587,332 586,321

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.4), where the dependent vari-
able is total weeks worked and the net-of-tax rate is instrumented with an interaction
between indicators of treatment status and tax-free year. The middle row presents
results from a reduced-form DD estimation of equation (1.3), where the outcome vari-
able is total weeks worked. The bottom row presents results from a first-stage DD
estimation of equation (1.3), where the outcome variable is the logarithm of one minus
the marginal tax rate. "Match-strata Fixed Effects" refers to group fixed effects, where
each group is a cell used in coarsened exact matching on age, gender and pre-treatment
marital status, the number of children, education, location indicator and percentile of
income. Occupation and sector fixed effects are group dummies for occupation and
sector groups. The number of matched observations corresponds to observations for
the treatment group. Robust standard errors clustered at the match-strata level are in
parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.8: Triple-Differences Estimation: Earnings, Weeks and Employ-
ment

Earnings Weeks Employment
(1) (2) (3)

2SLS DD estimate 0.431*** 2.439*** -0.007
(0.008) (0.291) (0.004)

Reduced form estimate 0.144*** 0.816*** -0.002
(0.003) (0.098) (0.001)

First-stage estimate 0.335*** 0.335*** 0.335***
(0.002) ((0.002)) ((0.002))

Mean dependent variable – 48.85 0.917
Match-strata fixed effects Yes Yes Yes
Number of matched observations 398,033 390,959 401,491

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row presents
results from a 2SLS estimation of equation (1.4), where the dependent variable is the
logarithm of labor earnings and the net-of-tax rate is instrumented with an interaction
between indicators of treatment status and tax-free year. The middle row presents results
from a reduced-form DD estimation of equation (1.3), where the outcome variable is the
logarithm of labor earnings. The bottom row presents results from a first-stage DD esti-
mation of equation (1.3), where the outcome variable is the logarithm of one minus the
marginal tax rate. "Match-strata Fixed Effects" refers to group fixed effects, where each
group is a cell used in coarsened exact matching on age, gender and pre-treatment marital
status, the number of children, education, location indicator and percentile of income. Oc-
cupation and sector fixed effects are group dummies for occupation and sector groups. The
robust standard errors clustered at the match-strata level are in parentheses. *** p<0.01,
** p<0.05, * p<0.1
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Appendices

1.A Overview of the Icelandic Income Tax Sys-
tem

Up until and through 1987, income taxes in Iceland were collected with a
one year lag. That is, the tax payments made throughout every year were
based on the income earned in the year before. In practice, early each
year an income tax return was filed for the income earned the previous
year, including other components such as deductions to be made, assets
and liabilities for the calculation of wealth taxes etc. The outstanding
tax liability was then computed based on this information. Throughout
the year, taxes were then paid in 10 equal payments – on the first day
of each month of the calendar year, except January and July. At the
beginning of the year, before taxes had been computed, taxpayers paid a
fixed share (decided by the Directorate of Internal Revenue, DIR) of their
payments in the preceding year. Once the tax returns had been compiled
and the correct tax payment had been computed, the difference between
the outstanding tax liability and the tax installment payments already
made was divided equally between the remaining months of the year to
find the monthly payment. After the reform, taxes on income earned
in year t were collected during year t through “withholding at source”.
That is, employers deducted taxes from their employers’ paycheck and
remitted them to the government.

Although this system had some advantages, such as easing the work
of the tax authorities that had to take into account a range of tax deduc-
tions and allowances to arrive at the correct tax liability, it had obvious
drawbacks, both for the taxpayers and the collectors of tax revenue. Tax-
payers with variable or cyclical income, such as those employed in the
fishing sector or in agriculture, faced a countercyclical variation in their
tax burden relative to their current income. From the perspective of the
government and the municipalities, this system could be a handicap, as
their revenues were misaligned with e.g. the price level of their current
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expenses.
Income taxes in Iceland are levied at two levels: a national tax and

a local level municipal tax. As described in Section 1.2, during 1987 all
taxes on labor income at both levels were set to zero. The tax schedule
prior to the reform consisted of three national level brackets and a mu-
nicipal tax. In addition, there were a few small and lump-sum income
taxes, such as health insurance contribution, cemetery charge, church
tax and contribution to the construction fund for the elderly. All taxable
income – both labor and capital income – was taxed equally and in the
same way at the national and municipal levels.64 Before arriving at the
tax-base, multiple deductions could be made. As these deductions dif-
fered substantially between the national and municipal level, the tax base
for the two levels was different. The components that were deductible
at both levels included fringe benefits, travel allowances, purchases of
tools, machines and instruments, mandatory savings, child support and
education related costs. At the national-level there were various other
deductions such as a special fisherman’s deduction, deductions for each
day spent at sea, special deductions for costs for starting a family (‘wed-
ding deduction’), interest expenses, pension savings, union membership
fees, charitable gifts etc. Moreover, in exchange for a subset of these op-
tions for deduction, the tax law offered tax payers the option to instead
deduct a fixed 10% from the national-level tax base – an option which
many exploited. Figure 1.18 documents the share of the categories of tax
deductions of total deductions in 1986. While including both labor and
capital income as the national-level tax-base, pension and social secu-
rity benefits were not part of the municipal tax base but were included
in the national-level tax base. To summarize, the tax-base at the mu-
nicipal level tended to be higher than at the national level. As a result
of those features, the progressive income tax schedule consisted of four
brackets, consisting of three national level brackets and a municipal tax.
In addition, each worker had a personal tax allowance – both at the

64A separate taxation of labor and capital income was introduced in 1997.
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municipal and national level, which was deduced from his computed tax
payments. At the national level this amount was fixed and the same for
everyone, but the municipal allowance depended on marital status and
the number of children. The allowance at both levels was deducted from
the outstanding tax liability.

Since 1978, Iceland has had an individual tax system, such that mar-
ried and cohabiting individuals have been taxed as single units but not
jointly. Therefore, each spouse files his/her own tax return, has a sep-
arate tax allowance and deductions. However, the tax system has some
joint aspects that were incorporated into the tax system with the aim
of lowering the tax burden of two-adult households with a single earner
and households with low-income secondary earners. First, married and
cohabiting individuals were allowed to transfer to their spouses both their
personal tax allowance and tax deductions that remained unaccounted
for after their own income taxes had been paid in full.65 Second, married
or cohabiting workers whose spouses were out of the labor force or with
a very low income could increase the amount which was taxed in the first
bracket by up to half of what remained after their spouses’ income was
fully accounted for.

The tax rates were frequently reviewed in relation to the govern-
ment’s budget. Although national-level tax rates had been on a slight
decreasing trend throughout the 1980s, as documented in Figure 1.5a,
the difference across brackets had remained stable. Moreover, the tax-
bracket thresholds, which were set in nominal values and reviewed and
updated yearly to account for changes in prices and wages, represent
roughly the same income percentile over time, as shown in Figure 1.5b
in the main text. The figure also documents that the bottom-bracket
threshold, below which individuals do not pay the national-level income
tax, corresponds to roughly the 40th percentile of income throughout the
pre-reform period. However, since the tax-base for the municipal tax was
different and generally higher than the national-level tax-base, a share of

65Following the reform, however, the share of the personal tax allowance that was
transferable between spouses was reduced from 100% to 80%.
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workers that fall below the bottom-bracket threshold pay the municipal
tax.

Due to the reform, many of the deductions that were an integral part
of the old tax system were abolished. These included a deduction for
newly married couples, mandatory pension savings, union membership
fees, interest payments on loans and mortgages, various work-related de-
ductions and a 10% fixed deduction. Deductions from the municipal tax
were abolished, but the tax rates were lowered such that the municipal
tax revenue was almost unaffected. As a result, the tax base at the na-
tional and municipal level became one and the same after the reform.
In addition, other adjustments were made to the tax system, such as
replacing the interest payment deduction with an interest allowance and
a housing allowance for first housing purchases, paying out child benefits
directly instead being integrated into the tax system, and incorporating
minor fees such as to the church and cemeteries into the main income
tax, all of which simplified the tax system and made it easier to manage
for the authorities. In exchange for the deductions in the old system, the
personal tax allowance was increased by half and now served as a single
source of tax deduction, with the aim of keeping the tax burden the same
in the new and simplified system.66

1.B The Tax Reform and the Time-line of Events

On January 1, 1988, Iceland took up a withholding-based pay-as-you-
earn income tax system. Prior to the reform, income taxes were collected
with a one year lag. That is, as depicted in Figure 1.1, the tax liability and
tax payments due every month in year t were computed based on income
in year t− 1. This system was similar to that in place in most Western
countries prior to adopting the modern pay-as-you-earn tax systems.67

66In 1988, the personal tax allowance equalled 22.6% of the average income com-
pared to 12.7% in 1986.

67The US transitioned to a withholding-based PAYE system in 1943, when the
Current Tax Payment Act was passed, and the UK reformed its system in 1944 after
trials in 1940-1941. Sweden passed a law establishing a PAYE system in 1945 that
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When the tax reform was announced on December 6, 1986, it was also
announced that during the transition year of 1987, labor income would
not be taxed. As Figure 1.1 depicts, this implies that while people were
paying taxes every year, including in 1987 when they paid taxes based on
their income earned the year before, all income earned in 1987 was tax
free. Therefore, the reform did not influence the government’s budget, as
the tax revenue flows were uninterrupted, nor did it generate a cash-flow
effect on workers.68 However, since all marginal income earned in 1987
was tax free, the reform generated a strong incentive for intertemporal
substitution: Work more during the tax-free year and less in other years.

On December 6, 1986, the Finance Minister announced a tax reform
to take place in January 1988 when a system where taxes were collected
with a one year lag would be replaced with a pay-as-you-earn withholding
tax system. An important part in understanding the implications of the
tax-free year is understanding how and when the Icelandic population
learned about it. As evidence on when the population learned about the
reform, Figure 1.4 plots the monthly count of the number of newspapers
mentioning a withholding-based or pay-as-you-earn tax system between
January 1980 and December 1988, i.e. almost seven years before the
announcement.

When the reform was announced, and for a long time before that,
there was a broad political consensus that a tax reform was needed. The
first records of a pay-as-you-earn system being discussed in the Icelandic
parliament date back to the mid 1960s (Olgeirsson, 2013). Neighboring
countries, such as Norway, Sweden, the US, the UK and Ireland, had

took place two years later. Similarly, Norway passed a law in 1952 but the reform
took place in 1957 and Ireland passed a law in 1959 with a reform the following year.
More recently, Switzerland transitioned to a PAYE system in 1999-2003. France is
the last holdout of the Western countries, but a reform is currently underway.

68The modern income-tax system was established in 1877. The tax laws, specifying
progressive taxes collected with a lag, were passed four years after Iceland got a
constitution and was granted home-rule, after having been part of Denmark until
1874. When giving a tax-free year in 1987, the government was essentially giving up
one year’s tax revenue, which will be evident that it has been lost when examining
the Treasury’s position on “Judgment Day”.
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already introduced such a system in the 40s and 50s. Icelandic politi-
cians, as well as the labor unions, publicly highlighted the defects of
the existing system and the benefits of introducing a withholding-based
system. However, discussions and attempts in 1978 and 1981 were unsuc-
cessful, mainly because adopting a withholding-based tax system using
the existing tax code was technically complicated or infeasible due to
the structure of the tax system, which had a range of deductions and
transfers that would complicate the calculations and likely lead to large
differences between the income tax withheld during the year and the tax
payable at the end of the year (Olgeirsson, 2013).

In the fall of 1986, the Ministry of Finance began preparing a tax re-
form. In November, the finance minister commenced a committee to work
on a proposal revising the income tax system. Around the same time,
in late November and early December 1986, national level union bar-
gaining on general employee rights and minimum wages was in progress.
Traditionally, the bargaining often effectively takes a form of tripartite
negotiations, with the government often having an input at later stages
to close the contracts.

On December 6, 1986, new collective agreements were signed and the
finance minister announced the tax reform, which was the government’s
input to a settlement. The pay-as-you-earn tax system was scheduled to
be implemented on January 1, 1988. The finance minister ordered the
aforementioned tax-reform committee to prioritize proposing simplify-
ing changes to the income tax system that would be necessary for an
implementation of a withholding-based tax system. In order to avoid a
heavy tax burden and “double taxation” during the transition to the new
system, i.e. that workers would pay taxes on both income earned in 1986
and 1987 using their 1987 income, it was decided that all labor income
earned in 1987 would be exempt from taxes.69 Naturally, the reform

69Although policy makers are likely to want to make some adjustments to tax
payments during the transition, a tax-free year is not the only option. There are
two options for such adjustments: forgive outstanding (or some) tax liabilities in
the transition period, or collect no (or lower) taxes on income earned during the
transition period. When the US established a withholding based tax system in 1943,
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received much media attention in the following days and weeks. Newspa-
pers printed headlines such as “A Tax-Free Year ” and “Pay-as-you-earn
tax system in 1988 – all income in 1987 tax-free”. In an interview, a
chairman of one of the largest labor unions was quoted saying “Now it is
time for everyone outside the labor market to enter, and for all workers
to earn tax-free income. There exists work for everyone that wants to
work.”70

Based on the proposals set forth by the tax-reform committee, four
parliamentary bills were prepared in the first weeks of 1987. These served
the purpose of paving the way and preparing the transition to a pay-as-
you-earn tax system, either directly or indirectly by simplifying parts of
the tax system necessary for the transition. A specific law was passed
specifying that labor income earned in 1987 should not be taxed, and a
law on the timing of the transition taking place on the 1st of January
1988, as had been scheduled when the reform was first announced. On
March 16-18, 1987 all bills necessary for the new tax system were passed
by the parliament and signed into law.

In practice, workers and firms were to collect information as usual and
file taxes at the beginning of 1988 as in earlier years. The tax authorities
sent out advertisements emphasizing that the requirement for enjoying
a tax-free year was to file taxes as usual and flyers explaining the new
tax system and that income earned in 1987 was tax free (see Appendix
Figures 1.23 and 1.24). For those that would not file their taxes, their
income would be approximated based on their income in the year before
and they would be taxed as in a normal year. Reporting information as
usual was also important because other taxes, such as on capital income
and wealth, and benefits were unchanged in 1987; the only change in
that year was that income taxes were set to zero.71

the adjustment took the form of forgiveness of most of the outstanding tax liabilities.
According to the Current Tax Payment Act of 1943, 75 percent of the 1942 tax liability
were cancelled with the remainder being due in two equal payments on March 15,
1944 and March 15, 1945 (Paul, 1954).

70See Morgunblaðið, December 7, 1986.
71After the tax returns had been processed, the tax office computed how much of
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While the general rule was that all labor income in 1987 should be
exempt from taxes, some attempts were made in order to prevent an
abuse of the reform. The documents and explanations associated with
the law explicitly expressed a very positive view and encouragement of
the legislature towards workers exploiting the opportunity that the re-
form provided to increase their disposable income in 1987 by increasing
their labor supply by all means. However, a clear aim was that any abuse
of the reform by entrepreneurs or firm owners should be prevented. The
law therefore specified two exceptions to the general rule. First, increased
earnings in 1987 that were not due to more work or changes in employ-
ment arrangements, such as promotion, but rather reflecting transfers
of income from other years should be taxed as usual. Second, inflation-
adjusted increases in earnings of self-employed workers and business own-
ers exceeding 25% should be taxed as usual. Studying the records, how-
ever, I find that these measures seem to have played a limited role de
facto.72

1.C Data and Measurement

The following appendices provide a further description of the data and
measures than provided in the main text.

1.C.1 Tax Calculator

The total marginal tax rate is calculated as the sum of the municipal
income tax rate (útsvar) and the national income tax rate. The indi-

the income taxes due should be waived based on reported labor and capital income.
For workers with no taxable capital income, this share would be 100%. As documented
in Appendix Figure 1.25, the whole tax liability was written down for more than 90%
of the taxpayers.

72Based on administrative tax records, there were only 255 cases where individ-
uals had excess income taxed on these grounds. One potential implication of these
clauses, as well as an interpretation of the fact of so few cases of income being taxed
as transferred income, is that self-employed workers and business owners bunch at
their permitted income growth of 25%. When studying this possibility, I find limited
evidence of bunching, indicating that these conditions were in most cases not strictly
binding.
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vidual’s marginal tax rate is found as follows. The municipal tax is a
flat tax rate, which therefore corresponds to a marginal tax rate on the
municipal-level tax base after accounting for deductions. At the national
level, there are three tax brackets until 1986 and a flat tax rate in 1988
and onwards. In order to compute the marginal tax rate, I first compute
the income tax base by summing over all relevant measures of income
and withdrawing all relevant deductions. All necessary information is
reported separately in tax returns (and the final tax base in 1985 on-
wards). Then, the income tax in each bracket is calculated based on the
individual’s tax base. Married and cohabiting individuals whose spouses
have a sufficiently low income, or are out of the labor force, can increase
the amount taxed in the first tax bracket by up to 50%. The calcula-
tion of taxation in each bracket accounts for this. From the total income
tax calculated, I withdraw their own tax allowances and, in some cases,
transferred allowances between married and cohabiting individuals. This
provides the total income tax payable and – depending on in which tax
bracket the next krona earned would be taxed – the marginal tax rate.

To calculate the average tax rate, I divide the national and municipal
income tax payable by the respective tax base (accounting for differences
in deductions at the national and municipal level). The total average tax
rate for an individual is then the sum of the two.

1.C.2 Occupation and Sector Classification

Payslips include information about occupation according to a two-digit
classification. There are 74 separate occupation classes recorded. The oc-
cupation classification is based on the International Labor Organization’s
(ILO) International Standard Classification of Occupations (ISCO), ver-
sion ISCO-88. More details on the classification are provided in docu-
mentation on ILO’s website. Table 1.11 documents the structure of the
classification and lists the broader occupation groups.

The payslips also record the sector for each firm. In total there are
189 separate sector classes recorded. The sector classification is based
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on the United Nations’ International Standard Industrial Classification
of All Economic Activities (ISIC). Details about the classification are
provided in documentation on UN’s website. Table 1.12 documents the
structure of the sector classification.

1.C.3 Education Classification

In my analysis, I use data on educational attainment from Statistics
Iceland’s Education Register. This source contains yearly data on the
highest level of education completed in that year. The data set is cate-
gories of education attained according to the Icelandic national standard
for the classification of educational attainment, ÍSMENNT2011, which
builds on the international standard classification of education, ISCED
2011, but taking into account education attained by Icelandic students
from the early 20th century. This classification, as the ISCED, divides
education attained into nine categories, out of which six are further sub-
divided leading to a complete set of 31 educational classes.

1.D Tax-Bracket DD: Predicting Individuals’
Tax Bracket

There is an extensive literature estimating the elasticity of taxable in-
come (see e.g. Saez et al., 2012, for a recent survey.). In particular, dating
back to the seminal study of Feldstein (1995), much work has been car-
ried out studying tax reforms in the United States in the 1980s and 1990s.
A particular feature of these reforms is that they generated decreases in
tax rates at the top of the income distribution. The fact that much of the
variation exploited is centered at the top of the income distribution has
spurred much discussion on possible consequences for the estimated elas-
ticities (Saez et al., 2012). Three problems have been highlighted. First,
as highlighted in Gruber and Saez (2002), if the income distribution is
continually widening, e.g. due to factors such as skill-biased technical
change and globalization, it may be hard to disentangle long-term ef-
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fects of tax changes – in particular at the top of the income distribution
– from such trends. Second, since income is often the main driver of
marginal tax rates, and income has both a permanent and a transitory
component, a positive transitory income shock in the pre-reform year
will tend to result in a lower income in the years after, therefore biasing
elasticity estimates downward. Third, studies using tax return data, in
particular from the US, often have little information about tax payers
other than their income and taxes, which makes it difficult to control
for differences in the characteristics of tax payers at the top vs. at lower
levels in the income distribution.

Compared to this literature, the natural experiment provided by the
tax-free year has several advantages that allow me to overcome the biases
discussed above. First, the tax-free year affected taxes across the whole
income distribution. Furthermore, most of my analysis is concerned with
short-term responses to a temporary tax cut. Therefore, this alleviates
the concerns related to long-term trends such as the evolution of inequal-
ity. Second, the variation generated by the tax-free year is not as closely
linked to levels of labor earnings as the variation exploited in the afore-
mentioned studies. Due to multiple tax deductions and tax credits, there
was a substantial overlap in the earnings distributions across tax brack-
ets. Third, my data have very detailed information about the tax payers’
characteristics, as well as their earnings, deductions and tax payments,
allowing me to control for a rich set of covariates in my regressions.

Even for these advantages, it is possible that a mean reversion of
income or other shocks influencing the tax-bracket status from year to
year may influence my results. In order to assess the robustness of my
results to these concerns, I perform a prediction exercise, where I pre-
dict workers’ tax bracket (treatment status) using a rich set of individual
characteristics, with the aim of constructing more stable treatment and
control groups. For each year 1982-1987, the prediction is based on an
estimation of a multinomial logit model where the outcome variable is a
categorical variable for the tax brackets. I perform an out-of-sample pre-
diction, in the sense that outcomes for the year predicted are excluded
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but information from all other pre-reform years is included. The set of
right-hand-side predictors includes indicator variables for tax brackets in
the past two years, both independently and interacted with a full set of
dummies for age, gender, marital status and the number of children, and
a dummy for living in the capital area, which also enters the model sep-
arately. The model also includes a full set of dummies for the previous
year’s percentile in the income distribution. As documented in Figure
1.5b, tax bracket thresholds correspond to roughly similar quantiles of
the income distribution over time. Including dummies for the previous
year’s percentile in the income distribution in the model proxies for, e.g.,
distance from the tax bracket thresholds, across which temporary shocks
might push individual workers. In every year, I assign workers to tax
brackets based on the predicted probabilities from this estimation, pro-
vided that the bracket position is predicted with at least 50% probability.
The pseudo R2 from the multinomial model estimates are in the range
of 0.40-0.45, depending on year, compared to about 0.30-0.35 when only
the previous year’s tax bracket is included. Figure 1.27 plots the yearly
distributions of the predicted probabilities for the most probable tax
bracket, as well as the 50% cut-off level for reference.

Table 1.20 presents estimates of the elasticity of labor earnings, where
the treatment status is based on the predicted tax-bracket according to
the aforementioned procedure. The elasticity estimates, as well as the
reduced form estimates, are larger than under my main specification.
The elasticities are between 0.459 and 0.536, as compared to 0.374 to
0.401 before. Similarly, the estimates of the elasticity of weeks worked,
reported in Table 1.21, are also larger than under my main specification.
The treatment effects imply between 7.3 and 7.6 more weeks worked,
which translates into an elasticity of about 0.15 (7.6/49.49).

1.E Permanent Tax Changes

The tax-free year generated a temporary incentive to exchange leisure
time for working time in 1987, possibly at the expense of less work in
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the years that followed. This large reform which, as documented in the
current paper, induced strong labor supply responses may also have had
some positive effects on labor supply extending beyond 1987, such as
through forces of habits and learning. However, the tax system also saw
several permanent changes in 1988, which themselves may have gener-
ated effects on labor supply. During the first months of 1987, when tech-
nical and legal aspects of the new withholding-based tax system were
being worked out by the government and the tax authorities, the aim
was to simplify the tax system in order to ease the transition (Olgeirs-
son, 2013). As a result, a lot of the pre-existing tax deductions were
abolished and the progressive tax schedule was replaced with a flat tax
rate, corresponding to the rate in the upper-middle tax bracket. While
fewer tax deductions were compensated for by substantially increasing
the personal tax allowance, the reform had permanent effects on average
and marginal tax rates.

An important question to ask is whether the permanent reform in
1988 affects my estimates of the responses to the tax-free year in 1987?
If workers were responding to a tax reform in 1987 which they perceived
to be permanent rather than temporary, my estimates of the Frisch elas-
ticity will be attenuated as they incorporate an income effect arising from
the permanent change in taxes, which is likely to be non-negligible. There
are two arguments for why there may be limited effects of the perma-
nent reform spilling over to my estimates. First, while the tax-free year
was announced in December 1986, which resulted from a change in tax
collection, no announcement was made on changes to the tax schedule
under the new tax-collection system. As described in Section 1.2, that
process went on during the first months of 1987 and the bill spelling out
the new tax law was passed by Parliament in late March 1987. By then,
workers had been aware of the much advertised tax-free year for several
months. Second, relative to the simple and salient nature of the tax-free
year, many of the implications of the new tax code for marginal tax rates
were much less clear. In particular, an important part of the tax reform
was the removal of tax deductions which affected the tax base and there-
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fore the marginal tax rates. For most tax payers, assessing how changes
in tax deductions and allowances would affect their marginal tax rates
is likely to have been a complicated task.

In order to statistically evaluate this question, I perform several ro-
bustness tests. First, I evaluate the sensitivity of my estimates to control-
ling for the difference in tax rates between 1986 and 1988. If individuals
are sophisticated and well informed about how their tax-rates would
be influenced by the permanent reform, those with larger permanent
changes are likely to respond less to the 1987 tax-free year. As Tables
1.25 and 1.26 document, my estimates of the elasticity of earnings and
weeks worked are very robust to these controls, both if controlling for
changes in marginal and average tax rates. Next, I restrict the focus
to the upper-middle and lower-middle brackets. Since workers in these
brackets saw limited changes in their marginal tax rates between 1986
and 1988, with the 1986 upper-middle bracket tax rate corresponding to
the flat rate in 1988, they should be minimally influenced by the perma-
nent reform. As reported in Table 1.27, this yields an earnings elasticity
estimate of between 0.325 and 0.386, which is similar to what is reported
for the upper-middle bracket in Table 1.22, as well as being broadly con-
sistent with my main estimates. In Section 1.5, I develop a new research
design where, as to be described in more detail, one of the advantages is
that the control group experiences neither the treatment nor the possible
anticipation of a permanent reform. In addition, I can only apply this
research design to the two brackets for which marginal tax rates were
similar between 1986 and 1988. The results, reported in Tables 1.28 and
1.29, are consistent with my main estimates and the results presented in
Section 1.5.

In ongoing work, I study the long-term effects of the tax-free year
and the permanent tax changes. However, for completeness, I report
a small set of informative results in the Appendix. Permanent effects
are obtained by estimating equation (1.2) for the outcome period 1988-
1990, but excluding 1987 from the sample. The results in Table 1.30
indicate large permanent effects, both in terms of earnings and income. In
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order to understand these relatively large permanent effects, studying the
responses of men and women separately provides an important insight.
Tables 1.31 and 1.32 report estimates for men and women, respectively.
While the earnings elasticity is economically very small and statistically
indistinguishable from zero, it is large for women and highly significant. A
plausible reason for these gender differences is (i) more persistent effects
of strong responses of women in 1987, or (ii) responses to the changes in
the transferability of tax deductions and allowances between spouses in
1988, which may have influenced the marginal tax rates for women more
than for men.

1.F Model of Intertemporal Labor Supply

For the purpose of discussing the effect of wage changes, either para-
metric or evolutionary, over the life-cycle, this section describes a model
following MaCurdy (1981).

1.F.1 Model

In this model, individual i lives for T + 1 periods, where in each period
he has a time endowment of L̄, he faces no restriction of borrowing at
the rate rt, and his rate of time preference is denoted by ρ. Then his
optimization problem can be stated as follows:

max
{Cit,Lit}

T∑
t=1

1

(1 + ρ)t−1
Uit(Cit, Lit), Nit = L̄− Lit (1.11)

subject to

Ait = (1 + rt)Ait−1 + witNit − Cit (1.12)

where Ait is net wealth in each period. Assume that individual i’s within-
period utility can be described with the following additively separable
function:
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Uit(Cit, Lit) = γCitC
αC
it − γNitNαN

it , Nit = L̄− Lit (1.13)

Note that αC and αN are constant and common across all workers,
while γCit and γNit are individual- and age-specific parameters describing
tastes for consumption and leisure. It is assumed that (the log of) taste
for leisure is

log γNit = σi + µit (1.14)

where µit is a random error term (i.i.d., mean zero). The Frisch labor
supply equation can then be written as

logNit =
1

αN − 1
(log λit − logαN + logwit − σi + µit) (1.15)

The Frisch consumption demand function can be written in a similar
fashion. In (1.15), λit is the Lagrange multiplier on wealth. From the
envelope theorem, we have that

λit =
1 + rt+1

1 + ρ
λit+1 (1.16)

Taking logs and using the approximation around zero that log(1 +

x) ≈ x, we have

log λit ≈ rt+1 − ρ+ λit+1 (1.17)

Using the above approximation, the labor supply equation (1.15) can
be written as follows

logNit = Fi + bt− εRt + ε logwit + uit (1.18)



MODEL OF INTERTEMPORAL LABOR SUPPLY 131

where

Fi =
1

αN − 1
(log λi − σi − logαN ) ,

ε =
1

αN − 1
, b = σρ, uit = −σµit

As in MaCurdy (1981), let us assume a linear approximation of Fi,
such that

Fi = Ziθ +
T∑
t=1

γt logwit +Ai0θ + αi (1.19)

where Zi is a vector of individual characteristics and αi is a residual.
Moreover, let us assume that wages follow a quadratic life-time path:

wit = π0i + π1it+ π2it
2 + νit (1.20)

where π0i, π1i, π2i are linear functions of the form

πji = Migj , j = 0, 1, 2,

with Mi being a vector of determinants of wages that are exogenous and
constant over the lifetime, such as education, gj are vectors of parame-
ters, and νit is an error term. Substituting (1.20) into (1.21) yields

Fi = Ziθ + π0iγ̄0 + π1iγ̄1 + π2iγ̄2 +Ai0θ + ξi (1.21)

γ̄j =

T∑
t=1

γtt
j , j = 0, 1, 2.

1.F.2 Labor Supply Responses to Wage Changes

I now study labor supply responses to wage changes. In such an analysis,
it is important to distinguish between wage changes that are anticipated
– known as evolutionary wage changes – and those that are unanticipated
– so-called parametric wage changes. As we will see, this is a useful
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Figure 1.17: Life-Cycle Paths of Wages

distinction since anticipated changes only generate substitution effects
while the latter generate both substitution and income/wealth effects.
This analysis is therefore helpful in understanding which parameters can
be estimated using natural experiments such as tax reforms to generate
a variation in after-tax wages.

Figure 1.17 plots wage paths over the life-cycle, according to the pro-
cess in (1.20). Consider an individual whose wage path can be described
by Path A. As he gets older, individual A’s wages increase, to which
he responds by adjusting his hours. Such evolutionary wage changes are
known to the individual – since he knows his wage path – and there-
fore generate a substitution effect and no wealth effect. The parameter
governing these responses is ε, which is the intertemporal (λ-constant,
or Frisch) elasticity of substitution. While this is an elasticity that de-
termines responses to an evolutionary change in wages, it can also be
interpreted as determining responses to a particular type of parametric
change, i.e. one associated with a wage increase at time t′ but holding
the marginal utility of wealth constant.

First, let us compare two individuals, for whom the evolution of wages
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can be described by Paths A and B in Figure 1.17, where the latter equals
the former at all time periods t except at t′ when they differ by ∆. This
is a parametric change in wages, as this is a shift in the (known) life-cycle
path A. This has two effects on his labor supply. First, this generates an
intertemporal substitution effect: labor supply in period t′ will exceed
that in all other periods t 6= t′ by ∆ε. Second, there is a wealth effect:
the individual will set a value of FB which is lower than that of FA
by γt′∆. As a result, the labor supply of an individual facing path B
compared to path A will be lower in all periods t 6= t′ by a constant.
In total, the effect on labor supply at time t′ is (ε + γt′)∆, which is
ambiguously signed as the substitution effect and the wealth effect are
of opposite signs.

Now, let us compare individuals with paths A and C in Figure 1.17.
Moving from path C to A equals increasing the intercept π0 of path A
by, say, ∆. As before, there are two effects, a substitution effect of ∆ε

for every period, and a wealth effect of
∑T

t=1 γt∆ = γ̄∆.
Note that any temporary variation in wages which is not perfectly

predictable does not allow us to identify the Frisch elasticity; such
changes always also involve a wealth effect. Therefore, the observed
labor supply elasticity is (ε + γt′) ≤ ε, where equality only holds when
utility is linear in consumption, implying no wealth effect. However,
comparing the two ‘experiments’ considered, the temporary one-period
increase in wages only has a small wealth effect (e.g. the tax-free year)
compared to that generated by a permanent shift in the wage profile
(e.g. a permanent change in taxes).

1.G Collective Labor Supply Model with Home
Production

Consider a family consisting of a married couple, where m indexes the
husband and f indexes the wife, and their children if they have any.
Adults allocate their working time between two activities. First, they can



134 LABOR SUPPLY AND ADJUSTMENT FRICTIONS

sell their labor on the market and earn a fixed wage, w. Labor income is
then used to buy a market consumption good, c. Second, they allocate
time to producing goods and services at home, such as taking care of
their children or making food, which are only consumed by the family.
The latter incorporates the insight from Becker (1965) that a significant
proportion of the time spent away from work is home production.

The preferences of each spouse i ∈ {m, f} are described with a quasi-
linear utility function in consumption and working time:

ui = ci + yi −
η

1 + η
(ni + hi)

1+η
η (1.22)

where ci is spouse i’s consumption of the market good, yi is spouse i’s
consumption of the home-produced good, ni is spouse i’s market hours,
and hi are hours allocated to home duties. The parameter η governs the
curvature of the disutility of work.

Spouse i’s budget constraint is:

ci ≤ (1− τi)wini + zi + si (1.23)

where τi is spouse i’s marginal tax rate, zi is spouse i’s unearned income,
and si are the net-transfers received by spouse i.

The couple engages collectively in home production, where home-
produced goods and services are assumed to be a public good within the
household. The domestic good is produced according to a Cobb-Douglas
production technology

Y (hm, hf ) = (κmhm)αm(κfhf )αf , αm + αf ≤ 1 (1.24)

where κihi is the effective labor input of each spouse. I assume that the
home produced good is a public good within the household. Therefore:

ym = yf = Y (hm, hf ) (1.25)
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Following the literature on collective labor supply (see, e.g. Chiap-
pori, 1988; Apps and Rees, 1988), I assume that family decisions lead
to Pareto optimal allocations. Each spouse has his/her individual pref-
erences and maximization problem, but the couples agree to maximize
a collective family utility function, which is the weighted sum of indi-
vidual utility functions.73 Furthermore, I assume full commitment, so
that married couples stay married, and the weighting parameter µ in the
family welfare function is exogenous and constant. The family’s decision
problem is to maximize the following collective family utility function:

u(cm, cf , ym, yf , nm, nf , hm, hf ) = µum(cm, ym, nm, hm)+

(1− µ)uf (cf , yf , nf , hf ) (1.26)

subject to (1.24), (1.25) and the family’s budget constraint.
The solution to the model provides a labor supply function for hus-

bands and wives:

ni = ((1− τi)wi)η −
κihi
κj

(
α

µ(1− τi)wi

) 1
1−α

, i, j ∈ {m, f}, j 6= i

(1.27)

1.G.1 Own-wage and Cross-wage labor supply elasticities

Using this simple framework, I ask two questions and get predictions
from the model which I then explore in the data. First, how do hus-
bands and wives respond to changes in their wage rate or, equivalently,
their marginal tax rate? Computing own-wage elasticity of labor supply,
εni,wi = ∂ni

∂wi
wi
ni
, yields

73This simple framework only illustrates the spousal cross-response arising from
substitutability in home production, but not from complementarities in leisure time.
Allowing for such complementarities would generate an opposing force, and the overall
cross-response would be the combination of the two. Since my results imply negative
cross-elasticities in most cases, the results can be interpreted as the force of substi-
tutability in home production dominating the complementarity of leisure.
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εni,wi = η +

(
η +

1

1− αi

)
hi
ni

(1.28)

The elasticity consists of two components. First, in an individualistic
model without home production, the labor supply elasticity corresponds
to the constant preference parameter η. Second, due to home produc-
tion, labor supply elasticity has a second component. Since an increase
in the market wage – or a decrease in taxes – increases the opportunity
cost of home production, workers will substitute hours from home pro-
duction to market work. Equation (1.28) gives the first prediction of the
model: Within couples engaging in home production, individuals’ own-
wage elasticity is stronger the more important is their labor input for
home-production and the more specialized they are in home production.
This explains why labor supply elasticities may differ across couples. If
women engage in relatively more home production, e.g. due to a compar-
ative advantage or bargaining power in the household, they will have a
larger labor supply elasticity due to substitutability between time spent
on home production and market work.

The second question I ask is how do husbands and wives respond to
changes in their spouse’s wage, or the marginal tax rate. Computing the
cross-wage elasticity of labor supply, εni,w−i = ∂ni

∂w−i

w−i
ni

, yields

εni,w−i = − 1

αi

hi
ni

(1.29)

The cross-elasticity is negative and depends on relative hours allo-
cated to home vs. market work and the output elasticity in home pro-
duction. From the perspective of the individual, if his spouse’s wage
increases, the spouse’s opportunity cost of time allocated to home pro-
duction, relative to market work, increases. As the members of the couple
are perfect substitutes in home production, a change in the spouse’s wage
induces a change in the couple’s relative opportunity costs of market
work. Therefore, in response to an increase in their spouse’s wage, indi-
viduals will allocate more time to home production and less to market
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work. Equation (1.28) gives the second prediction of the model: Within
couples engaging in home production, the cross-wage elasticity is larger
(in absolute value) the more time is spent on home production but the
lower is the elasticity of their input in home production.

Evidence based on time-use surveys indicates that women allocate
more time than men to chores within the household (Aguiar et al., 2013).
It is also reasonable to assume, at least in households with small chil-
dren, that females’ output elasticity in home production is larger than
that for men.74 Based on that, the model implies that households with
more children, where both spouses take part in home production but
women play the leading role, married women will have a larger own-
wage elasticity than their husbands. However, the cross-elasticity may
be stronger (more negative) for married men than for married women if
relatively more time input is needed from them to substitute for their
wives’ time.

74Bredemeier and Juessen (2013) construct a model of family labor supply with a
Cobb-Douglas home production function. When calibrating their model, they set the
female output elasticity in home production to 0.7 and the elasticity for men to 0.3.
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1.H Supplementary Figures
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Figure 1.18: Tax Deductions
Notes: The figure plots tax deductions in 1986 by category as shares of total deductions.
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Figure 1.19: Summary of Structural Estimates of Intensive Margin Elas-
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Notes: The figure plots parameter estimates of intensive margin Frisch elasticity. As most
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(2016a).



1.H. SUPPLEMENTARY FIGURES 139

90
10

0
11

0
12

0
13

0
La

bo
r E

ar
ni

ng
s 

(1
98

6=
10

0)

1982 1983 1984 1985 1986 1987 1988
Year

Top Tax Bracket Bottom Tax Bracket

(a) Reduced Form: Labor Earnings
41

42
43

44
45

W
ee

ks
 W

or
ke

d

1982 1983 1984 1985 1986 1987 1988
Year

Top Tax Bracket Bottom Tax Bracket

(b) Reduced Form: Total Weeks Worked

0
.2

.4
.6

M
ar

gi
na

l T
ax

 R
at

e

1982 1983 1984 1985 1986 1987 1988
Year

Top Tax Bracket Bottom Tax Bracket

(c) First Stage: Marginal Tax Rates

Figure 1.20: Graphical Evidence: Top Tax Bracket
Notes: The figure shows the evolution of average (a) labor earnings, (b) weeks worked and
(c) marginal tax rates by tax bracket, where the tax-bracket status in year t is defined
according to the tax bracket in t− 1. Labor earnings are in real terms, normalized to 100
in 1986. Weeks worked are averages of total weeks worked by individual, i.e. in all jobs,
normalized to the bottom-bracket average in 1986. In each graph, using the method of
DiNardo et al. (1996), I non-parametrically reweigh the distribution of age (partitioned
into 10-year bins) and pre-treatment characteristics (marital status, number of children,
3-level education) of individuals in the bottom tax bracket group to match the distribution
of individuals in the top tax bracket. In each panel, the difference between the slopes of the
two series in 1987 gives a difference-in-differences estimate, while a comparison in other
years provides placebo tests of the natural experiment. The graphs for labor earnings and
weeks worked imply the reduced-form effects of the tax-free year on these measures of
labor supply. Correspondingly, the difference in series of marginal tax rates provides an
estimate of the first-stage.
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Figure 1.21: Graphical Evidence: Upper-Middle Tax Bracket
Notes: The figure shows the evolution of average (a) labor earnings, (b) weeks worked and
(c) marginal tax rates by tax bracket, where the tax-bracket status in year t is defined
according to the tax bracket in t− 1. Labor earnings are in real terms, normalized to 100
in 1986. Weeks worked are averages of total weeks worked by individual, i.e. in all jobs,
normalized to the bottom-bracket average in 1986. In each graph, using the method of
DiNardo et al. (1996), I non-parametrically reweigh the distribution of age (partitioned
into 10-year bins) and pre-treatment characteristics (marital status, number of children, 3-
level education) of individuals in the bottom tax bracket group to match the distribution of
individuals in the upper-middle tax bracket. In each panel, the difference between the slopes
of the two series in 1987 gives a difference-in-differences estimate, while a comparison in
other years provides placebo tests of the natural experiment. The graphs for labor earnings
and weeks worked imply the reduced-form effects of the tax-free year on these measures
of labor supply. Correspondingly, the difference in series of marginal tax rates provides an
estimate of the first-stage.
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Figure 1.22: Graphical Evidence: Lower-Middle Tax Bracket
Notes: The figure shows the evolution of average (a) labor earnings, (b) weeks worked and
(c) marginal tax rates by tax bracket, where the tax-bracket status in year t is defined
according to the tax bracket in t− 1. Labor earnings are in real terms, normalized to 100
in 1986. Weeks worked are averages of total weeks worked by individual, i.e. in all jobs,
normalized to the bottom-bracket average in 1986. In each graph, using the method of
DiNardo et al. (1996), I non-parametrically reweigh the distribution of age (partitioned
into 10-year bins) and pre-treatment characteristics (marital status, number of children, 3-
level education) of individuals in the bottom tax bracket group to match the distribution of
individuals in the lower-middle tax bracket. In each panel, the difference between the slopes
of the two series in 1987 gives a difference-in-differences estimate, while the comparison in
other years provides placebo tests of the natural experiment. The graphs for labor earnings
and weeks worked imply the reduced-form effects of the tax-free year on these measures
of labor supply. Correspondingly, the difference in series of marginal tax rates provides an
estimate of the first-stage.
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Figure 1.23: Advertisement: “Road to Tax Freedom”

Tax-free earnings in 1987

Figure 1.24: Explanation of the Withholding Tax System and 1987 Being
a Tax-free Year
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Figure 1.25: Share of Income Taxes Due in 1987 Written Down
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Figure 1.26: Transitions between Tax Brackets, 1982-1986
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Figure 1.27: Tax Bracket Prediction Accuracy
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(a) Sick leave, in hours of work
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Figure 1.28: Sick Leave from Work and Recipients of Sickness Benefits
Notes: Panel (a) plots the number of hours on sickness leave as a share to total paid hours
(in %), based on survey data collected by the Wage Research Committee (Kjararannsók-
nanefnd). The numbers are sample averages. Panel (b) plots the number of people (tax
filers) who received sickness benefits in the given year. These benefits were reported in
tax returns until 1987 and were deductible from taxes. From 1988 onwards, under the
withholding tax system, these were no longer reported.
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(a) Monthly Unemployment Rate
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(b) Annual Unemployment Rate

Figure 1.29: Unemployment Rate
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Figure 1.30: Placebo Tests and Actual Tax-free Year Reduced Form Es-
timates
Notes: The figure plots estimates of equation (1.3), i.e. a reduced form estimate using the
life-cycle DD, by cohort. The figure plots estimates for two placebo tax-free years, 1986
and 1985, as well as estimates for the actual tax-free year as a comparison.
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Figure 1.31: Prediction Tree from Random Forest Estimation
Notes: The figure plots a decision tree from a random forest prediction of labor supply
elasticity. This plots the tree of best splits, i.e. a single tree that splits along features
that contribute most to the prediction. The purpose of the figure is to document where
splits occur within the characteristics of most importance, e.g. weeks worked. Naturally, a
random forest prediction cannot be represented by a single tree as random forest prediction
is based on the combinations of trees.
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Figure 1.32: Relative Variability in Weeks Worked by Occupations
Notes: The figure plots the histogram of the coefficient of variation of weeks worked by
occupation, measured with equation (1.7).
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Figure 1.33: Own-elasticities and Cross-elasticities of Husbands and
Wives by Employment Status
Notes: The figure presents estimates of own-elasticities and cross-elasticities for men and
women depending on employment status. Full-time is defined as working 46 or more weeks
in the previous year. Part-time is defined as working less than 46 weeks in the previous
year. Elasticities are estimated using a 2SLS estimation of the following modification of
equation (1.2):

yit = bracketi,t−1+δt+ε
own ·log(1−τit)+bracketspousei,t−1 +εcross ·log(1−τspouseit )+X ′itγ+νit

where the dependent variable is the logarithm of the individual’s labor earnings and the
two endogenous variables, the individual’s log net-of-tax rate and his spouse’s log net-of-
tax rate, are instrumented with an interaction between indicators of treatment status and
tax-free year for the individual and his spouse separately. The coefficient εown identifies
the own-elasticity and εcross the cross-elasticity. Estimates by subgroups are obtained by
interacting group indicators with the log of net-of-tax rate of the individual and his spouse
as well as the respective instrumental variables. Regressions control for age, education,
whether living in the capital area or not and the number of children 0-18. The figure
shows 95% confidence intervals based on clustered robust standard errors.
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1.I Supplementary Tables

Table 1.11: Occupation Classification

Group Occupation Category Nr. of sub-categories

1 Legislators, senior officials and managers 17
2. Professionals 5
3. Technicians and associate professionals 8
4. Clerks 7
5. Service workers and shop and market sales workers 9
6. Plant and machine operators and assemblers 1
7. Skilled agriculture and fishery workers 7
8. Craft and related trades workers 11
9. Elementary occupations 9
0. Armed Forces 0

74

Notes: The occupation classification is based on the International Labor Organization’s (ILO)
International Standard Classification of Occupations (ISCO), version ISCO-88. For a detailed
description of the classification, see the documentation on ILO’s website.
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Table 1.14: Elasticity of Total Weeks Worked

(1) (2) (3)
2SLS DD estimate ( d log y

d log(1−τ)) 0.093*** 0.090*** 0.168***
(0.026) (0.026) (0.035)

Reduced form estimate (d log y) 0.019*** 0.019*** 0.032***
(0.005) (0.005) (0.007)

First-stage estimate (d log(1− τ)) 0.207*** 0.208*** 0.193***
(0.001) (0.001) (0.001)

Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 515,232 515,232 514,737

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.2), where the dependent vari-
able is the logarithm of total number of weeks worked and the net-of-tax rate is instru-
mented with an interaction between indicators of treatment status and tax-free year.
The middle row presents results from a reduced-form DD estimation of equation (1.1),
where the outcome variable is the the logarithm of total number of weeks worked. The
bottom row presents results from a first-stage DD estimation of equation (1.1), where
the outcome variable is the logarithm of one minus the marginal tax rate. Controls
are gender, age, education, marital status, whether living in the capital area or not,
and the number of children at age 0-18. Occupation and sector fixed effects are group
dummies for occupation and sector groups. "Matching" refers to weighted regressions
after coarsened exact matching on age and pre-treatment marital status, the number of
children and education. Robust standard errors clustered by individual in parentheses.
*** p<0.01, ** p<0.05, * p<0.1
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Table 1.17: Effect on Earnings and Employment-Related Income

Wages and salaries 93.7%
Fringe benefits, travel allowances etc 2.6%
Drivers payments 0.7%
Gifts from employer 0.1%
Pension payment from employer 0.3%
Bonuses, sales commission etc. 0.7%
Board remuneration 2.0%
Sum 100%

Notes: The table presents results from a 2SLS estimation of equa-
tion (1.2), where the dependent variable is the one stated in each
row, in 1981$. Estimates are presented in the fraction of total
employment-related income. Each regression controls for gender,
age, education, marital status, whether living in the capital area or
not, and the number of children at age 0-18.
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Table 1.18: Effect of Tax-Free Year on Capital Income

(1) (2) (3)
2SLS DD estimate ( dy

d log(1−τ)) 310*** 291*** 272**
(118) (109) (131)

Reduced form estimate (dy) 64*** 61*** 53**
(24) (23) (25)

First-stage estimate (d log(1− τ)) 0.207*** 0.208*** 0.193***
(0.001) (0.001) (0.001)

Mean of outcome variable 72.34 72.34 72.34
Share of treatment effect on labor earnings 0.021 0.021 0.018

Controls No Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 530,900 530,900 530,900

Notes: The table presents results from difference-in-differences (DD) regressions, where each
row and column entry corresponds to one regression estimate. The top row presents results
from a 2SLS estimation of equation (1.2), where the dependent variable is real taxable capital
income in 1981$ and the net-of-tax rate is instrumented with an interaction between indicators
of treatment status and tax-free year. The middle row presents results from a reduced-form
DD estimation of equation (1.1), where the outcome variable is real taxable capital income
in 1981$. The bottom row presents results from a first-stage DD estimation of equation (1.1),
where the outcome variable is the logarithm of one minus the marginal tax rate. Controls
are gender, age, education, marital status, whether living in the capital area or not, and the
number of children at age 0-18. Occupation and sector fixed effects are group dummies for
occupation and sector groups. "Matching" refers to weighted regressions after coarsened exact
matching on age and pre-treatment marital status, the number of children and education.
"‘Share of treatment effect on labor earnings"’ refers to the ratio of the top row to a similar
estimate of real labor earnings in in 1981$. Robust standard errors clustered by individual in
parentheses. *** p<0.01, ** p<0.05, * p<0.1



158 LABOR SUPPLY AND ADJUSTMENT FRICTIONS

Table 1.19: Effect of Tax-Free Year on Self-Employment

(1) (2) (3)
2SLS DD estimate ( dP

d log(1−τ)) 0.104*** 0.102*** 0.155***
(0.014) (0.013) (0.019)

Reduced form estimate (dP ) 0.021*** 0.021*** 0.030***
(0.003) (0.002) (0.003)

First-stage estimate (d log(1− τ)) 0.207*** 0.208*** 0.193***
(0.001) (0.001) (0.001)

Mean of outcome variable 0.149 0.149 0.149
Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 530,900 530,900 530,397

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.2), where the dependent variable
is an indicator for having income from self-employment and the net-of-tax rate is instru-
mented with an interaction between indicators of treatment status and tax-free year.
The middle row presents results from a reduced-form DD estimation of equation (1.1),
where the outcome variable is an indicator for having income from self-employment.
The bottom row presents results from a first-stage DD estimation of equation (1.1),
where the outcome variable is the logarithm of one minus the marginal tax rate. Con-
trols are gender, age, education, marital status, whether living in the capital area or
not, and the number of children at age 0-18. Occupation and sector fixed effects are
group dummies for occupation and sector groups. "Matching" refers to weighted re-
gressions after coarsened exact matching on age and pre-treatment marital status, the
number of children and education. Robust standard errors clustered by individual in
parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.20: Effect of Tax-Free Year on Labor Earnings: Predicted Tax
Bracket

(1) (2) (3)
2SLS DD estimate ( d log y

d log(1−τ)) 0.536*** 0.546*** 0.459***
(0.027) (0.027) (0.028)

Reduced form estimate (d log y) 0.108*** 0.110*** 0.093***
(0.005) (0.005) (0.006)

First-stage estimate (d log(1− τ)) 0.202*** 0.201*** 0.201***
(0.001) (0.001) (0.001)

Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 474,641 474,641 474,525

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. Treatment status is
assigned based on the predicted tax bracket in a given year; see the text for details. The
top row presents results from a 2SLS estimation of equation (1.2), where the dependent
variable is the logarithm of labor earnings and the net-of-tax rate is instrumented with
an interaction between indicators of treatment status and tax-free year. The middle
row presents results from a reduced-form DD estimation of equation (1.1), where the
outcome variable is the logarithm of labor earnings. The bottom row presents results
from a first-stage DD estimation of equation (1.1), where the outcome variable is the
logarithm of one minus the marginal tax rate. Controls are gender, age, education,
marital status, whether living in the capital area or not, and the number of children
at age 0-18. Occupation and sector fixed effects are group dummies for occupation and
sector groups. "Matching" refers to weighted regressions after coarsened exact matching
on age and pre-treatment marital status, the number of children and education. Robust
standard errors clustered by individual in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.21: Effect of Tax-Free Year on Total Weeks Worked: Predicted
Tax Bracket

(1) (2) (3)
2SLS DD estimate ( dy

d log(1−τ)) 7.627*** 7.367*** 7.316***
(0.870) (0.818) (0.032)

Reduced form estimate (dy) 1.546*** 1.486*** 1.476***
(0.175) (0.164) (0.202)

First-stage estimate (d log(1− τ)) 0.207*** 0.208*** 0.193***
(0.001) (0.001) (0.001)

Mean dependent variable 49.49 49.49 49.49
Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 468,611 468,611 468,495

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.2), where the dependent vari-
able is total number of weeks worked and the net-of-tax rate is instrumented with an
interaction between indicators of treatment status and tax-free year. The middle row
presents results from a reduced-form DD estimation of equation (1.1), where the out-
come variable is the total number of weeks worked. The bottom row presents results
from a first-stage DD estimation of equation (1.1), where the outcome variable is the
logarithm of one minus the marginal tax rate. Controls are gender, age, education,
marital status, whether living in the capital area or not, and the number of children
at age 0-18. Occupation and sector fixed effects are group dummies for occupation and
sector groups. "Matching" refers to weighted regressions after coarsened exact match-
ing on age and pre-treatment marital status, the number of children and education.
Robust standard errors clustered by individual in parentheses. *** p<0.01, ** p<0.05,
* p<0.1



1.I. SUPPLEMENTARY TABLES 161

T
ab

le
1.
22
:E

ffe
ct

of
T
ax

-F
re
e
Y
ea
r
on

La
bo

r
E
ar
ni
ng

s
by

T
ax

-B
ra
ck
et
s

Lo
w
er
-M

id
dl
e

U
pp

er
-M

id
dl
e

T
op

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

2S
LS

D
D

es
ti
m
at
e
(

d
lo

g
y

d
lo

g
(1
−
τ
)
)

0.
48

4*
**

0.
53

9*
**

0.
28

6*
**

0.
30
4*

**
0.
23
6*

**
0.
20

0*
**

(0
.0
37

)
(0
.0
42
)

(0
.0
20

)
(0
.0
29

)
(0
.0
16

)
(0
.0
33

)

R
ed
uc
ed

fo
rm

es
ti
m
at
e

(d
lo

g
y
)

0.
06

9*
**

0.
07
2*
**

0.
08

3*
**

0.
08

4*
**

0.
11
1*

**
0.
08

7*
**

(0
.0
05

)
(0
.0
05

)
(0
.0
06

)
(0
.0
08

)
(0
.0
07

)
(0
.0
14

)
F
ir
st
-s
ta
ge

es
ti
m
at
e

(d
lo

g
(1
−
τ
))

0.
14

2*
**

0.
13
3*
**

0.
29

3*
**

0.
27

2*
**

0.
46
7*

**
0.
43

4*
**

(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
02

)

C
on

tr
ol
s

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

M
at
ch
in
g

N
o

Y
es

N
o

Y
es

N
o

Y
es

O
bs
er
va
ti
on

s
36

8,
64

5
36

8,
40

2
20

2,
60

0
20

2,
03

0
14
6,
70

2
14

3,
67

6

N
ot
es
:
T
he

ta
bl
e
pr
es
en
ts

re
su
lt
s
fr
om

di
ffe

re
nc
e-
in
-d
iff
er
en

ce
s
(D

D
)
re
gr
es
si
on

s,
w
he

re
ea
ch

ro
w
an

d
co
lu
m
n
en
tr
y
co
rr
es
po

nd
s

to
on

e
re
gr
es
si
on

es
ti
m
at
e.
T
he

to
p
ro
w
pr
es
en
ts

re
su
lt
s
fr
om

a
2S

L
S
es
ti
m
at
io
n
of

eq
ua

ti
on

(1
.2
),
w
he

re
th
e
de

pe
nd

en
t
va
ri
ab

le
is
th
e
lo
ga
ri
th
m

of
la
bo

r
ea
rn
in
gs

an
d
th
e
ne

t-
of
-t
ax

ra
te

is
in
st
ru
m
en
te
d
w
it
h
an

in
te
ra
ct
io
n
be

tw
ee
n
in
di
ca
to
rs

of
tr
ea
tm

en
t

st
at
us

an
d
ta
x-
fr
ee

ye
ar
.
T
he

m
id
dl
e
ro
w

pr
es
en
ts

re
su
lt
s
fr
om

a
re
du

ce
d-
fo
rm

D
D

es
ti
m
at
io
n
of

eq
ua

ti
on

(1
.1
),

w
he

re
th
e

ou
tc
om

e
va
ri
ab

le
is

th
e
lo
ga
ri
th
m

of
la
bo

r
ea
rn
in
gs
.
T
he

bo
tt
om

ro
w

pr
es
en
ts

re
su
lt
s
fr
om

a
fir
st
-s
ta
ge

D
D

es
ti
m
at
io
n
of

eq
ua

ti
on

(1
.1
),

w
he

re
th
e
ou

tc
om

e
va
ri
ab

le
is

th
e
lo
ga
ri
th
m

of
on

e
m
in
us

th
e
m
ar
gi
na

l
ta
x
ra
te
.
C
on

tr
ol
s
ar
e
ge
nd

er
,
ag
e,

ed
uc
at
io
n,

m
ar
it
al

st
at
us
,
w
he

th
er

liv
in
g
in

th
e
ca
pi
ta
l
ar
ea

or
no

t,
an

d
th
e
nu

m
be

r
of

ch
ild

re
n

at
ag
e
0-
18
.
O
cc
up

at
io
n

an
d
se
ct
or

fix
ed

eff
ec
ts

ar
e
gr
ou

p
du

m
m
ie
s
fo
r
oc
cu

pa
ti
on

an
d
se
ct
or

gr
ou

ps
.
"M

at
ch
in
g"

re
fe
rs

to
w
ei
gh

te
d
re
gr
es
si
on

s
af
te
r

co
ar
se
ne

d
ex
ac
t
m
at
ch
in
g
on

ag
e
an

d
pr
e-
tr
ea
tm

en
t
m
ar
it
al

st
at
us
,
th
e
nu

m
be

r
of

ch
ild

re
n
an

d
ed

uc
at
io
n.

R
ob

us
t
st
an

da
rd

er
ro
rs

cl
us
te
re
d
by

in
di
vi
du

al
in

pa
re
nt
he

se
s.

**
*
p<

0.
01
,*

*
p<

0.
05
,*

p<
0.
1



162 LABOR SUPPLY AND ADJUSTMENT FRICTIONS

Table 1.23: Tax-Bracket DD: Labor Earnings – Top and Upper-Middle
vs. Lower-Middle Bracket

(1) (2) (3)
2SLS DD estimate ( d log y

d log(1−τ)) 0.232*** 0.289*** 0.233***
(0.029) (0.029) (0.034)

Reduced form estimate (d log y) 0.037*** 0.046*** 0.034***
(0.005) (0.004) (0.005)

First-stage estimate (d log(1− τ)) 0.160*** 0.158*** 0.147***
(0.001) (0.001) (0.001)

Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 431,459 431,459 430,911

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.2), where the dependent vari-
able is the logarithm of labor earnings and the net-of-tax rate is instrumented with
an interaction between indicators of treatment status and tax-free year. The middle
row presents results from a reduced-form DD estimation of equation (1.1), where the
outcome variable is the logarithm of labor earnings. The bottom row presents results
from a first-stage DD estimation of equation (1.1), where the outcome variable is the
logarithm of one minus the marginal tax rate. Controls are gender, age, education,
marital status, whether living in the capital area or not, and the number of children
at age 0-18. Occupation and sector fixed effects are group dummies for occupation and
sector groups. "Matching" refers to weighted regressions after coarsened exact match-
ing on age and pre-treatment marital status, the number of children and education.
Robust standard errors clustered by individual in parentheses. *** p<0.01, ** p<0.05,
* p<0.1
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Table 1.24: Tax-Bracket DD: Weeks Worked, Top and Upper-Middle vs.
Lower-Middle Bracket

(1) (2) (3)
2SLS DD estimate ( dy

d log(1−τ)) 3.100*** 4.246*** 3.268***
(1.137) (1.133) (1.410)

Reduced form estimate (dy) 0.497*** 0.675*** 0.482***
(0.182) (0.180) (0.208)

First-stage estimate (d log(1− τ)) 0.160*** 0.158*** 0.147***
(0.001) (0.001) (0.001)

Mean of outcome variable 49.79 49.79 49.79
Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 520,438 520,438 425,579

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.2), where the dependent vari-
able is total number of weeks worked and the net-of-tax rate is instrumented with an
interaction between indicators of treatment status and tax-free year. The middle row
presents results from a reduced-form DD estimation of equation (1.1), where the out-
come variable is the total number of weeks worked. The bottom row presents results
from a first-stage DD estimation of equation (1.1), where the outcome variable is the
logarithm of one minus the marginal tax rate. Controls are gender, age, education,
marital status, whether living in the capital area or not, and the number of children
at age 0-18. Occupation and sector fixed effects are group dummies for occupation and
sector groups. "Matching" refers to weighted regressions after coarsened exact match-
ing on age and pre-treatment marital status, the number of children and education.
Robust standard errors clustered by individual in parentheses. *** p<0.01, ** p<0.05,
* p<0.1
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Table 1.25: Tax-Bracket DD: Labor Earnings, Controls for 1988 Tax
Rates

(1) (2) (3) (4)
2SLS DD estimate ( d log y

d log(1−τ)) 0.374*** 0.373*** 0.307*** 0.378***
(0.024) (0.022) (0.023) (0.022)

τ1986 − τ1988 No Yes No Yes

τaverage1986 − τaverage1988 No No Yes Yes

Controls Yes Yes Yes Yes
Observations 526,955 526,955 526,955 526,955

Notes: The table presents results from a 2SLS estimation of equation (1.2), where the de-
pendent variable is the logarithm of labor earnings and the net-of-tax rate is instrumented
with an interaction between indicators of treatment status and tax-free year. The difference
between marginal tax rates in 1986 and 1988 is denoted with τ1986 − τ1988. The difference
between average tax rates in 1986 and 1988 is denoted with τaverage1986 − τaverage1988 . Controls
are gender, age, education, marital status, whether living in the capital area or not, and the
number of children at age 0-18. Occupation and sector fixed effects are group dummies for
occupation and sector groups. Robust standard errors clustered by individual in parentheses.
*** p<0.01, ** p<0.05, * p<0.1
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Table 1.26: Tax-Bracket DD: Weeks Worked, Controls for 1988 Tax Rates

(1) (2) (3) (4)
2SLS DD estimate ( dy

d log(1−τ)) 4.926*** 7.088*** 4.470*** 7.171***
(0.784) (0.719) (0.749) (0.719)

τ1986 − τ1988 No Yes No Yes

τaverage1986 − τaverage1988 No No Yes Yes

Controls Yes Yes Yes Yes
Mean of outcome variable 48.43 48.43 48.43 48.43
Observations 520,438 520,438 520,438 520,438

Notes: The table presents results from a 2SLS estimation of equation (1.2), where the de-
pendent variable is total number of weeks worked and the net-of-tax rate is instrumented
with an interaction between indicators of treatment status and tax-free year. The difference
between marginal tax rates in 1986 and 1988 is denoted with τ1986 − τ1988. The difference
between average tax rates in 1986 and 1988 is denoted with τaverage1986 − τaverage1988 . Controls
are gender, age, education, marital status, whether living in the capital area or not, and the
number of children at age 0-18. Occupation and sector fixed effects are group dummies for
occupation and sector groups. Robust standard errors clustered by individual in parentheses.
*** p<0.01, ** p<0.05, * p<0.1
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Table 1.27: Tax-Bracket DD: Labor Earnings – Upper-Middle vs. Lower-
Middle Bracket

(1) (2) (3)
2SLS DD estimate ( d log y

d log(1−τ)) 0.325*** 0.386*** 0.337***
(0.048) (0.048) (0.058)

Reduced form estimate (d log y) 0.036*** 0.042*** 0.033***
(0.005) (0.005) (0.006)

First-stage estimate (d log(1− τ)) 0.111*** 0.110*** 0.099***
(0.001) (0.001) (0.001)

Controls Yes Yes Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Matching No No Yes
Observations 380,253 380,253 379,783

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.2), where the dependent vari-
able is the logarithm of labor earnings and the net-of-tax rate is instrumented with
an interaction between indicators of treatment status and tax-free year. The middle
row presents results from a reduced-form DD estimation of equation (1.1), where the
outcome variable is the logarithm of labor earnings. The bottom row presents results
from a first-stage DD estimation of equation (1.1), where the outcome variable is the
logarithm of one minus the marginal tax rate. Controls are gender, age, education,
marital status, whether living in the capital area or not, and the number of children
at age 0-18. Occupation and sector fixed effects are group dummies for occupation and
sector groups. "‘Matching" refers to weighted regressions after coarsened exact match-
ing on age and pre-treatment marital status, the number of children and education.
Robust standard errors clustered by individual in parentheses. *** p<0.01, ** p<0.05,
* p<0.1
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Table 1.28: Life-Cycle-DD: Labor Earnings, Upper-Middle and Lower-
Middle Brackets

(1) (2) (3)
2SLS DD estimate ( d log y

d log(1−τ)) 0.493*** 0.490*** 0.426***
(0.001) (0.001) (0.001)

Reduced form estimate (d log y) 0.150*** 0.149*** 0.136***
(0.003) (0.003) (0.003)

First-stage estimate (d log(1− τ)) 0.303*** 0.303*** 0.317***
(0.001) (0.001) (0.001)

Match-strata Fixed Effects Yes Yes No
Individual Fixed Effects No No Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Number of observations 250,762 250,762 232,264

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.4), where the dependent vari-
able is the logarithm of labor earnings and the net-of-tax rate is instrumented with an
interaction between indicators of treatment status and tax-free year. The middle row
presents results from a reduced-form DD estimation of equation (1.3), where the out-
come variable is the logarithm of labor earnings. The bottom row presents results from
a first-stage DD estimation of equation (1.3), where the outcome variable is the loga-
rithm of one minus the marginal tax rate. "Match-strata Fixed Effects" refers to group
fixed effects, where each group is a cell used in coarsened exact matching on age, gender
and pre-treatment marital status, the number of children, education, location indicator
and percentile of income. Occupation and sector fixed effects are group dummies for
occupation and sector groups. The number of observations corresponds to observations
for the treatment group. Robust standard errors clustered at the match-strata level are
in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.29: Life-Cycle-DD: Weeks Worked, Upper-Middle and Lower-
Middle Brackets

(1) (2) (3)
2SLS DD estimate ( dy

d log(1−τ)) 2.210*** 2.259*** 1.024***
(0.353) (0.344) (0.334)

Reduced form estimate (dy) 0.673*** 0.689*** 0.326***
(0.107) (0.105) (0.106)

First-stage estimate (d log(1− τ)) 0.303*** 0.303*** 0.317***
(0.001) (0.001) (0.001)

Mean dependent variable 48.15 48.15 48.15
Match-strata Fixed Effects Yes Yes No
Individual Fixed Effects No No Yes
Occupation Fixed Effects No Yes No
Sector Fixed Effects No Yes No
Number of observations 248,850 248,850 229,894

Notes: The table presents results from difference-in-differences (DD) regressions, where
each row and column entry corresponds to one regression estimate. The top row
presents results from a 2SLS estimation of equation (1.4), where the dependent variable
is total weeks worked and the net-of-tax rate is instrumented with an interaction be-
tween indicators of treatment status and tax-free year. The middle row presents results
from a reduced-form DD estimation of equation (1.3), where the outcome variable is to-
tal weeks worked. The bottom row presents results from a first-stage DD estimation of
equation (1.3), where the outcome variable is the logarithm of one minus the marginal
tax rate. "Match-strata Fixed Effects" refers to group fixed effects, where each group
is a cell used in coarsened exact matching on age, gender and pre-treatment marital
status, number of children, education, location indicator and percentile of income. Oc-
cupation and sector fixed effects are group dummies for occupation and sector groups.
The number of observations corresponds to observations for the treatment group. Ro-
bust standard errors clustered at the match-strata level are in parentheses. *** p<0.01,
** p<0.05, * p<0.1
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Table 1.30: Effect of Permanent Reform

Earnings Weeks Employment
(1) (2) (3)

2SLS DD estimate 0.424*** 4.681*** 0.529***
(0.050) (1.349) (0.114)

Reduced form estimate 0.046*** 0.487*** 0.015***
(0.005) (0.137) (0.003)

First-stage estimate 0.103*** 0.103*** 0.028***
(0.001) (0.001) (0.001)

Mean dependent variable — 45.62 0.858
Controls Yes Yes Yes
Observations 675,673 676,253 716,851

Notes: The table presents results from difference-in-differences (DD) regres-
sions, where each row and column entry corresponds to one regression esti-
mate. The post-reform period is 1988-1990 and the year 1987 is dropped from
the sample. The top row presents results from a 2SLS estimation of equation
(1.2), where the dependent variable is defined in the top panel above each
column and the net-of-tax rate is instrumented with an interaction between
indicators of treatment status and tax-free year. The middle row presents
results from a reduced-form DD estimation of equation (1.1), where the out-
come variable is the total number of weeks worked. The bottom row presents
results from a first-stage DD estimation of equation (1.1), where the outcome
variable is the logarithm of one minus the marginal tax rate, except in the
case of employment where it is one minus the average tax rate. Controls are
gender, age, education, marital status, whether living in the capital area or
not, and the number of children at age 0-18. Robust standard errors clustered
by individual in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.31: Effect of Permanent Reform: Men

Earnings Weeks Employment
(1) (2) (3)

2SLS DD estimate 0.038 -2.371* -0.116
(0.045) (1.349) (0.025)

Reduced form estimate 0.006 -0.345* -0.005
(0.007) (0.137) (0.004)

First-stage estimate 0.145*** 0.145*** 0.040***
(0.002) (0.002) (0.001)

Mean dependent variable — 48.17 0.913
Controls Yes Yes Yes
Observations 437,486 436,232 463,817

Notes: The table presents results from difference-in-differences (DD) regres-
sions, where each row and column entry corresponds to one regression esti-
mate. The post-reform period is 1988-1990 and the year 1987 is dropped from
the sample. The top row presents results from a 2SLS estimation of equation
(1.2), where the dependent variable is defined in the top panel above each
column and the net-of-tax rate is instrumented with an interaction between
indicators of treatment status and tax-free year. The middle row presents
results from a reduced-form DD estimation of equation (1.1), where the out-
come variable is the total number of weeks worked. The bottom row presents
results from a first-stage DD estimation of equation (1.1), where the outcome
variable is the logarithm of one minus the marginal tax rate, except in the
case of employment where it is one minus the average tax rate. Controls are
gender, age, education, marital status, whether living in the capital area or
not, and the number of children at age 0-18. Robust standard errors clustered
by individual in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.32: Effect of Permanent Reform: Women

Earnings Weeks Employment
(1) (2) (3)

2SLS DD estimate 0.606*** 4.624 0.375
(0.158) (4.082) (0.250)

Reduced form estimate 0.032*** 0.233 0.008
(0.007) (0.201) (0.005)

First-stage estimate 0.050*** 0.050*** 0.020***
(0.002) (0.002) (0.001)

Mean dependent variable — 41.34 0.765
Controls Yes Yes Yes
Observations 238,187 240,021 253,034

Notes: The table presents results from difference-in-differences (DD) regres-
sions, where each row and column entry corresponds to one regression esti-
mate. The post-reform period is 1988-1990 and the year 1987 is dropped from
the sample. The top row presents results from a 2SLS estimation of equation
(1.2), where the dependent variable is defined in the top panel above each
column and the net-of-tax rate is instrumented with an interaction between
indicators of treatment status and tax-free year. The middle row presents
results from a reduced-form DD estimation of equation (1.1), where the out-
come variable is the total number of weeks worked. The bottom row presents
results from a first-stage DD estimation of equation (1.1), where the outcome
variable is the logarithm of one minus the marginal tax rate, except in the
case of employment where it is one minus the average tax rate. Controls are
gender, age, education, marital status, whether living in the capital area or
not, and the number of children at age 0-18. Robust standard errors clustered
by individual in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 1.33: Life-Cycle DD: Robustness – Sample Restricted to Taxpayers

Earnings Weeks Employment
(1) (2) (3)

2SLS DD estimate 0.529*** 3.157*** 0.040***
(0.010) (0.337) (0.011)

Reduced form estimate 0.150*** 0.896*** 0.006***
(0.003) (0.095) (0.002)

First-stage estimate 0.282*** 0.282*** 0.153***
(0.002) (0.002) (0.001)

Mean dependent variable – 48.97 0.920
Match-strata Fixed Effects Yes Yes Yes
Number of observations 94,146 91,607 95,371
Number of Individuals 356,968 350,681 359,943

Notes: The table presents results from difference-in-differences (DD) regressions,
where each row and column entry corresponds to one regression estimate. The top
row presents results from a 2SLS estimation of equation (1.4), where the dependent
variable is noted in the top panel and the net-of-tax rate is instrumented with an
interaction between indicators of treatment status and tax-free year. The middle
row presents results from a reduced-form DD estimation of equation (1.3). The
bottom row presents results from a first-stage DD estimation of equation (1.3),
where the outcome variable is the logarithm of one minus the tax rate. "‘Match-
strata Fixed Effects" refers to group fixed effects, where each group is a cell used
in coarsened exact matching on age, gender and pre-treatment marital status, the
number of children, education, location indicator and percentile of income. Robust
standard errors clustered at the match-strata level are in parentheses. *** p<0.01,
** p<0.05, * p<0.1
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Table 1.34: Life-Cycle DD: Robustness – Drop Fishing Sector

Earnings Weeks Employment
(1) (2) (3)

2SLS DD estimate 0.687*** 3.037*** 0.071***
(0.017) (0.365) (0.015)

Reduced form estimate 0.147*** 0.655*** 0.007***
(0.003) (0.079) (0.002)

First-stage estimate 0.202*** 0.202*** 0.105***
(0.002) (0.002) (0.001)

Mean dependent variable – 39,34 0.659
Match-strata Fixed Effects Yes Yes Yes
Number of observations 572,213 572,213 572,213
Number of Individuals 144,205 144,205 144,205

Notes: The table presents results from difference-in-differences (DD) regressions,
where each row and column entry corresponds to one regression estimate. The top
row presents results from a 2SLS estimation of equation (1.4), where the dependent
variable is noted in the top panel and the net-of-tax rate is instrumented with an
interaction between indicators of treatment status and tax-free year. The middle
row presents results from a reduced-form DD estimation of equation (1.3). The
bottom row presents results from a first-stage DD estimation of equation (1.3),
where the outcome variable is the logarithm of one minus the tax rate. "Match-
strata Fixed Effects" refers to group fixed effects, where each group is a cell used
in coarsened exact matching on age, gender and pre-treatment marital status, the
number of children, education, location indicator and percentile of income. Robust
standard errors clustered at the match-strata level are in parentheses. *** p<0.01,
** p<0.05, * p<0.1





Chapter 2

The Gift of Moving: Intergenerational

Consequences of a Mobility Shock∗

2.1 Introduction

Wages differ enormously across space. One interpretation of such differ-
entials is the presence of large moving costs, arising from informational,
cultural, legal, and economic barriers that impede labor from flowing to
its highest return activity (Munshi and Rosenzweig, 2016; Bryan and
Morten, 2018). However, just because the inhabitants of some locations
have higher incomes than others, this does not mean that there is a
large causal effect of moving to these locations. The variation in average
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volcanic eruption and its aftermath. We thank the National Science Foundation (grant
SES-1056107), the Alfred P. Sloan Foundation, and the Jan Wallander and Tom
Hedelius Foundation for financial support.
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income across locations may be due to selection effects, whereby high-
productivity workers sort into certain locations, as opposed to the loca-
tion having a direct causal effect on earnings (e.g., Lagakos and Waugh,
2013; Young, 2013).

Distinguishing between selection and direct causal effects of locations
is challenging. Large, exogenous relocation shocks are few and far be-
tween. Consequently, most work on this topic has used structural meth-
ods. However, a small number of recent papers have made use of experi-
mental and quasi-experimental variation to identify the consequences of
moving. Bryan et al. (2014) find that randomly giving workers an in-
ducement to move, in the form of a $8.50 bus ticket, yields large effects
on subsequent economic outcomes. Chetty et al. (2016) show that giv-
ing families vouchers to move from high-poverty areas to lower-poverty
areas improves the long-term outcomes for young children. Sarvimäki
et al. (2016) study the long-term impact of forced migration in Fin-
land after World War II. They estimate large positive long-run effects
of displacement on the earnings of men working in agriculture prior to
displacement.

These results suggest that some people are “stuck” in locations that
do not fully exploit their economic potential. However, many questions
remain unresolved. Do the benefits of moving apply only to situations
where people are leaving behind a desperately poor location for better
economic opportunities? How do the benefits of moving vary with age?
Would the benefits of moving accrue to all workers, or does comparative
advantage play an important role as suggested by Bazzi et al. (2016) and
Lagakos et al. (2017)?

We shed new light on the role of location in shaping economic out-
comes by studying the consequences of a true “natural” experiment. On
January 23, 1973, a long-dormant volcano erupted unexpectedly on the
Westman Islands, off the coast of Iceland. A volcanic fissure opened only
300 yards from the edge of the town of the island, forcing the entire
population of the island to be evacuated in a matter of hours. The erup-
tion continued for several months and about a third of the houses on the
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island were destroyed by lava. The owners of these lava-stricken homes
were “cashed out” of their property by a government disaster relief fund.
After the end of the eruption, a majority of the residents of the island
returned and the population of the island quickly rebounded to almost
its pre-eruption level. However, those whose homes were destroyed were
substantially less likely to return.

We interpret this “lava shock” as a large, quasi-random shock to
mobility. We can estimate the causal effect of moving by comparing
outcomes for those whose houses were destroyed by lava (our “treat-
ment group”) versus those whose houses were intact after the eruption
(our “control group”). For this purpose, we gather information on ex-
actly which houses were destroyed and which were not. Then, we merge
this information with data on the inhabitants of each house, their tax
records over a 34 year period, data on their educational attainment, and
genealogical data allowing us to analyze their descendants. Therefore,
we are able to study the economic consequences of the mobility shock
over the full lifetimes of the individuals affected and their children. This
turns out to be important for our results.

We document a remarkable reversal of fortune for those those younger
than 25 at the time of the eruption. Being “unlucky” enough to have
one’s house destroyed is associated with a large increase in long-run labor
earnings and education. Using the destruction of houses as an instrument
for moving away from the Westman Islands, we estimate a causal effect
of moving of $27,000 per year, or close to a doubling of the control
group’s average earnings. The income effect is particularly large at the
upper tail of the income distribution: the effect on the 95th percentile of
the earning distribution is $47,000 per year. There is also a large causal
effect on education: those younger than 25 that were induced to move
because their house was destroyed by lava got almost 4 years of additional
schooling (and their children’s education responded even more).

Our findings imply that moving costs (broadly defined) must be large.
If not, out-migration in the control group would have been larger. We
cannot tell whether the eruption made the treatment group better off
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or the control group worse off. Both groups are likely affected by such a
large disruption. Our experiment identifies the difference in earning and
education outcomes for these two groups. We calculate that for an 18
year old who is induced to move, the difference in the net present value
of life-time earnings is roughly $440,000. This difference can be viewed
as an estimate of the cost of moving (broadly defined). This large barrier
to moving actually lines up quite well with existing structural estimates.
Kennan and Walker (2011) estimate a structural model of migration
decisions for young men within the United States, and find that the
typical worker could roughly double his or her income by moving.

The benefits of moving are, however, very unequally distributed
within the family. While losing the family home in the eruption had
large positive effects on the adulthood earnings of people younger than
25 at the time of the eruption (mostly children), the earnings effects for
older cohorts are somewhat negative (but statistically insignificant).
In other words, the economic costs of moving fall disproportionately
on the parents in a family, while the economic gains accrue to the
children. This implies that moving can be an immensely valuable but
also somewhat costly gift that parents can give to their children.
Conversely, the large intergenerational differences in returns to moving
may help explain the large barrier to moving that we estimate for
younger cohorts. As we show below, the large barrier may partly reflect
limits to parents’ understanding of the potential gains to their children
of moving, limited parental altruism, or aversion to the uncertainty
associated with moving.

The large positive causal effects we estimate for those younger than
25 at the time of the eruption are particularly surprising in light of the
fact that the Westman Islands was (and is) one of the highest income
towns in Iceland.1 Those induced to move mainly moved to places with

1Westman Islands is an anglicization of Vestmannaeyjar, which is the name of
a municipality and of an archipelago off the south coast of Iceland. Almost all the
municipality’s population lives in a single town, Vestmannaeyjabær, located on the
largest island, Heimaey. Throughout the paper, we use ‘Westman Islands’ as short-
hand for both the geographic location and the town.
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a lower average income (e.g., the capital area). Previous studies have
tended to find gains for households moving from very disadvantaged
places to places with a substantially higher average income. However, we
are studying a situation where households appear to be “moving away
from opportunity” from the perspective of average income. How can it
be that the effects are so positive in this case?

The most compelling interpretation of these facts, in our view, is
that they reflect the importance of comparative advantage. Roy’s clas-
sic 1951 paper studies the matching between workers and tasks for the
case of fishermen and rabbit hunters (Roy, 1951). Naturally, those with
a greater relative prowess in fishing will sort into that industry, and
the same will occur for rabbit hunting. While those who moved away
from the Westman Islands did not become rabbit hunters (more likely,
they became bankers), they did leave an economy that was highly con-
centrated in fishing. Many smaller communities are, like the Westman
Islands, specialized in a particular industry that is unlikely to be suitable
for everyone. In such a setting, the potential gains from moving may be
large since workers are “stuck” in locations in which the occupational mix
is not well suited to their talents. While the Westman Islands—with its
high-paying fishing jobs—may be an ideal place for some workers, it is
unlikely to be the best match for a future computer whiz or a great legal
mind.

We present a Roy model with a heterogeneous comparative advan-
tage and moving costs (building on recent work by Lagakos and Waugh
(2013), Young (2013), Bryan and Morten (2018), and Adao (2015)) to
study these effects. A key insight from our model is that the “compliers”
in our natural experiment—i.e., those induced to move by the volcanic
eruption—gain a particularly large amount from moving. Intuitively, it
is those that are not well suited to live on the island that are induced to
move.2 The model makes clear that other groups may gain much less or
even lose from moving since they are better suited to live on the island

2This result echoes and extends earlier results by Borjas et al. (1992).
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(and therefore not induced to move by the eruption).
This insight provides a natural interpretation of how the benefits

of moving that we estimate can be so large, despite the fact that the
individuals are moving away from a high income location. Those induced
to move are selected on their comparative advantage, which implies that
they have particularly large gains from moving. The Westman Islands
have a high average income, however, because they are a particularly
good place for many other workers to earn income. One piece of evidence
for this comparative advantage interpretation comes from our analysis
of the pre-treatment characteristics of the compliers.3 What stands out
from this analysis is that the compliers in our experiment are more likely
to come from highly educated families, whose children are likely to have
the most to gain from moving to a location where the returns to education
are larger.

Our model features an overlapping generations structure and an ed-
ucation choice. This allows the model to capture the large difference in
causal effects that we estimate between younger and older individuals in
our sample: The young can reoptimize their education and career choice
when they move, while this is more difficult for older individuals.

Our focus on comparative advantage contrasts with the simple wage
model of Abowd et al. (1999) (hereafter, AKM), which only allows for
absolute advantage. AKM decomposes wages as a sum of worker and
firm (or location) effects, where the latter are empirically identified off
of movers. Viewed through the lens of the AKM model, our data would
imply that the Westman Islands is a “bad” place to live—it have a nega-
tive location effect—since there is a large positive causal effect of moving
away. But to fit the high average incomes in the Westman Islands, the
people living there would have had to have large positive worker effects
to more than cancel out the negative location effect. While logically con-
sistent, we do not view this as the most compelling explanation for the

3While it is not possible to identify exactly who the compliers are, it is possible
to compare their characteristics versus the average person in the population, using
the methods described in Angrist (2004).
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facts, given the low levels of standard human capital measures in the
Westman Islands. We discuss this, as well as other competing possible
explanations for our results, in section 2.9.

Might compensating differentials explain the large effects of moving
that we estimate? While any pattern of results can be explained by a suf-
ficiently flexible model of (unobserved) compensating differentials, this
does not seem to be a likely explanation in our case. Conventional wis-
dom in Iceland is that the price level in rural towns like the Westman
Islands is and has always been higher than in Reykjavik (except possi-
bly when it comes to housing) and product variety much more limited.
Any compensating differential of living in the Westman Islands is, there-
fore, unlikely to arise from prices, but might arise from differences in
preferences (Atkin, 2013). However, this interpretation seems difficult to
square with the time pattern of earnings effects which appear to grow
across generations. If compensating differentials associated with prefer-
ences for living in the Westman Islands were behind our effects, one
would expect them to be smaller for children than for parents, and even
smaller for descendants born outside of the Westman Islands. But the
earnings gains from moving are the reverse: highest for the young and
their descendants, and much smaller for the parents. We also estimate
causal effects of moving on a number of non-monetary outcomes and
find that movers are less likely to die before the age of 50, less likely
to receive pension payments before the retirement age of 65 due to ill-
ness or disability, and more likely to marry. None of these support the
compensating differentials interpretation.

Our findings corroborate recent work arguing that location plays a
key role in determining income. Several recent papers on this topic are
worth highlighting in addition to the papers already mentioned. Yagan
(2018) shows that, even controlling for a detailed set of characteristics,
workers living in an area hit worse by the Great Recession had lower
employment many years later. Chyn (2018) finds that children from
households forced to relocate due to the demolition of public housing
in Chicago have higher earnings and employment rates as adults com-
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pared to children from nearby public housing that was not demolished.
Deryugina et al. (2018) and Sacerdote (2012) show that those displaced
by the Hurricane Katrina had a higher long-run income and educational
outcomes.

The paper proceeds as follows. Section 2.2 provides a short descrip-
tion of the volcanic eruption and its aftermath. Section 2.3 describes our
data. Section 2.4 outlines our empirical strategy. Section 2.5 presents
results on the effects of the shock on mobility. Section 2.6 presents a pre-
treatment balance test. Section 2.7 presents our results on the effects on
earnings, while section 2.8 presents our results on the effects on educa-
tion. Section 2.9 discusses our interpretation that the results imply that
moving costs are large and comparative advantage important. Section
2.10 concludes.

2.2 A Volcanic Experiment

Just before 2:00am on January 23 1973, a volcanic eruption began on the
tiny island of Heimaey off the southern coast of Iceland. Heimaey is the
main island in a cluster of islands called the Westman Islands. Despite
their small size, the Westman Islands are of great economic importance
to Iceland because they are the only location where a fishing harbor can
be built over a several hundred mile stretch on the southern coast of
Iceland. As a consequence, a prosperous town of 5,200 inhabitants was
situated there.

The eruption began on a 1500m long fissure only about 200-300 me-
ters from the easternmost part of the town (Thorarinsson, 1973). All
inhabitants were immediately evacuated from the island. Luckily, the is-
land’s entire fishing fleet was in harbor that night due to bad weather the
preceding day, which was crucial in the evacuation. Within 4 hours, the
evacuation was complete. Only one person died due to the eruption that
night. Over the following days and weeks, rescue units did their best to
recover valuables—everything from livestock, to household appliances,
to photo albums.
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The eruption lasted for roughly 5 months. During this time it pro-
duced enormous amounts of lava and ash, which destroyed the eastern
third of the town. Figure 2.1 shows a map of the town after the eruption,
with the area covered by lava from the eruption shaded in red. Roughly
30% of the roughly 1400 houses and apartments in the town at the start
of the eruption were destroyed. These houses are colored pink (darker)
in the figure, while the residential units that survived are colored green
(lighter). Most of the destroyed houses were engulfed by lava, but some
were hit by “lava bombs” (pyroclasts) which were projected from the
volcano or collapsed under the weight of ash.

People began moving back to the Westman Islands in the summer
and fall of 1973. Figure 2.2 shows that by the end of 1975, the population
of the Westman Islands had returned to roughly 85% of its pre-eruption
level. The lava field created by the eruption actually improved the town’s
harbor.4 This meant that the economic fundamentals of the Westman
Islands were, if anything, improved by the eruption. Figure 2.3 shows
that the fishing industry barely skipped a beat, and by 1974, fishing
companies in the Westman Islands were back to normal production levels.

While many people quickly moved back to the Westman Islands af-
ter the eruption ended, those whose houses had been destroyed by the
eruption were substantially less likely to return. Table 2.1 reports statis-
tics on this. The people who had lived in the houses that were destroyed
were 15 percentage points—or roughly 50% less likely—to return before
the end of 1975. We refer to those that did not return before the end of
1975 as “movers.” The proportion of movers was 42% among those with
destroyed houses, while it was only 27% among those whose houses were
not destroyed.

The Icelandic government set up a Disaster Relief Fund
(Viðlagasjóður Íslands) to compensate those that lost their houses in

4For a time during the eruption, the lava flow threatened to block the harbor. This
would have been devastating for the economic prospects of the islands. A Herculean
effort to divert the flow of the lava by spraying water on it and cooling it was successful
at averting this calamity.
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the eruption. The Disaster Relief Fund “cashed-out” those whose houses
and land were destroyed at the current replacement value of their
house and land.5 The cash value of houses and land was determined
according to annual fire insurance and tax valuations, respectively.6

Households were then compensated for the value of the destroyed
houses and land, net of any associated mortgages. The compensation
was paid out in four equal payments over the period October 1973 to
July 1974. The replacement values were increased to reflect October
1973 prices. (Inflation in Iceland was 33% in 1973 and 51% in 1974.)
The Disaster Relief Fund took ownership of the destroyed real estate
(and any associated mortgages) as soon as the first payment had been
made. The Icelandic Disaster Relief also paid the cost of infrastructure
repair and rescue operations.

It is worth emphasizing that the Icelandic government took steps to
try to ensure the accuracy of these compensation payments. The govern-
ment employed a private company to assess the damages to all houses
on the island, and augment the baseline fire insurance assessments to ac-
count for any additional features that were not included in the original
assessments. While it is inevitable that these valuations contain some er-
ror, we believe that they are likely modest in relation to overall household
wealth.

How might errors in these valuations affect our analysis? Our main
results are a large positive effect on lifetime earnings for those those
younger than 25 at the time of the eruption—to a large extent aris-
ing from earnings differences occurring more than a decade after the
eruption—and a small negative effect on the older generation. The most
natural way in which errors in payouts may affect these results is through
wealth effects. But it is hard to see how such a modest wealth shock could
explain the large effects on earnings that we identify many years later,

5It was not possible to again build on the land covered by lava—at least for several
decades. This land was therefore effectively “destroyed”.

6The fire insurance valuation of houses is meant to estimate the cost of rebuilding
the house. This is based on characteristics of the house (size, age, etc.) and is indexed
to the construction cost index in Iceland.
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and the pattern of effects we observe on children versus their parents.

2.3 Data

To analyze the long-term consequences of our “volcanic experiment”, we
leverage the exceptionally detailed data on income, education, and ge-
nealogical linkages that are available for the Icelandic population. Our
first task is to identify who lived in the Westman Islands at the time of
the eruption. For this purpose, we obtained from the Icelandic National
Registry scanned images of inhabitant registers of the Westman Islands
on December 1 1972, less than two months before the eruption.7 We
converted these images to machine-readable form. These data contain
the full name, unique personal identifier, address, date of birth, place of
birth, gender, marital status, and citizenship status of all residents of the
Westman Islands.

Next we need to identify who moved away from the Westman Islands
following the eruption. For this purpose, we obtained analogous data to
those described above on the population of the Westman Islands on De-
cember 1 1975. We choose 1975 as opposed to 1974 because of possible
inaccuracies in the 1974 data arising from people who had not yet up-
dated their permanent addresses after the eruption. We have also redone
our entire analysis using the location of residence in 1981 as opposed to
1975. The results are very similar.

We identify which houses were destroyed by the eruption using
scanned images of records from the Icelandic Disaster Relief Fund
obtained at the Icelandic National Archives, which we converted to
machine readable form. We have also collected data on all residential
real estate in the Westman Islands from the 1970 Property Registry
of Iceland. These data provide us with information on the year of
construction and the tax valuation of the houses, which we use to carry
out balance tests between the destroyed and non-destroyed houses.

7At this point in time, the Icelandic National Registry was updated once a year
on December 1.
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We are interested in analyzing the effects of the eruption on the
descendants of the original inhabitants of the Westman Islands at the
time of the eruption. To this end, we obtained data on all descendants of
the original inhabitants from deCODEGenetics. Specifically, we obtained
a list of these descendants along with the name and unique personal
identifier of each person’s mother and father. This allows us to assign
these descendants to either the treatment or control group.

We have linked these data to administrative data on earnings and
educational attainment. Our earnings data are from the Icelandic Longi-
tudinal Income Database (ICELID). This database was constructed by
Statistics Iceland from tax records over 34 years, spanning 1981-2014,
and includes both earnings and demographic characteristics. We were
able to match 95% of the inhabitants to the earnings data.8

Our data on educational attainment are from Statistics Iceland’s Ed-
ucation Registry, which contains information on educational attainment
for the Icelandic population in 2011. The highest level of completed ed-
ucation is reported on a five-step scale using the International Standard
Classification of Education (ISCED). We map this variable into a mea-
sure of years of schooling. Appendix 2.A describes this mapping.

2.4 Empirical Strategy

Our goal is to estimate the causal effect of moving away from the West-
man Islands on key long-term economic outcomes such as income and
education. The relation of interest is captured by the following equation

Yit = α+ βMovedi + X′iγ + δt + εit, (2.1)

where Yit denotes earnings or education for individual i in year t. The
variable Movedi is an indicator for having moved from the Westman
Islands as of 1975. The causal effect of moving is denoted by β. Xi is a

8Unmatched individuals either died before 1981 or live abroad and therefore do
not file taxes in Iceland. The age distribution of those we cannot match suggests that
most of the people we cannot match likely died before 1981.
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vector of demographic characteristics, including a set of age fixed effects,
with coefficient γ, and δt is a set of year fixed effects. Finally, εit is an
error term that captures other determinants of income and education.

If people were to move at random, estimating equation (2.1) by ordi-
nary least-squares (OLS) would deliver the average causal effect of mov-
ing. Yet, the decision to move is clearly far from random. The central
empirical challenge faced by the literature on the effects of migration
is how to deal with these selection effects. For example, if low skilled
workers with unstable jobs are more likely to move than the rest of the
population, then movers may have a lower long-term income than stayers
even if there is no causal effect of moving.

To overcome this challenge, we employ an instrumental variables (IV)
strategy that exploits the quasi-random destruction of houses by the vol-
canic eruption. More specifically, we instrument for the variable Movedi

using an indicator variable for whether the person lived in a house that
was destroyed in the volcanic eruption. The “first-stage” regression in our
IV strategy is then given by

Movedi = αf + φDestroyedi + X′iγf + ηit (2.2)

where Destroyedi is an indicator for individual i having lived in a house
that was destroyed by the eruption. The coefficient φ on the instrumental
variable captures the effect of living in a house that was destroyed on
the probability of moving.

This empirical strategy identifies the causal effect on the “compliers”
in our experiment—i.e., those that are induced to move by having their
house destroyed (Imbens and Angrist, 1994). As we discuss in section
2.9, we believe that the causal effect on compliers is likely larger than
the causal effect for the population as a whole since the compliers in our
experiment are a subgroup of the population that is less well matched
to living in the Westman Islands than the average person living there.9

9As with all IV identification strategies, our empirical strategy requires a mono-
tonicity assumption to be valid. In our context, this assumption rules out the existence
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A recent literature emphasizes the potential heterogeneity of treat-
ment effects across different cohorts of individuals (e.g., Chetty and Hen-
dren, 2018). In most cases, we will present results separately for those
less than 25 years old at the time of the eruption, and those who were
25 years old and older. Our chosen age break-point of 25 is meant to dis-
tinguish between people that had settled on a career at the time of the
eruption and those that had not yet settled on a career. We also explore
a specification that allows for linear exposure effects during childhood.
In appendix 2.D, we present results for an alternative—non-age based—
way of grouping people. There we group people into “household heads”
versus “dependents.” The idea is to distinguish between those that make
the decision to move (household heads, e.g., the parents in a family with
children) and those that do not (dependents). This yields similar results
to our baseline grouping.

The definitions we give above for the variables Movedi and
Destroyedi pertain to the “original inhabitants”—i.e., those that lived
in the Westman Islands at the time of the eruption. We also consider
the effect of the lava shock on their descendants. In particular, we
consider children (but not grandchildren) of the original inhabitants
that were born after the eruption (1973) but before 1997. Restricting
the sample to those born before 1997 guarantees that everyone in the
descendant sample is at least 18 years old by the end of our sample.
This ensures that we are able observe them in our administrative
data. The reason for restricting the sample to children (but not
grandchildren) born after the eruption is to avoid including descendants
who had already moved away before the eruption.

of individuals that would have moved away after the eruption if their house had not
been destroyed but were induced to stay (move back) by the fact that their house was
destroyed. Recall that in our setting, all Westman Islanders were forced to relocate
away from the Islands for at least six months and we define the “Moved” variable in
terms of where people live two years after the eruption (18 months after the eruption
ended). While it is possible that the monotonicity assumption is violated in our set-
ting, we think it is unlikely. A reaction of defiance is likely to be strongest among those
with the strongest attachment to the Westman Islands. But these are “never-takers”
in our experiment.
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For the descendants, the definitions of Movedi and Destroyedi are
somewhat more subtle, since it was not the individuals themselves that
moved due to the eruption or lived in houses that were destroyed, rather
it was their parents that were directly affected by the eruption. For the
descendants,Movedi is, therefore, an indicator of whether the descendant
lived outside the Westman Islands when first observed in the adminis-
trative records. For Destroyedi, there is the additional issue that each
descendant has two parents, who may each have come from a destroyed
(D) or non-destroyed (N) house in the Westman Islands, or may have
come from another location in Iceland (A). Table 2.2 illustrates our as-
signment of different descendants into the treatment and control groups.
The treatment group is those descendants whose parents’ status is one of
the following {D,D}, {D,A}, or {A,D}, where the first entry is the father
and the second entry is the mother. The control group is those whose
parents’ status is one of {N,N}, {N,A}, or {A,N}. We choose to exclude
those that have one parent from a destroyed house and one parent from
a non-destroyed house, i.e., the {D,N}, {N,D} groups. We could alterna-
tively have added these groups to both the treatment and control groups.
This would not have affected our point estimates (since their presence
in both groups would mean that they would cancel out) but would have
complicated the calculation of standard errors.

2.5 Propensity to Move

The first thing that we need to establish is that the “lava shock” does,
indeed, have a strong and statistically significant effect on the propensity
of people living in the Westman Islands at the time of the eruption to
move away. Table 2.3 reports estimates of the first-stage regression where
Movedi is regressed on Destroyedi as well as controls—equation (2.2).
We report results for all inhabitants as well as separate results for those
younger than 25 years old at the time of the eruption and those 25 years
old and older. In all cases, the first-stage coefficients are statistically
significant at the 1% level. Living in a house that was destroyed raises the
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probability of moving by 15% points for the overall population. There is
some heterogeneity across age groups. The effect is about 12% for those
younger than 25, while it is roughly 20% for those 25 and older. The
first-stage F-statistic ranges from 28 to 70.

Table 2.3 also reports first-stage estimates for the descendants. The
estimates show that individuals that have parents that lived in houses
destroyed by the eruption are about 6 percentage points less likely to
live in the Westman Islands when they first appear in our administrative
records. This difference is statistically significant at the 1% level with a
first-stage F-statistic of 12.3.

2.6 Balance Tests

The Westman Islands is a small and relatively homogeneous community.
Our discussions with locals who lived in the Westman Islands at the time
indicate that the neighborhoods destroyed by the volcanic eruption were
essentially similar to those that were not destroyed. While we cannot fully
test this assumption, a basic requirement is that observable pre-eruption
features of the people and the houses in the destroyed and non-destroyed
areas should be similar.

Table 2.4 presents balance tests for various pre-eruption character-
istics that are available in our data. While we have limited data on
pre-treatment economic characteristics, importantly, we do have data on
housing values prior to the eruption (from tax valuations). There are
no systematic differences in values of houses between the destroyed and
non-destroyed neighborhoods. As housing wealth is likely to be correlated
both with total wealth and income, this test confirms the perceptions of
the locals to whom we have talked that the destroyed neighborhoods
were neither richer nor poorer than the neighborhoods that were not
destroyed.

We also have information on the year of construction of houses in
the Westman Islands. These data show that the destroyed houses were
slightly older, but only by roughly two years on average. The average age
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of houses in the Westman Islands was roughly 30 years. So, the two-year
difference is quite minimal. But it does suggest that the destroyed area
was a slightly older part of town on average.

We have information on several pre-treatment demographic charac-
teristics. Among those 25 years old and older at the time of the eruption,
about half of the population was female, the average age was 46 years,
76% were married, 47% were born in the Westman Islands, they had on
average 12 years of education, and had slightly less than 2 children on
average. When we test for differences in these characteristics (as well as
the rate of divorce and widowhood and the probability of moving houses
after 1960), we find that in all cases the differences are small and sta-
tistically insignificant. The last row of Table 2.4 also shows that there
is no difference between the treatment and control samples in terms of
the number of individuals we were unable to match to their long-term
outcomes on earnings.

We also perform these same balance tests for those younger
than 25 years old. In this case, there is a statistically significant
difference between the treatment and control sample for one of the 10
characteristics—the probability of being born in the Westman Islands.
The treatment group is somewhat more likely to have been born in the
Westman Islands (83% versus 78% for the control group). To assess
whether these results indicate a true difference in the nature of the
destroyed neighborhoods or random variation (one out of 20 tests being
significant), we carried out two additional tests. We performed a test
of the omnibus null hypothesis that all the balance test coefficients
are zero and are not able to reject that hypothesis. We also used a
Bonferroni adjustment to assess whether any of the coefficients are
non-zero taking account of multiple hypothesis testing. We are not able
to reject zero for any coefficients with this adjustment.

We should also note that, to the extent that the destroyed neigh-
borhoods were different from the non-destroyed neighborhoods in ways
that were correlated with long-term outcomes, one would expect these
selection effects to primarily run through the adults who lived in the
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affected neighborhoods and only secondarily through their children. Yet
our results illustrate a large, positive effect of the lava shock on outcomes
for those less than 25 years of age, and a small, negative effect on those
25 years of age or older. This pattern argues against an interpretation of
our findings based on selection effects.

2.7 Earnings Effects

The main outcome variables on which we focus are labor earnings and
education. In this section, we consider the effects on labor earnings. We
consider the effects on eduction in section 2.8. Our measure of earnings
includes wage income and proprietors’ labor income, but excludes pen-
sion income, transfers, and capital income.10 We have annual earnings
data for the sample period 1981 to 2014. We restrict the attention to
earnings in years when individuals are prime age, which we define as
being between the ages of 25 and 64. For ease of exposition, we first
convert all monetary variables into 2014 prices using the Icelandic CPI
and then convert them into US dollars (USD) using an exchange rate of
125 Icelandic króna (ISK) per USD.

Let us first consider the cohorts that were younger than 25 years old
at the time of the eruption. For these cohorts, we start with a simple com-
parison of the average labor earnings by year of those whose houses were
destroyed by the eruption and those whose houses were not destroyed
by the eruption. This comparison is plotted in Figure 2.4. The figure il-
lustrates a remarkable reversal of fortune for these younger cohorts. The
“bad luck” of having their houses destroyed in the 1973 eruption was as-
sociated with persistently higher average earnings over the next 35 years.
It is worth noting that this difference in earnings does not seem to be
driven by the financial boom that Iceland experienced between 2002 and
2008. The gap opens up long before this and persists after the financial
crisis.

10We have considered broader measures of income as well and the results are
similar.
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Regression estimates of these reduced form results pooled across years
are reported in the first two specifications in Table 2.5. The annual earn-
ings effect of living in a house that was destroyed at the time of the
eruption is estimated to be roughly $3,400 in a specification with con-
trols. This estimate is statistically significant at the 1% level. When
constructing standard errors, we cluster observations by address to allow
for an arbitrary correlation across time and across individuals that live
at the same address at the time of the eruption.11 The point estimates
are similar with and without controls. The controls we include are age
and year fixed effects as well as dummies for gender and two controls
intended to capture an individual’s attachment to the Westman Islands
(an indicator for whether the individual was born in the Westman Is-
lands and an indicator for whether the individual, or his/her parents,
had been living in the same house since 1960).

A simple Wald estimate of the causal effect of moving on earnings
can be constructed by dividing the difference in average earnings be-
tween the destroyed and non-destroyed samples by the respective differ-
ence in the probability of moving. Recall that the difference in moving
probabilities—the first stage—is 11.4 percentage points and the differ-
ence in earning—the reduced-form—is roughly $3,000 (without controls).
The Wald estimate of the annual earnings gain of moving is, therefore,
roughly $26,600. This estimate is the third specification reported in Ta-
ble 2.5. Naturally, it is not unlikely that having one’s house destroyed
by lava might also affect the earnings through other channels than only
whether one moves. However, it seems likely that these other channels
would negatively affect earnings, making our (already large) estimates
of the earnings effect an underestimate.

We also report a two-stage least squares (2SLS) estimate of equation
11We have investigated whether there is broader spatial correlation in our data.

Due to data limitations, we can only do this for the data we have on house prices prior
to the eruption. We find a statistically significant but very small spatial correlation
of house prices in the Westman Islands. The magnitude of the spatial correlation we
estimate is sufficiently small that we have not pursued further adjustments to our
standard errors for spatial correlation. See appendix 2.E for details.
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(2.1) with controls for the demographic factors discussed above. This
yields a slightly larger estimate of the causal effect of moving of roughly
$27,500, which is equal to 83 percent of the average earnings of the
control group in these regressions. The IV estimates are significant at the
1% level and are somewhat more precise than the Wald estimate since
they include controls for the life-cycle profile of earnings.12 As Figure 2.4
suggests, these causal effects are not driven by the financial boom that
Iceland experienced between 2002 and 2008. We present a subsample
analysis in appendix 2.B.

Our quasi-experimental design is crucial in estimating the causal ef-
fect of moving. Columns 5 and 6 of Table 2.5 report OLS estimates of
equation (2.1). The resulting estimates of β are slightly negative. The
large downward bias of the OLS estimate relative to the IV estimate
suggests that movers are overall substantially adversely selected relative
to stayers and relative to the “compliers” in our quasi-experiment (i.e.,
those that are induced to move by having their house destroyed). This
finding seems natural in light of the fact that the Westman Islands is a
relatively affluent place in Iceland. People moving away from the West-
man Islands are likely to do so because of adverse events such as job loss
that signal weak unobserved characteristics.13

The average treatment effect that we estimate in Table 2.5 is very
large. Does this large average treatment effect reflect disproportionate
increases at the top of the earnings distribution? Or are they evenly
distributed through the earnings distribution? To answer these questions,
we estimate quantile treatment effects using the methods developed in
Abadie et al. (2002). We estimate the treatment effect for the 5th to

12The dependent variable in our baseline specification is the level of earnings. An
alternative would be to use the logarithm of earnings. Table 2.17 in the appendix
reports estimates from this alternative specification. It yields a somewhat larger es-
timate of the causal effect: moving causes about a 138 percent increase in life-time
labor earnings (0.87 log points). As we show in Figure 2.13, this difference versus the
results in levels is partly driven by very large proportional increases for the lower tail
of the earnings distribution.

13Yagan (2018) finds that moving is strongly negatively correlated with employ-
ment (conditional on age and other demographics).
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the 95th percentile in 5 percentile increments and then the effect for the
96th-99th percentile in 1 percentile increments.

Figure 2.5 plots the resulting quantile treatment effects. We find that
the treatment effect for the median and for all quantiles between the 15th
percentile and the 85th percentile are roughly $20,000, which is roughly
60 percent of the average earnings of the control group. This is a some-
what smaller effect than the average effect reported in Table 2.5, but
still large. Towards the top of the income distribution, the estimated
treatment effects rise substantially. Evidently, some people do very well
after having been induced to move.14 Figure 2.13 in the appendix plots
quantile treatment effects when the logarithm of earnings is the depen-
dent variable. When viewed in proportional terms, it is the lower tail of
the distribution of earnings that moves the most. However, movements
at the top of the distribution are also substantial at roughly 100 percent
(0.7 log points).

Figure 2.6 plots the raw data on average earnings by age separately
for those whose houses were and were not destroyed in the eruption.
This figure shows how the earnings effects of the lava shock differ over
the life-cycle. This simple comparison indicates negative earnings effects
early in adulthood—from ages 18 to roughly 25. This is likely to reflect
the fact that those whose houses were destroyed attend school longer
(see section 2.8). After people’s mid-20s, the earnings effect is positive.
It rises over the life-cycle peaking relatively close to retirement.

One useful way of summarizing our results is to do a simple calcula-
tion of the net present value of moving. To do this we need to estimate
the life-cycle profile of the causal effect of moving—i.e. estimate the earn-
ings effect by age. Appendix 2.C describes the details of the specification
and Panel B of Figure 2.14 presents the earnings effects by age. The
resulting estimates start off small and grow at least until the age of 50.

14We should note that our estimator yields estimates of the causal effect on different
quantiles of the distribution of earnings, not the causal effect on the individual who is
at any particular quantile absent treatment. If treatment leads individuals to switch
places in the income distribution, these two will be different.
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At the age of 50, they are estimated to be roughly $50,000.15 If we adopt
the viewpoint of an 18 year old complier at the time of the eruption, and
assume that the future is discounted at a rate of 4% per year, the net
present value of moving is $444,473.16

The large positive causal effects of moving we estimate for those
younger than 25 years old at the time of the eruption contrast sharply
with our estimates of the causal effects of moving for those 25 years old
and older. Table 2.6 presents results for this older set of cohorts. For
these cohorts, we estimate the causal effect of moving to be a small neg-
ative number that is not statistically significantly different from zero.
Taken together, these results imply that the benefits of moving are very
unequally distributed within families with the children reaping large ben-
efits but the parents bearing the costs.

We have also estimated the effect of the lava shock on the earnings
of the descendants of those living in the Westman Islands at the time of
the eruption. These estimates are reported in Table 2.18 in the appendix.
The point estimates are large but imprecise, which is not surprising given
how young this group is, on average, during our sample period. A more
accurate analysis of the earnings effect of the descendant group will be
possible after a decade or two.

Our result that the young disproportionately benefit from moving is
consistent with recent work by Chetty et al. (2016) and Chetty and Hen-
dren (2018) in other settings. Chetty and Hendren (2018) find evidence
for a linear exposure effect—i.e., that the benefits of living in a “good”
location grow linearly with the number of years of childhood exposure
to that neighborhood. To shed further light of this in our setting, Figure

15The precision of our estimates diminishes substantially for ages above 50 (since
many of those younger than 25 at the time of the eruption are in their 50’s at the
end of our sample period).

16Here we assume that the causal effect remains constant over the age range 50-
63 at its estimated value for age 50 and is zero after age 63. If we instead use the
estimated coefficients for the 52-63 age range (which are imprecisely estimated), we
get a net present value of moving of $518,934. On the other hand, if we assume that
the value of moving after age 51 is zero, we get a net present value of moving of
$311,453.
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2.7 presents causal effect estimates for four groups of cohorts: those 0
to 9 years old, those 10 to 24 years old, those 25 to 50 years old, and
those older than 50 at the time of the eruption. While the estimates
for these subgroups are quite noisy, there seems to be a “break” in the
causal effect of moving at age 25, but the causal effect for the 0 to 9 year
old cohorts is not estimated to be larger than for the 10 to 24 year old
cohorts.17 Therefore, our results suggest that the crucial distinction is
whether individuals had finished their education and settled on a career
at the time of the eruption. Those young enough to make changes to the
educational choice and shift careers were better able to take advantage
of the “opportunity” with which the lava shock presented them.18

2.8 Education Effects

We next estimate the causal effect of moving on educational attainment
for those induced to move by our lava shock. Table 2.7 reports results
separately for cohorts younger than 25 at the time of the eruption, co-
horts 25 years old and older, and descendants of the original inhabitants
(see section 2.4 for a discussion of how we exactly define the descendant
group). We present both OLS estimates and IV estimates where we in-
strument forMovedi using Destroyedi. The regressions for the “younger
than 25” and “25 and older” groups include as controls gender, cohort, an
indicator for whether the individual was born in the Westman Islands,
and an indicator for whether the individual, or his/her parents, had been
living in the same house since 1960. The regressions for the descendants
include gender and age as controls.

Our estimates indicate that the lava shock caused those younger than
25 and induced to move by the eruption to increase their educational
attainment by 3.5 years. To interpret this large estimate, it is useful to

17We have also run linear specifications similar to those reported by Chetty and
Hendren (2018). These do not support the existence of a linear exposure effect in our
setting.

18Our results also differ from those of Chetty et al. (2016), who find positive effects
only for children who are younger than 13 at the time they move.
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understand the structure of the Icelandic educational system. Iceland has
10 years of compulsory schooling from ages 6 to 16. The next stage in the
Icelandic educational system is a four-year junior college degree (usually
done from ages 16 to 20). Junior college has traditional academic tracks
required for university enrollment, as well as vocational tracks such as
carpentry and hairdressing.

Table 2.8 presents estimates of the causal effect of the lava shock
on the probability of finishing a junior college degree and a university
degree. Moving raises the probability of getting a junior college degree by
63 percentage points. The corresponding estimate for the probability of
getting a university degree is positive, with a point estimate of about 23
percentage points, but the effect is not statistically significant. The 3.5
additional years of schooling induced by moving therefore mostly reflect
a large increase in the rate of attending junior college.

The lava shock has an even larger causal effect on the educational at-
tainment of the descendants of those living in the Westman Islands at the
time of the eruption than on the inhabitants themselves. Our estimate
of the causal effect on the descendants is 5.7 years of extra schooling.
This estimate, though large, may be somewhat downward biased. The
youngest cohort in the descendant group was only 15 years old in 2011
(the year for which we have data on educational attainment). Many in-
dividuals in the youngest cohorts of the descendant group had therefore
not yet finished their educational attainment.

In contrast, the causal effect of our lava shock on the education of
those 25 years old and older at the time of the eruption, while positive, is
small and statistically insignificant. It may seem natural to view this as
a placebo test. However, the forgiving nature of the Icelandic education
system makes this a somewhat imperfect placebo test. In Iceland, it is
not uncommon for people to return to school in adulthood, finish pre-
viously started but unfinished degrees, and take additional courses and
certificates, such as specialized vocational education. The fact that our
point estimate is positive for this group (yet statistically insignificant)
may be reflecting this channel.
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2.9 Interpretation

We have shown that our lava shock caused a large increase in life-time
income and educational attainment for those younger than 25 years old
at the time of the eruption who were induced to move. These results
cannot simply be explained by a (possibly unanticipated) decline in the
returns to fishing or by the Westman Islands being a fundamentally bad
place to earn income during our sample period. On the contrary, fishing
has been highly profitable in Iceland and the Westman Islands has been
a very high income place over our sample period. Figure 2.8 shows that
average earnings in the Westman Islands have been substantially higher
than in Iceland’s capital area (Reykjavik and suburbs) except for a few
years during the financial boom in the last decade. In contrast to much
prior work, our setting is, thus, one in which people gain a great deal
from moving away from a high income location to locations with a lower
average income.

This raises the question of how it can possibly be so beneficial to move
away from the Westman Islands. The most compelling explanation, in
our view, is that the causal effect of moving away is highly heteroge-
neous across people due to the importance of comparative advantage.
Like many small places, the Westman Islands is specialized in a narrow
set of industries. In the case of the Westman Islands, these industries
happen to be fishing and fish processing. These two industries alone ac-
count for roughly 70% of income in the Westman Islands, relative to less
than 15% in Iceland as a whole.19 The highly specialized nature of the la-
bor market in the Westman Islands likely means that this is a good place
for some to work—i.e., those whose comparative advantage lies in skills
valued in the fishing industry—but a much worse place for others—i.e.,
those whose comparative advantage lies in jobs requiring a large amount
of eduction such as law, computer science, engineering, or medicine.

19See Table 2.21 for further details. These statistics combine “Fishing and Agricul-
ture” and “Fish and Food Processing”. However, since there is virtually no agriculture
in the Westman Islands, the true extent of specialization is even greater than what
the statistics suggest.
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If moving costs are large, people who are not a good match for living
in the Westman Islands may nevertheless remain on the island. For this
group, the causal effect on earnings of moving away is potentially very
high. At the same time, the causal effect for those well matched to the
islands is likely much lower, and may even be negative. In other words,
the compliers in our experiment are likely to be selected as those with a
particularly high causal effect of moving. Moreover, there are important
intergenerational tradeoffs that come into play in the decision to move.
The benefits of moving may be quite different for the children (who have
yet to complete their education and choose a career) versus their parents,
whose choice of education and career is more likely to be fixed, even if
they move to a location where the returns have changed.

2.9.1 A Model of Comparative Advantage

To illustrate these ideas, it is useful to write down a Roy model with
heterogeneous comparative advantage, moving costs, and overlapping
generations. The model we develop is based on the models in Lagakos
and Waugh (2013), Young (2013), Bryan and Morten (2018), and Adao
(2015). Our model generalizes Adao’s model to include moving costs,
an educational choice, and overlapping generations, while simplifying it
along several other dimensions.

Consider an economy with two regions: the Westman Islands and the
mainland of Iceland. For simplicity, we assume that each region has a
single sector. The economy of the Westman Islands is engaged in fishing,
while the mainland of Iceland is engaged in non-fishing. We use the
generic index k to denote the sectors and denote fishing by F and non-
fishing by N .

The Westman Islands is populated by a measure I of families. Each
period, family i is made up of two generations: parents and children. For
simplicity, we model the parents in each family as a single agent and the
children, also, as a single agent. Agents live for two periods. In their first
period of life, they are children and in their second period of life they
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are parents. We denote parents by p and children by c.
Parents inelastically supply one unit of labor to market work. They

are endowed with a bivariate skill vector (zpF (i), zpN (i)), where zpk(i) is the
number of efficiency units of labor that parents from family i produce if
employed in sector k. It is convenient to define parent i’s comparative
advantage in the non-fishing sector to be

sp(i) ≡ log(zpN (i)/zpF (i))

and her absolute advantage to be

ap(i) ≡ log zpF (i).

The joint distribution of (zpF (i), zpN (i)) can then be described in terms of
a distribution for comparative advantage sp(i) ∼ F (s) and a conditional
distribution for absolute advantage {ap(i)|sp(i) = s} ∼ H(a|s).

Children inherit the skills of their parents with some error. We model
the inheritability of skills as an intergenerational AR(1) process for com-
parative and absolute advantage:

sc(i) = ρss
p(i) + εs(i),

ac(i) = ρaa
p(i) + εa(i),

where εs(i) and εa(i) are mean zero i.i.d. shocks and the parameters ρs
and ρa take values between zero and one. Children’s skills are not known
until they become adults.

Parents face two choices: whether to move and whether to educate
their children. Their choices are made to maximize a utility function
given by

log(Cp(i)) + βE log(Cc(i)),

where Cp(i) is the parents’ (family) consumption and Cc(i) is their chil-
dren’s (family) consumption in adulthood. The parameter β captures
the degree of altruism of parents towards their children. We assume that
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there is no inter-generational borrowing or saving.
We focus our analysis on the decisions of the parents at the time

of the volcanic eruption. For simplicity, we abstract from the possibility
that their children will want to move when they become adults. We have
considered the more general case. Allowing the children to move when
they are adults complicates the analysis considerably without yielding
further insight. One interpretation of our no-future-moving assumption
is that the eruption is a very special event that lowers the moving costs
(both for those that lose their house and those that do not) and that in
other periods, moving costs are sufficiently high for few people move.

Moving to the mainland is costly. We denote this cost by m(i). The
form that this cost takes is that a fraction 1 − exp(−m(i)) of the par-
ents’ labor income is lost when they move. The moving costs may differ
across households. For example, they may be lower for households whose
house is destroyed if this event reduces their attachment to the Westman
Islands.

We assume that the returns to education on the mainland are suffi-
ciently high for parents to choose to educate their children if they move
to the mainland. We denote the cost of education by f . As with moving
costs, the form that the education cost takes is that parents lose a frac-
tion 1 − exp(−f) of their income if they educate their children. Being
educated increases children’s non-fishing income by a factor exp(φ(i)).
The benefits of education may also differ across households, i.e., some
households may have a comparative advantage when it comes to mak-
ing use of education. Education is not useful in the fishing industry. In
our model, parents that stay in the Westman Islands, therefore, do not
educate their children.

Labor is the only factor of production and firms produce using linear
production functions

YF = AFLF and YN = ANLN ,
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where
LF =

∫
i∈SF

zF (i)di, LN =

∫
i∈SN

zN (i)di,

and Sk denotes the set of workers employed in sector k.
The labor markets in both sectors are perfectly competitive. Further-

more, the Westman Islands is a small place that takes the prices of both
fish, denoted PF , and non-fish, denoted PN , as given. These assumptions
imply that the wages per efficiency unit of labor in fishing and non-fishing
are given by

WF = PFAF and WN = PNAN ,

respectively. The labor income of worker i in sector k before adjustment
for education is therefore Yk(i) = Wkzk(i), i.e., the wage in that sector
times the number of efficiency units of labor that the worker can supply.

Using the definitions of comparative advantage and absolute advan-
tage, we can write the logarithm of labor income of parents and children
in family i as

ypN (i) = wN + ap(i) + sp(i),

ypF (i) = wF + ap(i),

ycN (i) = wN + ac(i) + sc(i) + φ(i),

ycF (i) = wF + ac(i),

where lower case letters refer to the logarithm of upper class letters (i.e.,
ypN (i) = log Y p

N (i)).
Taking account of moving costs and the costs of education, we can

write the logarithm of the consumption of parents and children in family



204 GIFT OF MOVING

i as

cp(i) =

wN + ap(i) + sp(i)−m(i)− f if they move,

wF + ap(i) if they stay,

cc(i) =

wN + ac(i) + sc(i) + φ(i)− f if parents move,

wF + ac(i) if parents stay.

Notice that if the parents move, they choose to educate their children—
this is the f in the first line above—and the children also choose to
educate their children in the subsequent period—this is the f in the
third line above.

It is convenient to rank families according to the comparative ad-
vantage of the parents. For each quantile q ∈ [0, 1], let α(q) ≡ F−1(q)

denote the level of comparative advantage at quantile q. By construction,
α(q) is increasing in q. Agents at higher quantiles q have a stronger com-
parative advantage in the non-fishing sector, or equivalently a stronger
comparative disadvantage in fishing.

The expected average log earnings for parents and children of quantile
q in the non-fishing and fishing sectors are

Ȳ p
N (q) = wN +A(q) + α(q), (2.3a)

Ȳ p
F (q) = wF +A(q), (2.3b)

EȲ c
N (q) = wN + ρaA(q) + ρsα(q) + φ(q), (2.3c)

EȲ c
F (q) = wF + ρaA(q). (2.3d)

Here A(q) denotes the mean of the absolute advantage conditional distri-
bution H(a|α(q)) at quantile q and φ(q) is the mean benefit of education
for workers of quantile q.

Simplified Version Explained Visually

As a stepping stone towards understanding the full model, let us first
briefly consider a simplified version of the model where there is a sin-



INTERPRETATION 205

gle generation, no education, and all workers face homogeneous moving
costs. In this case, the average earnings of quantile q in the non-fishing
and fishing sectors are

ȲN (q) = wN +A(q) + α(q) and ȲF (q) = wF +A(q),

respectively. Figure 2.9 illustrates the economics of the model visually.
If a worker chooses to work in the fishing sector, she will on average
earn ȲF (q) (the light blue line). This will also be her consumption. If she
chooses to work in the non-fishing sector, she will earn ȲN (q) (the dashed
dark red line). In this case, however, she will need to move away from
the Westman Islands, which is costly. Taking account of these moving
costs, her level of consumption will on average be ȲN (q) −m (the solid
dark red line).

We have drawn Figure 2.9 with ȲF (q) downward sloping and ȲN (q)

upward sloping. This means that workers that have a comparative ad-
vantage in fishing (i.e., low q workers) are more productive at fishing
than those that have a comparative advantage at non-fishing and vice
versa. While this may seem like a natural case, the theory we have laid
out can accommodate cases in which both ȲF (q) and ȲN (q) are upward
sloping (those with a comparative advantage at non-fishing are also bet-
ter at fishing) and cases in which both ȲF (q) and ȲN (q) are downward
sloping (those with a comparative advantage at fishing are also better at
non-fishing). All that we assume is that ȲN (q) has a larger slope than
ȲF (q) (i.e., workers differ in their comparative advantage).

In equilibrium, workers will self-select into the sector in which they
earn the most net of moving costs. Figure 2.9 shows that this will give
rise to a unique cutoff quantile q∗ below which all workers choose to be
fishermen and above which all workers choose to move away from the
Westman Islands and take up employment in the non-fishing sector.

Figure 2.9 also clearly shows how the moving cost leads to a misal-
location of labor. If moving were not costly, workers at quantile q would
choose between ȲF (q) and ȲN (q) rather than ȲF (q) and ȲN (q) − m.
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In this case, a larger fraction of workers would move away from the
Westman Islands (and presumably a larger fraction of mainland workers
would also move to the Westman Islands). The cutoff quantile in this
no-moving-cost case would be q̃. The moving cost implies that workers
between q̃ and q∗ are misallocated and are earning less than they would
without the moving cost.

2.9.2 The Volcanic Experiment

Let us now consider the situation at the time of the eruption in the full
model with parents and children. Our empirical results in sections 2.5
and 2.6 indicate that at the time of the eruption, a fraction of families in
the Westman Islands exogenously faced a lower moving cost than other
families because their houses were destroyed in the eruption. Therefore,
we consider a situation where a fraction of families (those whose house
was destroyed) face a moving cost of m′, while other families face a
moving cost of m > m′.

The decision to move is made by the parents. They decide whether
to move by comparing their expected utility from moving with their
expected utility from staying. This comparison implies that a family
moves if

Ȳ p
N (q) + βEȲ c

N (q)−m(i)− (1 + β)f > Ȳ p
F (q) + βEȲ c

F (q),

where m(i) is either m or m′. Using equations (2.3a)-(2.3d), we can
rewrite this condition as

(1 + βρs)α(q) + βφ(q) > m(i) + (1 + β)f + (1 + β)(wF − wN ). (2.4)

The left-hand side of this condition is the benefit of moving, while the
right-hand side is the cost of moving. If we assume that φ(q) is constant
or increasing in q—i.e., that families with a comparative advantage in
non-fishing also gain (weakly) more from being educated—the left-hand
side of the inequality (2.4) is increasing in q, while the right-hand side
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is a constant for each value of m(i). This implies that for families whose
house was destroyed, there is a unique q∗′ such that among these families,
those with q ∈ [q∗′, 1] move away from the Westman Islands. The cutoff
q∗′ solves the equation

(1 + βρs)α(q∗′) + βφ(q∗′) = m′ + (1 + β)f + (1 + β)(wF − wN ).

Analogously, for families whose house was not destroyed, there is a dif-
ferent unique cutoff q∗ > q∗

′ such that among these families, those with
q ∈ [q∗, 1] move away from the Westman Islands.

This situation is depicted in Figure 2.10. As before, the downward-
sloping light-blue line depicts the average earnings of fishermen as a
function of the comparative advantage in non-fishing ȲF (q) (the same for
both generations). The two solid dark-red lines depict average earning
on the mainland for parents and children. The gap between the two lines
represents the gains from education in non-fishing. We have drawn the
figure for the case where those with a comparative advantage in non-
fishing also gain (slightly) more from being educated (the Ȳ c

N (q) line is
(slightly) steeper than the Ȳ p

N (q) line). The equation for the cutoff points
q∗′ and q∗ can be rewritten as

Ȳ p
N (q) + Ψ(m(i), q) = Ȳ p

F (q), (2.5)

where

Ψ(m(i), q) =
1

1 + β
[βφ(q)−m(i)− (1 + β)f − β(1− ρs)α(q)]. (2.6)

The two dashed red lines in Figure 2.10 plot the left-hand side of equation
(2.5) for the two values of moving costsm′ andm. The points where these
lines cross the ȲF (q) line are the two cutoff quantiles q∗′ and q∗.

It is now straightforward to map our various empirical facts into the
model. For this purpose, it is useful to begin by dividing the workers into
three groups based on the terminology of Angrist (2004). Workers to the
left of q∗′ in Figure 2.10 are “never-takers.” These workers have such a
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strong comparative advantage in fishing that they do not move even if
their house is destroyed. Workers between q∗′ and q∗ are “compliers.”
These are the workers that are induced to move by their house being
destroyed, i.e., they move only if their house is destroyed. Finally, workers
to the right of q∗ are “always-takers.” These workers have such a strong
comparative disadvantage in fishing that they move even if their house
is not destroyed.

Our IV estimates reflect the causal effect of moving on the compliers
(Imbens and Angrist, 1994). Let us start by considering the children.
In Figure 2.10, the causal effect of moving for children at a given level
of comparative advantage q is the vertical distance between Ȳ c

N (q) and
ȲF (q). The figure clearly shows that in our setting, the complier children
are highly selected to have a large causal effect of moving. This fact helps
explain the large magnitude of the causal earnings effects we estimate.
Intuitively, the complier children are relatively poorly suited to live in
the Westman Islands. This is why their parents can be induced to move
away and also why they themselves gain so much from moving.

We can also read the causal effect on the parents—the vertical dis-
tance between Ȳ p

N (q) and ȲF (q)—off of Figure 2.10. It is much smaller
than the causal effect on the children. The reason for this is that the
parents are not educated and therefore benefit less from moving to the
mainland. We have drawn Figure 2.10 such that the causal effect on the
complier parents is negative as in our empirical estimates. Whether this
effect is positive or negative depends on the sign of Ψ(m(i), q). Equation
(2.6) reveals that this depends on the parents’ level of altruism toward
their children β and the size of the education effect φ(q). With a large
degree of altruism and a large education effect, parents will be induced
to move even if the effect on their own earning is negative because the
large effect on their children’s earnings outweighs their own losses.

It is evident from Figure 2.10 that the causal effect of moving in
our model is highly heterogeneous depending on comparative advantage.
In particular, the causal effect on the never-takers is smaller than the
causal effect on compliers and can easily be negative even for children.
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In Figure 2.10, the causal effect on most never-taker children is negative
(all of those to the left of the point where the ȲF (q) line crosses the
Ȳ c
N (q) line). These families have a strong comparative advantage in the

fishing sector. They would be made worse off if they had to move to the
non-fishing sector even if there were no direct moving cost. Therefore,
our model has the property that even though some can be made much
better off by moving, this is not true for all. A policy of moving everyone
away from the Westman Islands may be a terrible policy even despite
our large positive IV estimates because there are these other groups that
are well matched to the Westman Islands and would be made worse off
by having to move.

Figure 2.10 provides a natural explanation for the “puzzle” we posed
at the start of this section: how can it be that the causal effects of moving
are so positive even though people are moving away from a high income
location? We have drawn the figure such that the average income across
never-takers is high (higher than the average income of compliers and
always-takers). This reflects the fact that fishing is very profitable in
Iceland, and those with a comparative advantage in this sector therefore
earn a high income on average (higher than the average of those with a
comparative advantage in other sectors). This is in no way inconsistent
with the notion that the causal effect of moving away from fishing can
be very high for those not well suited to work in this sector. Hence, even
though the causal effect on the complier children is large and positive,
average income can easily be higher for those who remain in the Westman
Islands (a weighted average of ȲF (q) for the never-takers and non-treated
compliers) than those who move away (a weighted average of Ȳ c

N (q) and
Ȳ p
N (q) for the always-takers and treated compliers).
This logic also provides a simple explanation for why the OLS esti-

mate of income on moving is so much lower than the IV estimate for the
young in our setting. The OLS estimator compares the income of all of
those that move to all of those that stay. The stayers are the never-takers
and the non-treated compliers, while the movers are the always-takers
and the treated compliers. The OLS estimate therefore takes a difference
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between the average of Ȳ c
N (q) from q∗′ to 1 and ȲF (q) from 0 to q∗.20 This

can easily be negative for both the parents and the children even though
the causal effect on the complier children is always large and positive.

An important implication of our model is that barriers to mobility
can result in large amounts of misallocation even across locations that
have similar levels of average income. Many locations—especially smaller
ones—are specialized in terms of their occupational mix. Large moving
costs will then imply that people born in these locations who happen to
have a strong comparative advantage in occupations not well represented
in that location could have substantially higher lifetime earnings were
these barriers to mobility eliminated.

A concern regarding the interpretation given above is that the large
causal effect of moving for compliers may have been an ex post fluke due
to aggregate shocks after the eruption rather than something that could
have been rationally anticipated at the time of the eruption (Rosen-
zweig and Udry, 2018). This concern is difficult to completely rule out.
However, Figure 2.4 shows that the relative labor market outcomes for
treated and untreated individuals in our sample are quite stable over
our 34 year sample period. If we assume that the statistical process that
generated this stable process of relative returns during our sample pe-
riod also applied to the period prior to our sample period running back
to the eruption, a large difference between ex-ante and ex-post returns
is unlikely. Only a large and extremely persistent shock could result in
such a difference, but the stability over our sample period implies that
such shocks are uncommon.

2.9.3 Barriers to Moving

Equation (2.6) is helpful for understanding what factors impede moving
in our setting—i.e., what we have referred to as “moving costs broadly

20It is important to remember that there are two types of households at each value
of q in Figure 2.10: those whose house was destroyed and those whose house was not
destroyed. In the complier region, those whose house was destroyed move, while those
whose house was not destroyed do not.
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defined.” One such factor is imperfect altruism by parents towards their
children. The level of altruism of parents towards their children is cap-
tured by β in our model. If β is small, parents will place a low value on
their children’s gains from education (φ(q)) and, consequently, be less
inclined to move.

Another factor is imperfect information about the returns to moving.
The decision to move will depend on perceived returns rather than actual
returns. In our model, this means the perceived gains from eduction (per-
ceived φ(q)) and perceived earnings in the non-fishing sector (perceived
Ȳ p
N (q)). If the parents are pessimistic about either of these factors, this

will hinder mobility in the same way as traditional moving costs. This
type of friction has been emphasized in, e.g., the context of returns to
education (Manski, 1993). In settings where education and income are
low, perceived returns to education are much smaller than actual returns
(Jensen, 2010).

But pessimism is not the only way in which imperfect information
can impede mobility. Risk also has this effect. In appendix 2.F, we extend
our model to allow for Epstein-Zin preferences and uncertain returns to
education. In this case, the equivalent expression to equation (2.6) is

Ψ(m(i), q) =
1

1 + β

[
β
(
φ̄(q)− γ

2
σ2
φ

)
−m(i)− (1 + β)f − β(1− ρs)α(q)− γ

2
σ2
s

]
,

(2.7)
where σ2

φ and σ2
s denote the variance of the education effect and the

variance of the intergenerational shock to comparative advantage, re-
spectively, and γ denotes the coefficient of relative risk aversion. Moving
away from log-utility and adding uncertain returns to eduction results in
two additional terms in equation (2.7) relative to equation (2.6): the σ2

φ

term and the σ2
s term. Both terms enter the right-hand side of equation

(2.7) with a negative sign. In this case, therefore, risk regarding the effect
of education and risk regarding the future comparative advantage act to
hinder mobility in the same way as traditional moving costs.

The returns to moving may be particularly difficult to estimate when
the industry structure differs between the location of origin and destina-



212 GIFT OF MOVING

tion, as in the case of the Westman Islands. Furthermore, the fact that
the decision to move is made by the parents does no doubt exacerbate
the informational frictions. Not only does a future computer genius or
a great legal mind need to understand that he or she will have higher
earnings on the mainland, but this information needs to be communi-
cated to his or her parents. All of this suggests to us that information
frictions may play an important role in explaining the large barriers to
moving that we estimate.

While the large causal effect of moving that we estimate (a present
value of roughly $444,000) indicates that the barriers to moving are large,
this does not provide an estimate of the difference in moving costs be-
tween those whose houses were destroyed and those whose houses were
not destroyed. This difference—i.e., the reduction in moving costs re-
sulting from one’s house being destroyed—is potentially much smaller.
Figure 2.10 illustrates this point clearly. The reduction in moving costs
resulting from one’s house being destroyed is equal to the vertical dis-
tance between the two dashed red lines in Figure 2.10. The size of this
difference determines the size of the complier group. However, it is not
related to the size of the causal effect on the children, which is equal to
the distance between the light-blue line and the top solid red line.

2.9.4 Evidence of Comparative Advantage

The model analyzed above illustrates that a heterogeneous comparative
advantage across workers provides a natural explanation for the large
causal effect of moving we estimate. In this section, we support this view
by presenting evidence indicating that the Westman Islands is a place
that specializes in occupations for which the value of education is low,
and is therefore a poor match for people with a comparative advantage
in “brainy” occupations.

While the fishing industry pays high wages, it requires little for-
mal education. One sign of this is that educational attainment in the
Westman Islands is low. Table 2.9 reports educational attainment in the
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Westman Islands, Iceland’s capital area, and other areas in Iceland. Ed-
ucational attainment is substantially lower in the Westman Islands than
in Reykjavik. Only 20% of the working age population have a university
degree, compared to 40% in the capital region.

Another sign that the comparative advantage for “brainy” occupa-
tions is an important factor in our results derives from our analysis of
the characteristics of the compliers in our natural experiment—i.e., those
induced to move by the volcanic eruption. Although individual compli-
ers cannot be identified in the data, their average characteristics can
be estimated when the instrumental variable is binary (Angrist, 2004).
The basic intuition is that we can uncover the statistical characteristics
of the always-takers and never-takers in our data by looking at those
whose houses were destroyed and did not move (never-takers) and those
whose houses were not destroyed and moved anyway (always-takers).
The statistical characteristics of the compliers can then be inferred by
comparing these groups to the whole sample and using Bayes rule.21

Table 2.10 reports the frequency of a set of characteristics among the
cohorts that were younger than 25 years old at the time of the eruption.
We report the frequency within this entire group (column 1), among the
compliers in this group (column 2), and the ratio of these frequencies
(column 3). What stands out is that the compliers are roughly 50%
more likely to have parents that had a post-compulsory education than
the typical Westman Islander.

An extensive literature has documented that parents with higher ed-
ucation levels also have children with higher education levels (see, e.g.,
Black and Devereux, 2010), and that this partly reflects correlated traits
between parents and children (Black et al., 2005). The fact that the com-
pliers in our experiment come from homes with highly educated parents,
thus, suggests that they may be particularly likely to have a compar-
ative advantage in occupations that require relatively large amounts of
education.

21For a further discussion on the estimation of treatment effects under imperfect
compliance, see Imbens and Angrist (1994) and Angrist and Pischke (2009).
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2.9.5 A Model of Absolute Advantage

It is useful to contrast our preferred comparative advantage interpreta-
tion of our empirical results with an interpretation based only on absolute
advantage. In a seminal paper, Abowd et al. (1999) (hereafter, AKM)
model worker income yi,j as the sum of a worker effect, a firm (or in our
case, location) effect, and an error term:

yi,j = ai + bj + εi,j . (2.8)

Here ai is the worker effect and bj is the location effect. In empirical
applications, the location effect in this model is identified by looking
at movers. For our application, let us denote the location effect for the
Westman Islands by bW and the location effect for the rest of Iceland by
bI .

Since we estimate a large causal effect of moving away from the West-
man Islands for the cohorts younger than 25 years old at the time of the
eruption, the AKM model implies that the Westman Islands has a worse
location effect than the rest of Iceland, i.e., bW − bI < 0, for these co-
horts. In other words, the Westman Islands is a “bad” location from the
perspective of earning income for this group.

But as we emphasize above, the average income in the Westman
Islands is substantially higher than the average income in the rest of
Iceland. Given that the Westman Islands is a “bad” place, the only way
to explain the high average income in the Westman Islands within the
context of AKM’s model of absolute advantage is that the workers in
the Westman Islands have much higher average person effects (ai’s) than
their counterparts in the rest of Iceland, In other words, the young people
living in the Westman Islands at the time of the eruption must have been
hugely positively selected in terms of their ability to earn income relative
to young people elsewhere in Iceland.

While this alternative explanation is logically consistent, we do not
view it as particularly plausible. One reason for this is that standard
measures of human capital accumulation do not support this view. Edu-
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cational attainment is low in the Westman Islands (Table 2.9). Students
from the Westman Islands also perform poorly on standardized tests
relative to their peers elsewhere in Iceland: The average test score for
the Westman Islands ranks towards the bottom of the distribution of
average test scores across schools in Iceland in all subjects (see Figure
2.17 for details). Naturally, the Westman Islanders may be particularly
well-endowed in the human capital needed to carry out the specific tasks
that are done on the Westman Islands. But that suggests the model of
comparative advantage we present in sections 2.9.1-2.9.2.

To gain a further understanding of what an absolute advantage inter-
pretation of our facts entails, Figure 2.11 provides a graphical depiction
of the AKM model analogous to Figure 2.9. In this case, workers are
ranked on the horizontal axis by absolute advantage as opposed to com-
parative advantage (i.e., q denotes absolute advantage). Workers further
to the right in the figure have a higher absolute advantage and are there-
fore better at both tasks. This is reflected in the fact that both the ȲF (q)

curve and the ȲN (q) curve are upward sloping. Since there is no com-
parative advantage, these two curves are parallel. We have drawn the
figure such that the causal effect of moving is positive (ȲN (q) > ȲF (q)).
We have also drawn a third curve in the figure representing the average
earnings in non-fishing of those living in other regions at the time of the
eruption (the green dotted curve). This curve is below the ȲN (q) curve
reflecting the positive worker effects of the Westman Islanders relative to
people elsewhere in Iceland needed to explain the lower average income
in the rest of Iceland than in the Westman Islands. Finally, in this model,
it is not heterogeneity in the causal effect of moving that determines who
moves (since this is constant). A simple idea is that there is heterogene-
ity in moving costs. The final curve in Figure 2.11 plots the earnings
of Westman Islanders in non-fishing net of a heterogeneous moving cost
(ȲN (q)−m(q)). We have drawn this curve such that the moving cost is
smaller for people with a low absolute advantage. In this case, it will be
low absolute advantage people that move. This assumption is needed for
the AKM interpretation to be able to explain the low OLS estimate of
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income on moving that we obtain. However, recent empirical evidence
suggests that, in fact, low-skilled people are less mobile than high-skilled
people (Notowidigdo, 2013).

2.9.6 Compensating Differentials

Are the greater earnings obtained by those who move away from the
Westman Islands compensation for non-pecuniary costs? This is an issue
that besets most work on the causal effect of location, but which we
believe is relatively unimportant in our setting. Conventional wisdom in
Iceland is that the price level in rural towns like the Westman Islands has
traditionally been higher than in Reykjavik (except perhaps for housing).
We do not have access to a systematic comparison of price levels in the
Westman Islands and other areas in Iceland. But we have been able to
survey certain product categories to partially verify this conventional
wisdom at least for the present time.

The Westman Islands has two main supermarkets, and we have ver-
ified that, currently, the price of food in these stores is identical to
other outlets of the same chains in Iceland. Product availability is clearly
much more limited in the Westman Islands, suggesting that the variety-
adjusted price index is higher. The price of gasoline is also the same in
the Westman Islands as in the rest of Iceland, but the prices of electric-
ity and hot water for heating are higher in the Westman Islands than in
Reykjavik. Housing has been less expensive per square foot in the West-
man Islands than in Reykjavik in recent years. However, it is difficult
to adjust for quality and this difference is presumably associated with
greater amenities in Reykjavik.

Since the price level is likely higher in the Westman Islands than
in Reykjavik, any non-pecuniary benefits of living in the Westman Is-
lands must arise from other sources. One such source may be differ-
ences in preferences (Atkin, 2013). The people living in the Westman
Islands may simply have a preference for the particular amenities that
exist there. However, this interpretation seems difficult to square with
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the time pattern of earnings effects which appear to grow across genera-
tions. The average earnings effect for the cohorts that were 25 years old
and older at the time of the eruption is -$4,000, while it is $27,500 for
those younger than 25 years old, and $31,000 for the unborn children of
those younger than 25 years old (estimated with large standard errors).
Similarly, the education effect also seems to grow across generations, with
the effect being largest for the generation that was unborn at the time
of the eruption.

If compensating differentials associated with culture were behind our
effects, one would expect them to be smaller for children than parents,
and even smaller for descendants born outside of the Westman Islands.
Therefore, for compensating differentials to explain our findings, the in-
tergenerational pattern of effect sizes should be the reverse of what we
find. Another way of putting this is that if the non-pecuniary benefits of
living in the Westman Islands were similar for parents and for children,
then the causal effect estimates for the children would require larger
moving costs for them to explain the difference.

We are also able to study the effect of our shock to mobility on
a variety of non-monetary outcomes. Table 2.11 reports results for a
variety of outcomes, aside from earnings, for those less than 25 years of
age at the time of the eruption. The causal effect of moving on these
outcomes is imprecisely estimated. But the point estimates suggest that
those induced to move by the eruption are both less likely to die before
the age of 50 and less likely to receive pension payments. Since the young
cohorts do not reach the retirement age of 67 during the sample period,
pension payments relate to illness, disability, or a deceased spouse or
parent.22 The point estimates also suggest that those induced to move

22One might wonder whether the treatment effect on income is, to some extent,
driven by the lower propensity of the treatment group to retire early. To investigate
this, we reran our empirical analysis setting the earnings observations to missing for
all years when individuals are receiving a pension. Table 2.20 in the appendix presents
results from this case. This approach yields a treatment effect of $24,300, and is highly
statistically significant (compared to $27,500 for our baseline specification). Hence,
early pensions do not appear to be driving our main results.



218 GIFT OF MOVING

are more likely to get married and have more children. The effects for
the older cohorts are qualitatively similar, though they are smaller and
apart from them being less likely to die before the age of 50, none of the
coefficients are statistically significant (see Table 2.19). None of these
estimates are consistent with non-pecuniary costs of moving, according
to conventional views on the consequences of these factors for happiness.

2.9.7 Returns to Education?

Finally, let us consider how our estimates relate to the literature on the
returns to education. Empirical work on the returns to education suggests
that an additional year of schooling raises income by roughly 10% (Card,
2001). This approximately corresponds to what one obtains by comparing
average incomes across educational groups in Iceland. During the period
2004-2014, the annual earnings premium for workers with junior college
degrees in Iceland versus those with only compulsory education was 36%.
This suggests a 9% return per additional year of schooling in Iceland
(36% / 4 years).

We can compare this with what we would estimate for the returns
to education if we were to assume (counterfactually, we think) that the
only channel through which moving affects earnings is through educa-
tional attainment. Our average estimated earnings effect is 83%, and our
average estimated effect on educational attainment is a 3.6 year increase
in schooling. Taken together, these estimates would imply a 23% return
(0.83/3.6) to each additional year of schooling—much larger than the
10% return suggested by the returns to education literature.

The model we present in sections 2.9.1-2.9.2 can help us understand
this difference. In this model, the large ratio of causal effects of moving
on earning and education arises from several factors. First, it partly re-
flects comparative advantage: those induced to move have a comparative
advantage at non-fishing. Second, it arises from an interaction between
moving and increased educational attainment. Additional years of school-
ing are much more valuable when the individuals can relocate to where
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the education is most valuable. The returns to additional years of edu-
cation are smaller in the more standard case where the individual still
faces a large moving cost and is therefore only able to use his or her
additional education in his or her original location.

2.10 Conclusion

We exploit a mobility shock generated by a destructive volcanic
eruption—a true natural experiment—to estimate the causal effect of
location on economic and educational outcomes. For those who were
younger than 25 years old at the time of the eruption, we find that
having one’s house destroyed by the eruption yields a large positive
causal effect on both earnings and education. The “lava shock” led to
an increase in annual earnings of roughly 83% for those younger than
25 years old at the time of the eruption who were induced to move.
The earnings effect increased gradually over people’s working life and
peaked during prime age. Moreover, these young movers got 3.6 more
years of schooling than they otherwise would, and, as a result of the
mobility shock, their children (the descendants of the originally affected
population) got 4.7 more years of schooling.

Our study shows that the benefits of moving may be very unequally
distributed within the family. While the eruption had large positive ef-
fects on the earnings of the young, the earnings effects for those 25 and
older at the time of the eruption were small and negative. The unequal
distribution of the costs and benefits of moving across parents and chil-
dren may help shed light on why labor does not always flow to where
it earns the highest returns: the costs accrue to the parents (who make
the decision), while the gains accrue to the children, potentially many
decades later.

A unique feature of our environment, moreover, is that the workers
in our study are moving away from opportunity, at least from the per-
spective of average income. This suggests that our results should not
be interpreted as the return from escaping a “bad” location. Instead, we
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interpret our results as evidence of the importance of comparative ad-
vantage. The location we study is, like many small towns, specialized in
a particular industry that is unlikely to be the ideal match for everyone.
Those who responded to the “lava shock” were more likely to come from
highly educated families, who were plausibly poorly matched with the
range of job opportunities in this location. Our findings underscore the
potential for geographical misallocation of labor even when differences
in average incomes across locations are small.
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Figure 2.1: Map of Westman Islands town Post 1973 Eruption
Note: The map was created by Ragnar Heidar Thrastarson based on data from the Icelandic
Disaster Relief Fund (Viðlagasjóður Íslands) and the National Land Survey of Iceland
(Landmælingar Íslands).
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Figure 2.2: Population by Year
Note: The figure plots the evolution of the population of the Westman Islands (left axis),
the Iceland’s capital region (right axis), and other regions of Iceland (right axis). These
data were obtained from Statistics Iceland.
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Figure 2.3: Fish Catch by Year
Note: Total fish catch in thousands of tones per year by area. Westman Islands accounts
for 60-85% of all fish landed in harbors in South Iceland. These data were obtained from
Fiskifélag Íslands and various issues of Útvegur.
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Figure 2.4: Earnings by Year – Cohorts Younger than 25 at time of
Eruption
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Figure 2.5: Quantile Treatment Effects on Earnings – Cohorts Younger
than 25 at time of Eruption
Note: The figure plots quantile treatment effects using the estimator proposed by Abadie
et al. (2002) for the 5th to the 99th percentile. The effects are estimated in 5 percentile
increments up to the 95th percentile, and in 1 percentile increments for 96th to 99th
percentile. The green horizontal dashed-line plots the mean effect (2SLS) for comparison.
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Figure 2.6: Earnings Effect Over the Life Cycle – Cohorts Younger than
25 at time of Eruption
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Figure 2.7: IV Earnings Effect – Four Age Groups
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Figure 2.8: Evolution of Average Earnings Across Locations
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Table 2.1: Probability of Moving

P(Move) Sample
Overall 0.311 4,807
House Destroyed 0.420 1,341
House Not Destroyed 0.269 3,466

Note: The table reports the probability of moving away from the Westman Islands (i.e., not
returning before the end of 1975) for three groups: those whose house was destroyed in the
eruption, those whose house was not destroyed in the eruption, and the total population.
We also report the sample size of each group.

Table 2.2: Descendant Groups

Parent’s Status ({father, mother}) Size
Treatment {D, D}, {D, A}, {A, D} 965
Control {N, N}, {N, A}, {A, N} 2,775
Excluded {D, N}, {N, D} 282
Total 4,022

Notes: D denotes a parent that was living in a house destroyed by the eruption, N denote
a parent that was living in the Westman Islands but in a house that was not destroyed,
and A denotes a parent that did not live in the Westman Islands at time of the eruption.
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Table 2.4: Sample Characteristics and Covariate Balance Test

Younger than 25 25 and older

Control Treatment vs. Control Treatment vs.
Mean Control Mean Control
(1) (2) (3) (4)

Value of house (2014 $) 65,576 -306 61,321 -111
(2,146) (2,419)

House construction year 1943.2 -1.76* 1941.2 -2.45**
(0.96) (0.97)

Female (%) 0.48 0.023 0.48 0.002
(0.022) (0.022)

Age 11.8 0.22 46.1 0.81
(0.29) (0.72)

Married (%) 0.08 -0.006 0.76 0.010
(0.011) (0.019)

Number of children 0.14 -0.030 1.86 -0.018
(0.018) (0.077)

Widowed (%) 0.000 0.000 0.08 -0.010
(0.000) (0.011)

Divorced (%) 0.001 -0.001 0.03 -0.010
(0.001) (0.007)

Years of schooling – – 11.95 0.167
– (0.165)

Move house after 1960 (%) 0.61 -0.022 0.46 0.013
(0.021) (0.022)

Born in the Westman Islands (%) 0.78 0.051*** 0.47 0.036
(0.017) (0.022)

Not matched to outcomes (%) 0.02 -0.007 0.12 0.016
(0.005) (0.015)

Notes: Columns 1 and 3 report sample means by age at the time of the eruption. Columns
2 and 4 report results from a covariate balance test. We regress the variable in question
on Destroyed and report the coefficient and robust standard errors in parentheses. Move
house after 1960 is a dummy for having moved houses after 1960. Missing is a dummy for
being missing from the outcome data in 1981. Years of schooling is based on educational
attainment as of 2011. We only report a balance test on this variable for those 25 and
older. The validity of this balance test relies on the assumption that this group has already
completed their education by the time of the eruption. We verify this assumption by showing
no significant effect on education for this group in Table 2.7. We do not, however, report a
test of balance in years of schooling for the younger cohorts, who have not completed their
education by the time of the eruption. *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.5: Effect on Earnings – Cohorts Younger than 25 at Time of
Eruption

Reduced Form Wald 2SLS OLS

(1) (2) (3) (4) (5) (6)
Moved 26,628* 27,532** -2,570** -1,906*

(15,638) (13,146) (1,149) (1,046)
Destroyed 3,037** 3,408***

(1,485) (1,279)

Control group mean 33,347 33,347 33,347 33,347 — —
Controls No Yes No Yes No Yes
Age fixed effects No Yes No Yes No Yes
Year fixed effects No Yes No Yes No Yes
Observations 68,539 68,539 68,539 68,539 68,539 68,539

Notes: The dependent variable in all cases is labor earnings. Coefficient estimates are re-
ported in US dollars as of 2014 (125 ISK = 1 USD). The set of controls includes gender,
a dummy for having changed houses after 1960, and a dummy for being born in the West-
man Islands. Robust standard errors clustered by address are reported in parentheses. ***
p<0.01, ** p<0.05, * p<0.1.

Table 2.6: Effects of Moving on Earnings – Cohorts 25 and Older at Time
of Eruption

Reduced Form Wald 2SLS OLS

(1) (2) (3) (4) (5) (6)
Moved -5,265 -3,931 -3,323*** -3,017***

(5,149) (5,374) (1,029) (953)
Destroyed -1,024 -725

(999) (992)

Control group mean 28,089 28,089 28,089 28,089 — —
Controls No Yes No Yes No Yes
Age fixed effects No Yes No Yes No Yes
Year fixed effects No Yes No Yes No Yes
Observations 30,861 30,861 30,861 30,861 30,861 30,861

Notes: The dependent variable in all cases is labor earnings. Coefficient estimates are
reported in US dollars as of 2014 (125 ISK = 1 USD). The set of controls includes
gender, a dummy for having changed houses after 1960, and a dummy for being born
in the Westman Islands. Robust standard errors clustered by address are reported in
parentheses. *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.7: Effect of Moving on Years of Schooling

Younger than 25 25 and Older Descendants

IV OLS IV OLS IV OLS
(1) (2) (3) (4) (5) (6)

Moved 3.54** 0.13 0.81 0.13 5.69** -0.24**
(1.77) (0.16) (0.77) (0.15) (2.49) (0.11)

Control group mean 13.40 13.40 11.94 11.94 12.71 12.71
Controls Yes Yes Yes Yes Yes Yes
N 2,262 2,262 1,101 1,101 3,207 3,207

Notes: The dependent variable is years of schooling for the group listed at the top
of each column. In the first four columns, we report robust standard errors clustered
by address in parentheses. In the last two columns, we report robust standard errors
clustered by individual in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

Table 2.8: Effects on Post-Compulsory Education Cohorts Younger than
25 at the Time of Eruption

Junior College University

(1) (2)
Moved 0.638** 0.226

(0.283) (0.212)

Control group mean 0.609 0.224
Controls Yes Yes
N 2,262 2,262

Notes: The dependent variable is listed at the top for
each column (Junior College degree or University de-
gree). In all cases, we report IV regression results with
Movedi instrumented with Destroyedi. Robust stan-
dard errors clustered by address are reported in paren-
theses. *** p<0.01, ** p<0.05, * p<0.1.

Table 2.9: Educational Attainment by Location

Westman Islands Capital Region Other Regions
Compulsory education 40% 25% 41%
Junior college education 39% 36% 36%
University education 20% 39% 22%

Notes: Data from the 2011 Educational Census. People aged 25-64 in 2011.
Source: Statistics Iceland.
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Table 2.10: Complier Characteristics Ratios – Cohorts Younger than 25
at Time of Eruption

Variable (X) Pr[Xi = 1] Pr[Xi = 1|Complier] Pr[Xi=1|Complier]
Pr[Xi=1]

Female 0.49 0.34 0.69 (0.20)
Age (> median) 0.51 0.40 0.79 (0.18)
Change house after 1960 0.60 0.75 1.25 (0.25)
Born in Westman Islands 0.80 0.82 1.03 (0.13)
House value (> median) 0.64 0.68 1.06 (0.16)
House year (> median) 0.61 0.72 1.17 (0.32)
Parents’ education (> compulsory) 0.50 0.75 1.51 (0.36)
Parents married 0.88 1.05 1.19 (0.10)

Notes: The first column reports the fraction of the overall population for which the charac-
teristic applies. The second column reports this same statistic only for compliers. The third
column reports the relative frequency for compliers relative to the overall population. Parents’
education is a dummy variable that equals 1 if one or both parents have more than compulsory
education. Standard errors for the characteristics ratios clustered by address are reported in
parentheses.

Table 2.11: Other Outcomes – Cohorts Younger than 25 at Time of
Eruption

IV OLS Control Mean
(1) (2) (3)

Pension Recipient -0.087 0.000 0.084
(0.058) (0.006)

Early Death -0.057 -0.010* 0.033
(0.040) (0.006)

Married 0.171 -0.038** 0.628
(0.141) (0.016)

Number of Children 0.089 -0.100* 2.30
(0.435) (0.055)

Notes: Each coefficient estimate corresponds to a regression of the dependent variable
indicated in the top panel on Moved. We control for gender, cohort, a dummy for having
changed houses after 1960, a dummy for being born in the Westman Islands, year dummies,
and age dummies. Pension Recipient is a dummy for receiving pension income in a given
year. Early Death is a dummy for dying before the age of 50. The regression with Early
Death as the dependent variable is estimated only for those born before 1965, since this
group has reached the age of 50 by the end of our sample period. Married is an indicator
of being registered as married in the National Registry. Number of Children is the number
of children born after the eruption, i.e., in 1973 or later. Robust standard errors clustered
by address are reported in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
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Appendices

2.A Constructing Years of Schooling

Our education variable is reported on a five-point scale using the Inter-
national Standard Classification of Education (ISCED). The first level
is compulsory schooling, which is 10 years in Iceland and has been com-
pleted by most students when they are 16 years old. The second level
is a degree from a junior college. In junior college, students can choose
between traditional tracks that prepare students for university studies
and vocational tracks such as carpentry, hair-dressing, plumbing, etc.
Junior college degrees take four years to complete and are completed
by most students when they are 20 years old. Therefore, we convert the
second level to 14 years of schooling. The third level is post-secondary,
non-tertiary degrees. These include various technical degree programs
that in most cases take 6 months to 2 years to complete. We convert this
level to 15 years of schooling. The fourth level is university education,
both bachelor’s and master’s degrees. Most bachelor’s degrees take three
years to complete in Iceland and most master’s degrees take one to two
years to complete. We convert this level to 18 years of schooling, i.e., four
additional years over and above junior college. Finally, the fifth level is
doctoral degrees. We assume that these take four years to complete after
a completion of a bachelor’s degree and a one year master’s degree. We
therefore convert these degrees to 22 years of schooling.

2.B Earnings Effect over Subsamples

One might worry that the large causal effect of moving that we estimate is
concentrated in the period of the financial boom that Iceland experienced
over the period 2002 to 2008. This is not the case. To illustrate this, we
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estimate the following regression

Yit = α+
2014∑
t=1981

βtMovedi × periodt + X′iγ + δt + εit, (2.9)

where the variable periodt represents an indicator variable for each non-
consecutive 5-year period in sample period of 1981-2014 (i.e., 1981-1985,
1986-1990, ... 2011-2014). The endogenous regressors Movedi × periodt
are instrumented using interactions of the 5-year period dummies with
the instrument Destroyedi. The βt estimates from this regression are
plotted in Figure 2.15. The figure shows that the effect of moving is
positive throughout the sample period and does not appear to have any
systematic relationship with the business cycle. In particular, it is high
both before and after the financial crisis.

2.C Earnings Effects over the Life-Cycle

We can estimate the life-cycle profile of the effect of living in a house
that was destroyed on earnings by estimating the following regression

Yit = α+

62∑
τ=18

βτDestroyedi × ageτ + X′iγ + δt + εit (2.10)

where the variable ageτ represents an indicator variable for each 2-year
age group from age 18 to 63 (i.e., 18-19, 20-21, ..., 62-63). We include
a full set of 2-year age fixed effects, time fixed effects and the same de-
mographic controls as in our main specifications. Panel A of Figure 2.14
plots the βτ coefficients from this specification. These results are slightly
different from what one might expect from Figure 2.4. The difference
arises because of the inclusion of the controls.

We can also estimate the life-cycle profile of the causal effect of mov-
ing by age by using an instrumental variables procedure where we esti-
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mate

Yit = α+
62∑

τ=18

βτMovedi × ageτ + X′iγ + δt + εit (2.11)

and instrument for the endogenous regressors Movedi × ageτ with
Destroyedi× ageτ . Panel B of Figure 2.14 plots the βτ coefficients from
this specification.

2.D Results for Household Heads versus Depen-
dents

Our baseline empirical results split the sample into those younger than
25 and 25 and older. Our theoretical model and the interpretation of
our results, however, discuss the difference between the choice faced by
children and their parents at the time of the eruption. In this section,
we present a set of empirical results that more closely matches the dis-
tinction between parents and children.

Rather than splitting the sample by age, we split it into a group
that we call “household heads” and another that we call “dependents.”
We classify people into the household heads group if they are: 1) mar-
ried, “cohabiting” (a legal construct for unmarried couples in Iceland),
divorced, or widowed; or 2) the oldest male or female in the household
and are older than 25 years old; or 3) between 18 and 25 years old, the
oldest male or female, and living with someone older than 25 but less
than 15 years older than they are. All others are classified as dependents.

Table 2.12 provides basic information about how this dependance-
based grouping compares to the age-based grouping we use in the main
body of the paper. The difference is that 217 individuals under the age
of 25 are in the household head group. This shows that our simple age
based grouping captures the distinction between independent adults and
dependents quite well.

Tables 2.13-2.16 present our main results for the household head ver-
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Table 2.12: Comparison of Groups

Younger than 25 25 and Older
Dependents 2,392 0 2,392
Household Heads 217 2,198 2,415

2,609 2,198 4,807
Note: The table reports the number of individuals by group according to two sample
splits: Younger than 25 versus 25 and Older, used in main text, and Dependents
versus Household Heads used in this appendix.

sus dependent grouping. The results are very similar to the results for
the age-based grouping in the main body of the paper. We find large
positive IV estimates of the effect on both income and education for the
dependents. We find zero effects for the household heads on earnings
and statistically insignificant positive effects on education. The OLS es-
timates are also very similar.

The results show directly that it is the dependents (mostly children)
that benefit from being induced to move by having their house destroyed,
while the parents (household heads) do not gain. The only difference
between our age-based grouping and parents versus dependents is that
we include childless adults in the household heads category. The reason
for this is that we do not think having children will affect the earnings
effect of moving for adults. It may affect the decision to move (the first
stage). But it should not affect the second stage. We therefore include
these childless adults in our head of household regressions.
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Table 2.14: Effect on Earnings – Dependents

Reduced Form Wald 2SLS OLS

(1) (2) (3) (4) (5) (6)
Moved 25,366 28,349** -2,134* -1,813*

(16,905) (14,425) (1,224) (1,099)
Destroyed 2,705* 3,314**

(1,540) (1,306)

Control group mean 34,073 34,073 34,073 34,073 — —
Controls No Yes No Yes No Yes
Age fixed effects No Yes No Yes No Yes
Year fixed effects No Yes No Yes No Yes
Observations 61,532 61,532 61,532 61,532 61,532 61,532

Notes: The dependent variable in all cases is labor earnings. Coefficient estimates are
reported in US dollars as of 2014 (125 ISK = 1 USD). The set of controls includes
gender, a dummy for having changed houses after 1960, and a dummy for being born
in the Westman Islands. Robust standard errors clustered by address are reported in
parentheses. *** p<0.01, ** p<0.05, * p<0.1

Table 2.15: Effect on Earnings – Household Heads

Reduced Form Wald 2SLS OLS

(1) (2) (3) (4) (5) (6)
Moved 76 835 -3,885*** -3,214***

(5,730) (5,769) (941) (906)
Destroyed 14 153

(1,066) (1,057)

Control group mean 27,930 27,930 27,930 27,930 — —
Controls No Yes No Yes No Yes
Age fixed effects No Yes No Yes No Yes
Year fixed effects No Yes No Yes No Yes
Observations 37,868 37,868 37,868 37,868 37,868 37,868

Notes: The dependent variable in all cases is labor earnings. Coefficient estimates are
reported in US dollars as of 2014 (125 ISK = 1 USD). The set of controls includes
gender, a dummy for having changed houses after 1960, and a dummy for being born
in the Westman Islands. Robust standard errors clustered by address are reported in
parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 2.16: Effect of Moving on Years of Schooling

Dependents Household Heads Descendants

IV OLS IV OLS IV OLS
(1) (2) (3) (4) (5) (6)

Moved 3.56* 0.14 1.16 0.11 5.69** -0.24**
(1.86) (0.17) (0.77) (0.15) (2.49) (0.11)

Control group mean 13.52 13.52 11.99 11.94 12.71 12.71
Controls Yes Yes Yes Yes Yes Yes
N 2,071 2,071 1,292 1,292 3,207 3,207

Notes: The dependent variable is years of schooling for the group listed at the
top of each column. Robust standard errors clustered by address are reported in
parentheses. *** p<0.01, ** p<0.05, * p<0.1
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2.E Spatial Correlation

The standard errors in our main analysis are clustered at the address
level. This allows for a correlation across individuals that lived at the
same address at the time of the eruption (in most cases members of the
same family). A reasonable concern with our results is that there might
be a more widespread spatial correlation. For confidentiality reasons, we
do not have information about the exact address of the individuals in
our sample. Since the Westman Islands is a small place, it is coded as a
single geographic unit in our tax data (which identifies location by postal
code). Unfortunately, this precludes us from studying spatial correlation
in our main outcome variables.

However, since we constructed the house price data we use ourselves
by digitizing administrative records, we have the exact address of each
house in our sample. Therefore, we can study spatial correlations in house
prices prior to the eruption. For this purpose, we have manually geocoded
the location of every house in our dataset. This process was somewhat
involved because many of the residential streets in question were subse-
quently covered by lava and no longer exist. We used a combination of
web-based map viewers from the National Land Survey of Iceland and
street maps of the Westman Islands pre-eruption to locate houses and
to construct a geocoded location for each house.

Using these data we have calculated two measures of spatial correla-
tion of house prices. First, we have calculated Geary’s C:

C =
N − 1

2W

∑
i

∑
j wij(xi − xj)2∑
i(xi − x̄)2

,

where xi denotes the price of house i, the weight wij is the inverse dis-
tance between house i and j, and W is the sum of all weights wij . If the
price of neighboring houses tends to be positively correlated, this will
lead to values of Geary’s C that are significantly lower than 1 (negative
spatial correlation will lead to values significantly higher than one). A
value of one indicates no spatial correlation. For our sample, the value of
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Geary’s C is estimated to be 0.974, which is very close to 1. We cannot
reject the null hypothesis of no spatial correlation (the P-value is 0.128).

The second measure of spatial correlation that we have calculated is
Moran’s I:

I =
N

W

∑
i

∑
j wij(xi − x̄)(xj − x̄)∑

i(xi − x̄)2
.

Moran’s I is analogous to an autocorrelation coefficient, but measures
correlations over space (in two dimensions) rather than over time. If ad-
jacent houses tend systematically to have more similar house prices than
houses that are further away from each other, this will tend to raise the
value of Moran’s I. Values of Moran’s I close to 1 suggest a strong posi-
tive spatial correlation, while values close to -1 suggest a strong negative
spatial correlation. Moran’s I is more sensitive to “global” spatial correla-
tion than Geary’s C, since the building blocks involve differences versus
the overall mean, as opposed to immediately surrounding houses.

Our estimate of Moran’s I is 0.02. This value indicates statistically
significantly spatial correlation. However, the economic magnitude of this
spatial correlation is extremely small. The test statistic implies that a
1% increase in a given house price is associated with a 0.02% increase in
the house prices of its neighbors.

To aid the interpretation of Moran’s I, Figure 2.12 plots a “Moran’s
I scatter plot.” This figure plots the price of each house (on the x-axis)
against its “spatial lag.” The spatial lag is a “synthetic neighbor,” de-
fined as the weighted average of the value of all other houses in the
town, weighted by the inverse of their geographic proximity. Hence, closer
houses are given higher weights than those that are further away. A pos-
itive relationship in Figure 2.12 indicates positive spatial correlation. It
is clear from the figure that any positive spatial correlation in our house
price data is very modest. Moreover, the figure above distinguishes be-
tween houses in the destroyed (orange) and non-destroyed (blue) regions.
There is no systematic difference in the house prices along this margin,
consistent with our balance tests.

Spatial correlation may imply that there are fewer “effective obser-
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Figure 2.12: Moran’s I scatter plot

vations” than actual observations in our dataset, which could be bias-
ing downward our standard errors. We can quantify this concern using
Moran’s I as an indicator of how spatially correlated the observations
are likely to be (with the caveat that these spatial correlations apply
to house prices, not income or education). To do this, we draw on the
literature studying the relationship between Moran’s I and the “effec-
tive number of observations.” Griffith and Zhang (1999) report Monte
Carlo calculations that relate Moran’s I to the spatial autocorrelation
coefficient in a first-order spatial autocorrelation model, and then relate
the spatial autocorrelation coefficient to an approximate effective sam-
ple size. A value of Moran’s I of 0.02 implies a spatial autocorrelation of
roughly the same numerical value, which implies only a tiny adjustment
to the effective sample size (see Figure 3 in their paper). For this rea-
son, we have not pursued further adjustments to our standard errors for
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spatial correlation. To the extent that spatial correlation of income and
education is of a similar order of magnitude to house prices, we expect
the required spatial adjustment of our standard errors to be very small.

2.F Uncertain Gains from Education (and Com-
parative Advantage)

Consider an extension of the model presented in section 2.9.1 where the
gains from education are uncertain and households have Epstein and Zin
(1989) preferences. Specifically, assume that the gains from education in
the non-fishing sector are stochastic and distributed

φ(i) ∼ N(φ̄(i)− σ2
φ/2, σ

2
φ)

and the utility function of the parents is

log(Cp(i)) + β log([E(Cc(i))1−γ ]1/(1−γ))

where γ measures risk aversion and the elasticity of intertemporal
substitution (substitution between own consumption and the
consumption of the children in this case) is one. We introduce the
shorthand notation Upk (q) to represent log(Cp(i)) for households of
quantile q that are working in sector k and, analogously, U ck(q) to
represent log([E(Cc(i))1−γ ]1/(1−γ)) for households of quantile q that are
working in sector k.

In this case, we have that

UpN (q) = wN +A(q) + α(q), (2.12a)

UpF (q) = wF +A(q), (2.12b)

U cN (q) = wN + ρaA(q)− γ

2
σ2
a + ρsα(q)− γ

2
σ2
s + φ̄(q)− γ

2
σ2
φ, (2.12c)

U cF (q) = wF + ρaA(q)− γ

2
σ2
a. (2.12d)

The right-hand sides of these expressions differ from those in equations
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(2.3a)-(2.3d) due to the variance terms γ
2σ

2
a,

γ
2σ

2
s , and γ

2σ
2
φ. Here σ2

a

and σ2
s are the variances of the intergenerational shocks to absolute and

comparative advantage, respectively, i.e., the variances of εa(i) and εs(i).
In our earlier model, the three variance terms did not appear because
of two simplifying assumptions: log-utility and non-stochastic education.
Analogous algebra to that in section 2.9.2 yields an equation for the
cutoff points for moving q∗′ and q∗ that can be written

UpN (q) + Ψ(m(i), q) = UF (q), (2.13)

where

Ψ(m(i), q) =
1

1 + β

[
β
(
φ̄(q)− γ

2
σ2
φ

)
−m(i)− (1 + β)f − β(1− ρs)α(q)− γ

2
σ2
s

]
.

(2.14)
Relative to the expression for Ψ(m(i), q) in our baseline model, there are
two additional terms −γ

2σ
2
s and −γ

2σ
2
φ. In this model, risk is a source of

“moving costs” in the sense that it makes people more reluctant to move
for a given expected return to moving.
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2.G Supplementary Figures
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Figure 2.13: IV Quantile Effects for Log(Earnings) – Cohorts 25 and
Older at the Time of Eruption
Note: The figure plots quantile treatment effects using the estimator proposed by
Abadie et al. (2002) for the 5th to the 99th percentile. The effects are estimated in 5
percentile increments up to the 95th percentile, and in 1 percentile increments for the
96th to 99th percentile. The green horizontal dashed-line plots the mean effect (2SLS)
for comparison.
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(a) Reduced Form by Age
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(b) Treatment Effect by Age

Figure 2.14: Earnings Effect over the Life Cycle – Cohorts Younger than
25 at the Time of Eruption
Note: Panel (a) plots the reduced form earnings effect by age. Panel (b) plots the causal
effect of moving by age. Robust standard errors are clustered at the house level. To aid vis-
ibility in panel (b), we only plot the 95% confidence intervals out to age 56. The confidence
intervals for the older age groups are even wider.
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Figure 2.15: IV Earnings Effect by Year – Cohorts Younger than 25 at
the Time of Eruption.
Note: The figure displays the evolution of the treatment effect over time. The dashed lines
plot the 95-percent confidence interval. Robust standard errors are clustered at the house
level.
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Figure 2.16: IV Earnings Quantile Effects – Cohorts 25 and Older at the
Time of Eruption
Note: The figure plots quantile treatment effects using the estimator proposed by Abadie
et al. (2002) for the 5th to the 99th percentile. The effects are estimated in 5 percentile
increments up to the 95th percentile, and in 1 percentile increments for the 96th to the 99th
percentile. The green horizontal dashed-line plots the mean effect (2SLS) for comparison.
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Figure 2.17: Results from Standardized Tests
Notes: Distribution of average grade by school for 2010-2014 on 10th grade standardized
tests in Mathematics, English and Icelandic. The national average score is 30. The red
vertical line represents the average test scores in the Westman Islands in the respective
distribution. Source: Directorate of Education, Iceland.
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2.H Supplementary Tables

Table 2.17: Effects on the Logarithm Earnings – Cohorts Younger than
25 at the Time of Eruption

Reduced Form IV OLS

(1) (2) (3) (4) (5) (6)
Moved 0.812* 0.866*** -0.060 -0.031

(0.484) (0.421) (0.046) (0.043)
Destroyed 0.094* 0.110**

(0.048) (0.044)

Controls No Yes No Yes No Yes
Observations 2,570 2,570 2,570 2,570 2,570 2,570

Notes: The dependent variable in all cases is the natural logarithm of life-time
labor earnings. The set of controls includes gender, a dummy for having changed
houses after 1960, and a dummy for being born in the Westman Islands. Robust
standard errors clustered by address are reported in parentheses. *** p<0.01,
** p<0.05, * p<0.1.
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Table 2.18: Effects of Moving on Earnings – Descendants

Reduced Form IV OLS

(1) (2) (3) (4) (5) (6)
Moved 29,070 27,672 -7,038*** -5,708***

(25,205) (23,119) (1,262) (1,156)
Destroyed 1,833 1,798

(1,355) (1,210)

Control group mean 31,681 31,681 31,681 31,681 — —
Controls No Yes No Yes No Yes
Age fixed effects No Yes No Yes No Yes
Year fixed effects No Yes No Yes No Yes
Observations 20,192 20,192 20,192 20,192 20,192 20,192

Notes: We control for gender. Robust standard errors clustered by individual are reported
in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

Table 2.19: Other Outcomes – Cohorts 25 and Older at the Time of
Eruption

IV OLS Control Mean
(1) (2) (3)

Pension Recipient 0.003 -0.020** 0.40
(0.049) (0.010)

Early Death -0.024* 0.000 0.008
(0.013) (0.002)

Married 0.109 0.009 0.700
(0.103) (0.021)

Number of Children 0.131 -0.167** 1.08
(0.301) (0.059)

Earnings > 0 0.011 -0.022** 0.622
(0.050) (0.011)

Notes: Each coefficient estimate corresponds to a regression of the dependent variable
indicated in the top panel onMoved. Controls include gender, cohort, a dummy for having
changed houses after 1960, a dummy for being born in the Westman Islands, year dummies,
and age dummies. Pension Recipient is a dummy for receiving pension income in a given
year. Early Death is a dummy for dying before the age of 50. The regression with Early
Death as the dependent variable is estimated only for those born before 1965, since this
group has reached the age of 50 by the end of our sample period. Married is an indicator
of being registered as married in the National Registry. Number of Children is the number
of children born after the eruption, i.e., in 1973 or later. Robust standard errors clustered
by address are reported in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.20: Effect of Pension on Earnings Estimates – Cohorts Younger
than 25 at the Time of Eruption

Reduced Form Wald 2SLS OLS

(1) (2) (3) (4) (5) (6)
Moved 22,535 24,298** -2,528** -1,879*

(14,645) (12,256) (1,131) (1,015)
Destroyed 2,561* 2,997**

(1,445) (1,227)

Control group mean 34,297 34,297 34,297 34,297 — —
Controls No Yes No Yes No Yes
Age fixed effects No Yes No Yes No Yes
Year fixed effects No Yes No Yes No Yes
Observations 62,172 62,172 62,172 62,172 62,172 62,172

Notes: The dependent variable in all cases is labor earnings, which is set to missing in all
years when individuals receive pension payments. Coefficient estimates are reported in US
dollars as of 2014 (125 ISK = 1 USD). The set of controls includes gender, a dummy for
having changed houses after 1960, and a dummy for being born in the Westman Islands.
Robust standard errors clustered by address are reported in parentheses. *** p<0.01, **
p<0.05, * p<0.1.

Table 2.21: Payroll Taxes by Industry

Westman Islands Capital Region Other Regions
Fishing and Agriculture 23.2% 1.2% 13.7%
Fish and Food Processing 46.5% 3.4% 15.6%
Construction 2.5% 4.2% 8.5%
Manufacturing 3.7% 6.2% 10.8%
Trade and Transport 5.4% 18.3% 10.7%
Hospitality and Recreation 1.7% 3.6% 5.0%
Information Services 0.3% 6.6% 0.7%
Professional Services 1.0% 8.9% 0.4%
Finance 2.0% 10.7% 2.3%
Government 12.8% 34.4% 26.5%
Other 0.9% 2.4% 4.4%

Notes: Average share of payroll taxes by industry, 2008-2014.
Source: Directorate of Internal Revenue, Iceland.





Chapter 3

Time-Dependent or State-Dependent

Wage-Setting? Evidence from Periods of

Macroeconomic Instability∗

3.1 Introduction

How rigid are nominal wages, and what factors determine the timing of
wage adjustments? In the Keynesian paradigm, nominal wage rigidity is
central to the explanation of variations in output and employment. An
extensive literature uses models for the analysis of monetary policy and
business cycles that rest on the assumption that wages and prices are
sticky. Still, detailed evidence on wage rigidity has been very scarce.

In this paper, we use a unique administrative dataset on monthly
wages to provide new insights into nominal wage adjustment. The main

∗This chapter is co-authored with Rannveig Sigurdardottir, Central Bank of Ice-
land, and was published in the Journal of Monetary Economics (Volume 78, April
2016, pp. 50-66). We would like to thank Emi Nakamura and Jón Steinsson for in-
valuable advice and encouragement. For their helpful comments and suggestions, we
thank Ásgeir Daníelsson, Bjarni G. Einarsson, Niels-Jakob Harbo Hansen, Matilda
Kilström, Kurt Mitman, Andreas Mueller, Thórarinn G. Pétursson, Gylfi Zoega, sem-
inar participants at the Central Bank of Iceland, University of Iceland, and the 6th
Nordic Summer Symposium in Macroeconomics, as well as our editors and an anony-
mous referee. We are grateful to Margrét K. Indridadóttir at Statistics Iceland for
informative and helpful discussions about the data. I thank Central Bank of Iceland
for financial support and hospitality during various stages of this work.
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focus is on the frequency of nominal wage changes as a measure of wage
stickiness and the factors influencing the timing of wage adjustments.1

The dataset used has numerous advantages for studying wage-setting
and wage rigidity, allowing us to present more accurate results than what
has been done in previous studies. Four main advantages are emphasized.
First, the data are at a monthly frequency, as are the majority of actual
wage payments; hence, most wage changes that occur can be measured.
Estimating the frequency of wage changes using lower-frequency data,
as is done in most of the literature, could lead to biased results, as some
changes are unobserved in the data. Second, wage changes are measured
at the employer-employee level. Thus, the data allow for measuring ac-
tual wage changes for the same employee working at the same job for the
same firm. Third, the data are collected directly from firms’ payroll soft-
ware rather than through interviews or postal surveys. This should limit
measurement errors such as rounding or misreporting. Furthermore, they
include detailed and accurate information on both wages and working
hours, segregated into daytime and overtime hours. Fourth, the dataset
covers a long and continuous period characterized by substantial macroe-
conomic instability. A significant variability in macroeconomic variables,
both in inflation and unemployment, allows us to test empirically for the
time-dependency and state-dependency of wage adjustments.

This paper presents a series of indicators of the degree of nominal
wage rigidity. Wages are rigid at the microeconomic level: The mean
monthly frequency of change in the base wage, our preferred measure of
nominal wage rigidity, is measured at 12.9 percent. When changes due to
union wage settlements are excluded, the frequency drops to 6.5 percent.
There is a substantial seasonal component in wage changes, indicating
synchronization in the timing of adjustments. In January, the frequency
of wage increases is more than 50 percent, while other changes are stag-

1Much of the previous research on wage rigidity using microdata has focused on
the assessment of downward nominal wage rigidity. See, for example, McLaughlin
(1994), Card and Hyslop (1997), Kahn (1997), Smith (2000), Nickell and Quintini
(2003), Dickens et al. (2007), and Elsby (2009).
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gered throughout the year. Moreover, there is ample heterogeneity in the
distribution of wage spell duration, with most spells lasting less than a
year but a distinct mass of spells lasting exactly 12 months.

Whether the timing of individual wage changes is exogenous or in-
fluenced by changes in the state of the economy has differing implica-
tions for the degree of monetary non-neutrality. If wage-setting is state-
dependent, the output response to a monetary shock will be attenuated
by a more pronounced response in wages ‘selected’ for adjustment. In
comparison, a time-dependent wage-setting implies a larger and longer
effect of monetary policy on employment and output. As a result, it is
important to distinguish empirically between these determinants of the
timing of wage adjustments. To this end, we first estimated a hazard
model of wage change. The hazard function is mostly flat throughout
the first year, but with a large spike at 12 months, consistent with time-
dependent adjustment. Then, an empirical model of wage adjustment
was estimated, incorporating elements of both the time-dependency and
state-dependency of wage changes. The results provide strong evidence of
state-dependent behavior, contradicting previous empirical studies. The
timing of wage increases depends on cumulative inflation and unemploy-
ment over the current wage spell and also on the state when wages were
adjusted in the past. In addition, large macroeconomic shocks are fol-
lowed by an increased frequency of nominal wage cuts, contradictory to
the notion of downward nominal wage rigidity. In contrast to findings in
earlier studies, the results therefore highlight how the frequency of wage
change, in addition to its magnitude, is endogenously determined in the
economy.

This paper contributes to a recent but growing literature on the
micro-level evidence of nominal wage rigidity. The study is most closely
related to recent papers by Lünnemann and Wintr (2009), Le Bihan et al.
(2012) and Barattieri et al. (2014). However, unlike ours, these papers
have used data of lower frequency and/or datasets that are subject to
various types of measurement errors, either in wages or in working hours,
and cover periods of low macroeconomic variability. As we will discuss in
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greater detail, these issues affect both the accuracy of their results and
their ability to identify empirically the underlying mechanisms of wage
adjustment.

The remainder of the paper is organized as follows. Section 3.2
presents an overview of wage-setting and labor market institutions
in Iceland. Section 3.3 describes the data. In Section 3.4 we present
evidence of the frequency of wage changes, the distribution of wage spell
duration, the size of wage changes, synchronization, and heterogeneity
in wage adjustment. Section 3.5 provides econometric evidence on
nominal wage adjustment. In Section 3.6 the results are compared to
those in previous studies, and Section 3.7 concludes the paper.

3.2 Wage-setting in the Icelandic labor market

There are clear differences between the US and European labor markets,
and within labor markets in Europe, as regards the institutions that
affect wage formation. To interpret our results more effectively and put
our findings into perspective, we present a short overview of the main
characteristics of wage-setting in Iceland.

Iceland has a high degree of collectivization of wage bargaining, with
a union density among the highest among OECD countries. Furthermore,
the bargaining coverage is around 85 percent, a rate similar to that in
the Nordic countries, Austria, France, Italy, and the Netherlands, but
much higher than in the UK and the US (Du Caju et al., 2008). Ice-
landic private sector unions are organized on either a sectoral or an
occupational basis and are affiliated with the Icelandic Confederation
of Labour (ASI). Employers are highly organized as well. Centralized
wage bargaining tends to produce nationwide settlements that provide
for minimum wage increases and can then be followed by more decen-
tralized and less dominant negotiations at lower levels. The structure of
the union wage bargains is usually the same: wage increases take effect
upon signing and then on January 1 each year.

During our sample period, the duration of union contracts was 3-
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4 years. As a rule, contracts contain some kind of trigger clauses ac-
cording to which settlements can be revoked if the premises on which
they are based – usually some type of CPI threshold – fail to hold. If
the assumptions do not hold, which has been the case more often than
not, the contracting parties can either review the wage package within
the settlement or revoke the settlement en bloc. Reviews generally re-
sult in wage increases that are nonetheless far smaller than those that
would have been necessary to maintain the purchasing power originally
intended when the agreements were signed.2 Employees are commonly
paid wages above the rates specified in the union contracts; therefore,
contracts function as floors for the wage level and wage growth. Above
these wage levels are various margins for downward and upward wage
adjustments, including allowances and bonuses, at the discretion of the
firm. Wage-setting in Iceland therefore shares some institutional features
with both the unionized European labor market and the decentralized
labor markets in the US and the UK.

3.3 The data

This paper uses unpublished confidential administrative microdata for
the Icelandic labor market. The dataset is constructed from data col-
lected by Statistics Iceland through the Icelandic Survey on Wages,
Earnings and Labour Costs (ISWEL), covering firms representing about
80 percent of the Icelandic private sector. Every month, firms in ISWEL
submit, directly from their payroll software, standardized and detailed
information on wages, labor costs, working hours, and background fac-
tors on both the firm and its workers.

Our dataset contains monthly data for the period from January 1998
to December 2010, except for workers in financial services which are avail-
able from January 2004. In a given firm, data are sampled for all workers

2Table 3.13 in the appendix compares average yearly changes in the wage index,
calculated by Statistics Iceland, and predetermined yearly wage increases resulting
from union negotiations, which are lower than the growth in the wage index in all
periods, indicating an ample flexibility for wage adjustment at the discretion of firms.
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aged 16 to 74, excluding firm owners and apprentices. For each worker,
we have information on date of birth, gender, educational attainment,
tenure with current employer, length of labor market experience, etc. The
dataset contains 85,534 individual workers, 39,173 of whom are women,
and the average age is 39 years. In all, our dataset contains roughly
2.6 million observations over the sample period of 13 years. Firms are
categorized into five different industries and workers into seven different
occupations.

Wages and hours are reported at a monthly frequency. Hours are
separated into two categories: daytime and overtime hours. The distinc-
tion between daytime and overtime hours is standardized and therefore
comparable across firms. Our data include detailed information on wages
and other payments, such as bonus payments, shift differential, sickness
pay, overtime pay, piecework, irregular bonuses, lump-sum payments,
and other irregular payments. Two measures of hourly wages are used
in the paper: base wages and regular wages. Base wages are wages for
daytime work divided by the number of daytime hours. Regular wages
include, in addition to base wages, all regular monthly payments – includ-
ing bonuses and allowances – divided by daytime hours. Our preferred
measure is the base wage, which we believe to be the most relevant for
macroeconomic interpretation, as it accounts for 73% of the total average
monthly payments and is compatible with the definition of wages used in
previous studies. For a comparison with the base wage, statistics are also
reported for the regular wage, which includes both performance-related
payments and other irregular payments.

As is emphasized in the introduction, our dataset is unique and has
numerous advantages. In comparison with the most related studies, we
argue that because our high-frequency administrative dataset has more
detailed information and is less prone to measurement errors, it allows us
to obtain more accurate results. Two amendments are made to the data,
however. First, outliers are excluded in our analysis. An observed wage
increase or wage decrease is classified as an outlier if it falls in the bottom
2 or the top 2 percent of the size distribution. Second, for some subsets
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of workers, there are changes in the base wage that take the form of a
V-shape or an inverted V-shape; i.e., wage increases that are reversed
by wage decreases in the subsequent month, or vice versa. A simple
algorithm is used to exclude these trajectories from the analysis, as such
variations are probably caused by misreporting of either working hours
or wages and are therefore corrected the following month. One could
argue that such temporary wage changes might arise from a response to
a temporary increase in labor demand and should therefore be included
in the measured frequency of change. However, we argue that in order
to respond to temporary changes in demand, firms would use margins
not captured in the base wage, some of which are included in the regular
wage. Appendix 3.A provides a further description of the dataset, as well
as a detailed description of the correction procedures and their effect on
our results.

3.4 Wage adjustment and duration of wage
spells

Workers and jobs are matched in relationships. Jobs are characterized by
both the firm employing the worker and the worker’s occupation at the
firm. The hourly base wage paid to employee i working in job j in month
t is denoted as wij,t. Employer-employee relationships are assumed to
be created in month t, when wage payments wij,t are first observed, and
destroyed in month t+n, when the last wage payment is observed. When
a worker is no longer observed in a job because he or she leaves the firm or
occupation or exits the labor market, the relationship ends. Therefore,
for each relationship ij there is an n-long wage trajectory. Each wage
trajectory can be divided into wage spells, where a wage spell is defined
as a continuous period without a wage change.

For all relationships, ij, that have lasted for two consecutive months,
monthly indicators, Iij,t, are created, indicating whether wages have in-
creased, decreased, or remained unchanged in month t. More precisely,
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an indicator for a wage increase is defined as:

I+
ij,t =

1 if wij,t > wij,t−1

0 otherwise
(3.1)

the indicator for a wage decrease is defined as:

I−ij,t =

1 if wij,t < wij,t−1

0 otherwise
(3.2)

and, finally, the indicator for unadjusted wages as:

I=
ij,t =

1 if wij,t = wij,t−1

0 otherwise
(3.3)

Our preferred measure of the degree of wage rigidity is the frequency
of wage changes. In our notation, the mean monthly frequency of wage
change, in month t, is defined as:

ft =

∑
ij(I

+
ij,t + I−ij,t)∑

ij(I
+
ij,t + I−ij,t + I=

ij,t)
(3.4)

Analogously, the mean frequency of wage increases and decreases can
be constructed using each of the two components in the numerator. An-
other important measure of wage adjustment is the size of wage changes.
We use the indicators to define formulas for the size of wage increases
and decreases as:

∆w+
t =

∑
ij(I

+
ij,t ∗ (

wij,t−wij,t−1

wij,t−1
))∑

ij I
+
ij,t

, ∆w−t =

∑
ij(I

−
ij,t ∗ (

wij,t−wij,t−1

wij,t−1
))∑

ij I
−
ij,t

(3.5)
where ∆w+

t and ∆w−t are the average percentage wage increases and
decreases, respectively, in a given month.
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3.4.1 The frequency and size of wage changes

Our principal measures of the degree of nominal wage rigidity are the
frequency of wage adjustments and the implied duration of wage spells.
These measures follow the practice in earlier studies of wage and price
stickiness but are also directly related to the key parameters in models
of wage rigidity widely used in New Keynesian macroeconomic models.

Table 3.1 shows estimates of the frequency of wage changes, wage
increases and decreases. We find that wages are changed infrequently.
The mean monthly frequency of a change in the base wage is 12.9 per-
cent. Wage increases constitute the majority of wage adjustments – on
average, 12.1 percent of wages are increased every month – but we also
find evidence of nominal wage cuts with an average frequency of 0.8 per-
cent. The amendments of the dataset described in Section 3.3 affect the
estimated frequency of both wage increases and wage decreases. In the
raw dataset, the estimated monthly frequency of wage adjustments is
18.2 percent, which breaks down into a 15.5 percent monthly frequency
of wage increases and a 2.7 percent frequency of wage decreases.

As described in Section 3.2, the Icelandic labor market is highly
unionized and wage bargaining is centralized. However, there is a flex-
ibility for wage adjustment at the individual firm level. We distinguish
between wage changes that arise from union settlements, on the one
hand, and sector- and firm-level bargaining, on the other, to report es-
timates of the frequency and size of wage changes excluding all union
settlement changes. This is an ad hoc method where all dates during our
sample period when there have been wage changes negotiated by unions
have been historically identified. Because union bargaining takes place at
the national level, the dates when a very large share of workers receive a
wage change negotiated by the unions can be identified. Removing union
settlement changes provides a rough estimate of wage adjustments that
are at the discretion of firms. Excluding wage changes due to union set-
tlements reduces the estimated monthly frequency of wage changes by
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half, to 6.5 percent.3 Assuming a constant hazard of change, the measure
of the mean frequency of change can be inverted to give a measure of the
average duration of wage spells.4 Corresponding to the mean frequency
of wage changes, the implied duration of a wage spell is 7.3 months. If
union settlements are excluded, the implied duration of spells increases
to 15 months.

Table 3.1 also presents estimates of the frequency and size of adjust-
ments in the regular wage, a broader definition of wages, for the purpose
of comparison with our base wage estimates. The regular wage includes
payments for daytime work, as does the base wage, but also all other
regular monthly payments related to daytime work, such as allowances
and bonuses, but it excludes overtime pay. The regular wage is much less
sticky than the base wage. The mean monthly frequency of a change in
regular wages is roughly 40 percent, which implies a wage spell duration
of only two months. The high frequency of change is to a large extent ex-
plained by the much more frequent wage decreases than are found for the
base wage measure, as 36 percent of the adjustments in the regular wage
are decreases. Furthermore, a significant amount of changes in regular
wages are temporary, meaning that they are reversed in a subsequent
month. According to this result, there exists a wage margin at which
there is substantial flexibility, channeling temporary wage adjustments.

Our finding of an infrequent wage adjustment is expected because
the adjustment process is costly; both the bargaining process and the ad-
justment of wage payments require time and resources. However, because
wage adjustment is costly, one would expect adjustments to be both in-
frequent and large when they do occur, even though the adjustment to
shocks is sluggish. Table 3.1 reports the mean size of wage increases and
the mean absolute size of wage decreases. The mean size of increases in

3However, this method could underestimate the frequency of change at the dis-
cretion of the firm, as some of the changes excluded might not be due to union
settlements but to firm-level or sectoral agreements.

4If a constant probability λ of wage changes is assumed, the frequency of wage
changes is f = 1 − e−λ. This implies that the mean duration of a wage spell is
d = −1

ln(1−f) = 1
λ
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base wages is 5.8 percent and the mean absolute size of wage decreases
is 6.4 percent. The average size of changes in regular wages is similar to
that for base wages.

3.4.2 Duration of wage spells

What is the distribution of the duration of wage spells? Previously, we
have computed the duration of spells from the frequency of change under
the assumption of constant probability of change. However, an alterna-
tive and more informative strategy is to directly explore the distribution
of wage spell durations. Figure 3.1 plots the distribution of the duration
of wage spells. As the figure demonstrates, there is a substantial het-
erogeneity in the duration of spells. Many of the spells are short, and
90 percent of them last one year or less. The mean wage spell duration
is 6.4 months, one month less than the duration implied by the mean
monthly frequency, and the median duration is 5 months. There is also
a significant fraction of longer-lasting wage spells, some of them lasting
more than 3 years. A distinct pattern is that a substantial share of the
spells, almost 10 percent, last exactly one year.

The distribution of wage spell duration indicates that there is a sub-
stantial heterogeneity in the frequency of wage change. The literature on
the heterogeneity of price rigidity, notably Carvalho (2006) and Naka-
mura and Steinsson (2010), has found that introducing heterogeneity in
the frequency of price change into a model of price stickiness substan-
tially increases the degree of monetary non-neutrality. In a model with
heterogeneity in the frequency of price change, monetary shocks generate
larger and more persistent real effects than a model in which all firms
change prices with the same frequency. Similarly, Dixon and Kara (2011)
study a model with wage contracts of various lengths, finding that even
a small proportion of long contracts can significantly increase the output
persistence following a monetary shock. Heterogeneity in the frequency
of price and wage changes can generate an increase in output persistence
because of a strategic complementarity in price- and wage-setting. In the
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case of wages, because longer wage contracts adjust slowly to monetary
shocks, shorter contracts will also adjust slowly, as the desired wage de-
pends on the price level, which in turn depends on the wages of those
with longer contracts. The spillover from longer to shorter contracts is
therefore through the slow and more persistent effect of long contracts on
the price level. In light of these results, our findings of heterogeneity in
the duration of wage spells and a share of long-lasting spells may provide
an empirical explanation for output persistence.

3.4.3 Downward nominal wage rigidity

Until recently, most of the literature studying nominal wage rigidity in
microdata has focused on downward adjustment as a measure of rigidity.
However, there is limited agreement in the literature concerning the de-
gree to which nominal wages are downwardly rigid. Recently, researchers
have used microdata to study distributions of wage changes to provide
an empirical answer to this question (see, e.g., Dickens et al. (2007)
and Holden and Wulfsberg (2008) for tests of downward nominal wage
rigidity). In light of these studies, we investigate the properties of the
distribution of wage changes in our data. Figure 3.2 reports the distri-
bution of wage changes. The size of the wage change is measured only
for wages that adjust between months, hence there are no zero changes
in the distribution; however, a zero line is included as a reference point.
First, we note that nominal wage cuts exist but account for only 5 per-
cent of the changes. Second, we see that the figure displays a substantial
variation in the size of adjustment.

If wages are downwardly rigid, what properties should characterize
the distribution of wage changes? The literature on downward nominal
wage rigidity has identified a few properties: the distribution would be
highly asymmetric, with no (or at least very low) density below zero
and a large zero spike.5 Figure 3.3 plots the yearly distributions for 9

5As is emphasized by Elsby (2009), under downward nominal wage rigidity, wage
increases will also become more compressed because, when making decisions on wage
increases, firms must compensate for the cost of not being able to cut wages if needed
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years, representing different labor market conditions, and includes both
estimated kernel density and a fitted normal distribution for comparison.
First, we see that there is a substantial variation in the size of changes,
even in years of high unemployment. Second, wage changes do not display
a symmetric distribution and have much more clustering around the
median as compared to the fitted normal distribution. Symmetry in the
distributions was tested with a Jarque-Bera test of normality for each
year, where the hypothesis of normality was rejected at the 1% level in all
cases. Third, although they are not displayed in Figure 3.3, a considerable
share of wages are unchanged over longer periods, a feature that would
translate into a zero spike.

The fact that nominal wage cuts are, on average, infrequent does not
necessarily provide evidence for the notion of downward nominal wage
rigidity, but instead indicates that shocks of a sufficient magnitude to
trigger wage cuts are rare. In the autumn of 2008, the Icelandic econ-
omy was hit hard by a financial crisis, with GDP contracting by almost
11 percent in the recession that followed and unemployment rising by
more than 8 percentage points, peaking at 9.2 percent. Since the Great
Recession falls within our sample period, we are able to study whether
the frequency of nominal wage cuts is influenced by such large macroe-
conomic shocks.6 Figure 3.12 in the appendix plots the monthly distri-
butions of wage changes during the financial crisis and at the beginning
of the recession. In November, there is a substantial mass below zero and
a distinctive spike at -10%. A similar but smaller spike is also evident in
the distribution for December. As we document in the appendix, a sub-
stantial slowdown in the wage growth at the end of 2008 is evident for
all occupations and in all sectors, and large wage decreases are observed
in the construction, transport, and financial sectors. Moreover, with in-
flation measuring above 17% in November 2008, workers receiving a 10%
cut to their nominal wage were faced with an enormous drop in their real

in the future.
6In Section 3.5, we study more closely how macroeconomic conditions affect the

probability of wage changes.
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wage. These observations suggest that nominal wage cuts appear to have
been one channel of adjustment in the Icelandic labor market during the
Great Recession, contradicting the general notion of a strict downward
nominal rigidity.

3.4.4 Staggering and synchronization

The timing of wage adjustments is an important determinant of how
aggregate shocks affect the real economy. More precisely, the degree of
synchronization, which indicates how large a fraction of wages is adjusted
at the same time, and the degree of staggering, which refers to how
wage adjustments are distributed over time, play an important role in
determining the effectiveness of monetary policy. Seasonality in wage
changes is one form of synchronization.

Figure 3.4 plots the frequency of wage change by month, separated
into increases and decreases, for the average year in our sample. While a
substantial share of wage increases are distributed over the course of the
year, a clear seasonal pattern is revealed: on average, 50 percent of wages
increase in January. In other months of the year, the frequency of increase
ranges from 7 percent to 16 percent.7 The frequency of wage decreases
is low in all months and does not display any clear seasonal pattern.
The January peak corresponds to the implementation of wage increases
negotiated by unions, as those changes generally take place in January.
When union settlement changes are excluded, the mean monthly fre-
quency of wage changes is largely flat over the year (see Figure 3.14 in
the appendix). The timing of wage increases is therefore characterized
by a combination of synchronization at the beginning the year and sub-
stantial staggering over the course of the year, with a positive frequency
in every month.

Olivei and Tenreyro (2007) show that if wage contracts are not uni-
formly staggered, monetary policy affects the real economy differently at

7A graph of changes in regular wages by month, available in Figure 3.13 in the
appendix, shows that the seasonal pattern for regular wages is similar to that for base
wages.
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different points in time. Hence, a monetary policy shock generates more
marked responses in economic activity at times when wages are more
rigid. However, what is critical for the effectiveness of monetary policy is
not the time at which wage changes are implemented but when they are
decided (Olivei and Tenreyro, 2010). Therefore, if seasonal wage changes
are predetermined, as in the case of the changes due to union settlements
in Iceland, an observed seasonality in wage adjustment will not directly
affect the size of the real effects of a monetary policy shock.

3.4.5 Heterogeneity across firms and workers

In macroeconomic models with nominal wage rigidity, wage contracts are
staggered, but firms and workers are generally assumed to be homoge-
neous and contracts identical. As we have shown, wage contracts are not
homogeneous in duration, nor are changes uniformly staggered. To shed
further light on the validity of these assumptions, we briefly explore the
heterogeneity in wage-setting. In the appendix, we study the frequency
and the size of wage changes by industry and occupation. The average
frequency does not vary much across industries, apart from the finan-
cial services sector, where changes are larger but less frequent. There are
greater differences across occupations, where the wage adjustment is less
frequent for managers and specialists as compared to, e.g., blue-collar
workers.

As another form of heterogeneity, wage-setting may differ according
to firm size, as larger firms may be more able to apply firm-level wage
contracts rather than contracts like those negotiated by unions. The
cost of changing wages may also be relatively higher in small firms, as
the action of changing wages may involve some fixed cost. Table 3.2
reports the frequency and size of wage adjustment for four different firm
size categories. Smaller firms are found to adjust wages less frequently
than large firms; the frequency of change in firms with fewer than 20
employees is 11 percent, as opposed to about 13 percent for firms with
150 employees.
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3.5 Time-dependent and state-dependent wage-
setting

Is the timing of wage changes exogenous, or is it an outcome of an op-
timizing behavior of firms and workers, influenced by the state of the
economy? In the standard models of time-dependent wage-setting, the
duration of wage contracts is exogenous and adjustments are made every
nth period (Taylor, 1980) or randomly (Calvo, 1983). In contrast, under
state-dependent wage-setting, nominal rigidities arise because of fixed
"‘menu costs"’ associated with changing wages; e.g., the cost of com-
mencing wage negotiations.8 According to the menu cost model, changes
in the state of the economy drive wages away from their optimum level,
eventually triggering an adjustment.9 This implies that wages are not
adjusted at random; rather, wages that are "‘selected" for adjustment
are those furthest from their optimum level.

An alternative explanation for nominal wage rigidity is the existence
of an informational friction. In the inattentiveness model pioneered by
Caballero (1989) and Reis (2006), there is no physical adjustment cost,
but agents are unable to costlessly acquire, absorb, and process the infor-
mation they need in order to decide whether to adjust. This friction leads
agents to optimally choose to be inattentive and to update their informa-
tion sets and perform adjustments sporadically at predetermined dates.
The inattentiveness model therefore gives rise to an adjustment that is
recursively time-contingent. That is, the timing of the wage adjustment
does not depend on the evolution of the state of the economy since the
last adjustment, as in the menu cost model, but rather on the state at the
last adjustment. In comparison to the model in Taylor (1980), for exam-

8For an early development of models with menu costs, see, e.g., Barro (1972) and
Sheshinski and Weiss (1977). For a further development of the model and studies
of the implications of monetary policy in this class of models, see, e.g, Caplin and
Spulber (1987), Dotsey et al. (1999) and Golosov and Lucas (2007)

9We are not aware of a micro-founded model of state-dependent wage-setting like
that for price-setting. However, we draw inferences from menu cost models of price-
setting about how wage-setting under state-dependency will differ from wage-setting
under time-dependency.
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ple, the inattentiveness model therefore provides a micro-foundation for
time-dependent wage contracts where, instead of being exogenous and
fixed, the intervals between adjustments depend on the state when wages
were set in the past.10 Woodford (2009) develops a model where infor-
mation about both state and duration since the last adjustment is costly,
but partial information about the current conditions is available without
any cost. In the model with costly memory, optimal adjustment follows
a state-dependent rule where agents use the costless information about
the current state to make decisions on whether to incur the information
cost and adjust.

Understanding to what extent wage adjustment is time-dependent,
either exogenously or endogenously, or state-dependent is of great im-
portance due to the different implications that these mechanisms have
for monetary non-neutrality. If wage-setting is state-dependent, the real
effect of monetary policy is attenuated by a more pronounced response
in wages selected for adjustment. Hence, under time-dependent wage-
setting, monetary policy shocks will have a longer-lasting effect on output
and employment relative to state-dependent adjustment. Our methodol-
ogy to distinguish empirically among factors driving the probability of
wage adjustment is twofold. First, following the literature, we estimate a
hazard model for wages and analyze the hazard function that describes
the conditional probability of a wage change at each point of duration.
Second, we estimate an empirical model of wage adjustment that incor-
porates the different features of models with a time- and state-dependent
wage-setting. In order to be able to identify whether the wage adjust-
ment is state-dependent, we need a sample period featuring a sufficient
variation in macroeconomic variables. Our data offer a rare opportu-
nity to evaluate the empirical importance of both state-dependent and
time-dependent elements of wage-setting, as our sample covers a long pe-

10In contrast to Caballero (1989) and Reis (2006), Bonomo and Carvalho (2004)
present a model where there is both an information-gathering cost and an adjustment
cost, which are borne together. This results in a time-dependent rule with fixed wages
between adjustment dates rather than a preset path, which results from only having
an information cost.
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riod featuring substantial macroeconomic variability. Figure 3.5 displays
monthly inflation, measured as the twelve-month change in the CPI, and
the monthly unemployment rate. During the sample period, unemploy-
ment fluctuates widely and inflation is volatile. In addition, the period
covers the Great Recession, when inflation spiked following a currency
depreciation of more than 50 percent and unemployment rose from below
1 percent to 9.2 percent.

3.5.1 The hazard of wage change

The hazard function of wage change differs in shape, depending on
whether the duration of wage spells is a function of time or the state
of the economy. Time-dependent wage contracts with a fixed duration,
such as in the Taylor model or, under some conditions, the inattentive-
ness model, give rise to a hazard function with spikes at the duration of
contracts. Thus, if the labor market is characterized by one-year wage
contracts, the hazard function will display a spike at twelve months, but
the hazard will otherwise be zero. If wage spells have random duration,
as in the Calvo model, the hazard function is flat. State-dependent wage-
setting can give rise to various shapes of the hazard function, but if, for
example, wages are more likely to change the longer they have remained
unchanged, the hazard function will be upward-sloping.

When we explored the distribution of wage spell duration in Section
3.4.2, we found substantial heterogeneity in the length of spells, with
a large share of spells lasting less than one year and the longest spells
more than three years. However, the presence of a number of right- or
left-censored wage spells affects these results. New wage spells begin
either at the start of a new relationship or immediately after a wage
change. Because of censoring, we do not have any exact information on
the length of all wage spells. In order to account for right-censoring, we
estimate a hazard function.

In discrete time, where T is a random variable denoting the duration
of a generic wage spell, the hazard function λ(t) is explicitly defined as:



TIME-DEPENDENCE AND STATE-DEPENDENCE 281

λ(t) = Pr[T = t|T ≥ t] =
f(t)

S(t− 1)
(3.6)

where f(·) is the probability density function and S(·) is the survival
function, describing the lifetime of wage spells. The hazard function
therefore describes the probability of a wage change in period t, con-
ditional upon the survival of a wage spell until the beginning of period
t.11

We estimate a discrete time hazard model for wage changes, where
failure is defined as an observed wage change. We control for age, gender,
education, tenure, labor market experience, and whether the worker is a
foreign citizen. Standard errors are clustered at the firm level to account
for interdependency in the probability of wage adjustment within firms.
Wage spells longer than 24 months are truncated, and left-censored spells
are dropped. Figure 3.6 plots the hazard function based on the estimated
hazard model.

The hazard function for wage changes is mostly flat during the first
year, with the monthly hazard ranging from 10 to 15 percent. At twelve
months, there is a large spike: given that wages have not been changed
during the year, the probability of change is more than 40 percent. After
the first year, the hazard function has smaller spikes, but the survival
probability of a generic wage spell has dropped to 12 percent. A signif-
icant twelve-month spike is consistent with time-dependent contracts of
fixed one-year duration, but a substantial variation in the hazard rate
contradicts the prediction of the Calvo model. However, the fact that
the hazard rate is positive and large throughout the first year indicates
that a large share of contracts are different in nature than fixed-duration
Taylor-type wage contracts.

Estimates of hazard functions using pooled data with heterogeneous
subgroups will yield a downward bias in the estimated slope (Kiefer,
1988). Following Nakamura and Steinsson (2008), who estimate hazard

11For a further description of the discrete-time hazard model, see, for example,
Kalbfleisch and Prentice (2002).
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functions for price change, we estimate separate hazard functions for all
industries and occupations. The results are presented in the appendix. As
in Section 3.4.5, we find limited evidence of heterogeneity. In all cases,
the estimated hazard functions are relatively flat throughout the first
year and display a significant twelve-month spike.

3.5.2 Empirical model of wage changes

In order to study the underlying process of wage adjustment, we estimate
an empirical model of wage changes that incorporates both indicator
variables for time and elapsed duration, suggested by models of time-
dependent wage-setting, and variables capturing variations in the state
of the economy over the wage spell.

We model the decision whether or not to adjust wages as the following
selection process:

yij,t =

1 if y∗ij,t > 0

0 if y∗ij,t ≤ 0
(3.7)

where the latent variable y∗ij,t, triggering a wage change at time t for
worker i employed by firm j, is described as follows:

y∗ij,t = zij,tγ + ηij,t, ηij,t ∼ N(0, 1) (3.8)

The set of covariates is collected in a row vector denoted by zij,t
which includes factors aimed at capturing both possible time-dependent
and state-dependent components of wage adjustment. In order to capture
time-dependency, the empirical model features indicator variables for
the elapsed duration of the wage spell. In addition, we include monthly
seasonal dummies.

To test for state-dependency, we include transformations of a set of
variables capturing the state of the economy. This includes the natural
logarithm of the price level, pt, the monthly unemployment rate, ut,
and, as a proxy for firm-level productivity, firm size, sj,t, measured as



TIME-DEPENDENCE AND STATE-DEPENDENCE 283

the natural logarithm of the number of workers employed in firm j in
month t. For a generic variable xt we compute the cumulative change
over the wage spell, (xt−1 − xt−τ−1), where t − 1 is the end date of the
wage spell, and τ−1 denotes the duration of the wage spell. The economic
rationale for the use of such cumulated variables, an empirical approach
introduced by Cecchetti (1986), is to include a proxy to measure the
disequilibrium between the actual wage and the optimal wage. Since the
duration of wage spells varies across individuals and over time, this setup
allows us to test for state-dependency in wage-setting as described by the
menu cost model. In addition, the empirical model includes the absolute
value of the size of the previous wage change. According to the state-
dependent framework, this provides an indication of the degree of wage
rigidity. Large wage changes may indicate large costs associated with
wage adjustments, which are therefore conducted less frequently, giving
rise to a negative relationship between the size of the previous change
and the current probability of adjustment.

As emphasized above, an important question is whether the timing
of the wage adjustment depends on the state of the economy during the
wage spell, as in the menu cost model, or at the time when wages were
set in the past, as in the inattentiveness model (Reis, 2006). In order
to study this empirically, the model includes the cumulative change in
the macroeconomic variables over the previous wage spell, (xt−τ−1−1 −
xt−τ−1−τ−2), where τ−2 denotes the duration of the previous spell. This
set of variables measures the state of the economy both at the time of
and leading up to the last adjustment. Wages may also be contingent on
the current state rather than the cumulated state over the entire wage
spell; e.g., if memory is costly but agents costlessly observe information
about the current state (Woodford, 2009). In order to embody this in
the empirical framework, the lagged one-period change in macroeconomic
variables, (xt−1 − xt−2), is included as a measure of the current state.
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3.5.3 Estimation results

The empirical model of wage adjustment is estimated separately for wage
increases and wage decreases. Table 3.3 gives estimates for the probabil-
ity of wage increases. Standard errors are clustered at the firm level to
allow for an arbitrary correlation over time in the error term for a given
firm. The right half of each column reports the marginal effects on the
probability of a wage increase, evaluated at the sample average. We con-
trol for firm characteristics by including industry dummies and dummies
for firm size, and control for worker characteristics by including age,
age2, tenure, labor market experience, education, and gender, as well as
a dummy indicating whether a worker is a foreign citizen.

Consistent with the evidence presented in Section 3.4.4, we find that
there is a substantial seasonality in wage increases. Under all specifica-
tions reported in Table 3.3, the January dummy has a large, positive,
and significant coefficient. The coefficients other month dummies in the
first half of the year are also positive and significant, although much
smaller in size, indicating that wages are more likely to be increased in
the first half of the year. Recalling that the Calvo model predicts that
the probability of wage change is constant and the same in every period,
we test this prediction by applying a Wald test of joint significance of
monthly coefficients, rejecting the hypothesis that they are all zero at
the 1% significance level under all specifications. We include dummies
for the elapsed duration of wage spells for one to 12 months of duration
and estimate a substantial increase in the probability of a wage increase
when spells have lasted 12 months (see Table 3.20 in the appendix).
These results are consistent with our hazard function estimates, which
provide evidence for wage contracts of fixed one-year duration. However,
when we include both sets of time variables – i.e., full sets of both sea-
sonal and duration dummies – this effect is no longer significant, as the
seasonal effect dominates.

Table 3.3 presents estimates for three specifications of the empirical
model, aimed at capturing the elements of state contingency suggested



TIME-DEPENDENCE AND STATE-DEPENDENCE 285

by different classes of wage-setting models. In the first two columns,
forming our baseline specification, we include variables suggested by the
menu cost model of state-dependent adjustment. We find that the prob-
ability of a wage increase reacts both to cumulative unemployment and
inflation over the wage spell, strongly indicating a state-dependent be-
havior. According to the estimated marginal effect, a 1 percentage point
increase in cumulated unemployment over the wage spell reduces the
probability of a wage increase by 1.7 percentage points. Recall that, as is
presented in Table 3.1, the mean monthly probability of a wage increase
is 12.1 percent over the sample period. Also in line with economic intu-
ition, cumulative inflation increases the probability of a wage increase,
with a marginal effect of 0.1 percentage points.12 Cumulated employ-
ment growth, included as a proxy for firm-level productivity growth, is
not found to affect the probability of a wage increase.13 In addition, we
find that the size of the previous wage change is negatively related to the
probability of a wage increase. The third and fourth columns of Table
3.3 show estimates from a model specification that incorporates deter-
minants of wage adjustment suggested by models of nominal rigidities
with costly information. First, in column three, we include cumulated in-
flation and the change in unemployment during the previous wage spell,
as a measure of the state of the economy at the time wages were last
adjusted. Cumulative inflation during the last spell has a positive ef-
fect on the probability of a wage change in the current period, whereas
the effect of unemployment, although negative, is not statistically sig-
nificant. The estimates of the combined model, reported in column four,

12In Table 3.16 in the appendix, we include the Central Bank of Iceland’s pol-
icy interest rate in the set of macroeconomic variables. In March 2001, the Central
Bank was granted instrument independence and the current inflation targeting mon-
etary policy was introduced, replacing a fixed exchange rate policy. This restricts
the estimation period for this empirical specification to April 2001 – December 2010.
According to our results, a 1 percentage point increase in cumulative change in the
interest rate reduces the probability of a wage increase by 0.7 percentage points.

13Boivin et al. (2009) find that prices appear stickier in response to macroeconomic
disturbances than to sector-specific shocks. Due to data limitations, we are unable to
study the sensitivity to firm- or sectoral-level variation other than changes in firm-
level employment growth.
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present clear evidence of state-dependent behavior. The probability of a
wage increase is positively related to current inflation but negatively to
current unemployment. Overall, these results imply that the timing of
wage changes has a strong link to macroeconomic conditions, not only as
shocks accumulate over the wage spell, but also through contemporane-
ous effects of large shocks. Our findings of state-dependency of the timing
of wage adjustments are consistent with the inattentiveness model, but
more strongly so with the menu cost model and models where costless
information is available.

Table 3.4 presents probit model estimates for the case of wage de-
creases. Unlike in the case of wage increases, no stark seasonal pattern is
revealed, although wages appear more likely to decrease in January, as
well as in November. Shorter wage spells, lasting three months or less,
are more likely to end with a wage decrease than spells lasting more
than a year. This could be interpreted as evidence of a short-term wage
adjustment; i.e., wage increases that are reversed after a short period.
According to our results, macroeconomic shocks trigger an immediate re-
sponse in wage cuts. Contemporaneous unemployment and inflation in-
fluence the frequency of wage decreases, whereas, unlike wage increases,
a cumulative change in macroeconomic conditions over the current and
past wage spells does not have a significant effect.14

The reader might wonder whether and how the econometric results of
state-dependent wage adjustment are influenced by the macroeconomic
instability during the 2008 financial crisis and the Great Recession. To
explore the sensitivity of the results, the model was estimated on a sam-
ple excluding the years 2008-2010. The results are provided in Tables 3.14
and 3.15 in the appendix. Although the estimated effect of cumulative
unemployment on wage increases is weaker in the shorter sample, the
effect of cumulated inflation is substantially stronger. This supports our

14In Appendix 3.C, we estimate a selection model of wage change that allows us
to jointly explore the determinants of both the probability and the size of the wage
adjustment. In line with economic intuition, a cumulative change in inflation has a
positive effect on the size of the wage change, whereas cumulative unemployment has
a negative effect.
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previous conclusion on state-dependency. However, the results for wage
decreases are driven by responses to the macroeconomic shocks at the be-
ginning of the Great Recession. Interestingly, when the Great Recession
is excluded from our sample, there is a considerably stronger effect from
macroeconomic conditions at the last adjustment on the current prob-
ability of a wage increase. This suggests that information friction may
play a larger role, relative to adjustment costs, in explaining infrequent
wage changes during periods of more stable economic conditions.

3.6 Comparison with previous microdata studies

A key result that emerges from our analysis is that, despite a similar de-
gree of nominal wage rigidity, our results on the underlying wage-setting
mechanism are very different from what is found in previous microdata
studies. In order to establish this, we first describe how our findings fit a
set of stylized facts about the degree of nominal wage rigidity. Next, it is
highlighted how our results contradict previous results about the nature
of this friction. Finally, it is demonstrated how the quality of the data is
necessary for establishing the main results.

Lünnemann and Wintr (2009) report evidence on nominal wage rigid-
ity using monthly data from Luxembourg. After an extensive cleaning of
the dataset to limit measurement error, they report a monthly frequency
between 9 and 14 percent, compared to 57% in their raw dataset. Their
measure is reduced to 4.8 percent when a multiple break test is ap-
plied, implying that measurement problems affect their overall results.
Using quarterly data for France, Le Bihan et al. (2012) report a 38 per-
cent quarterly frequency of wage change. For comparison, our measured
monthly frequency of wage change can be converted to a mean quarterly
frequency of 34 percent.15 Barattieri et al. (2014) estimate the frequency
of wage changes in the US using data from a survey conducted among
workers every four months. They report a quarterly frequency of within-

15The monthly frequency, fm, is converted to quarterly frequency, fq, using the
formula fq = 1− (1− fm)3.
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job wage changes between 16.3 and 21.6 percent after having adjusted
for measurement errors using a break-point test.16 This result for the less
unionized US labor market is similar to the 18.3 percent quarterly fre-
quency measured in our data when excluding union settlement changes.

We find qualitative similarities with three other stylized facts re-
ported in previous studies. First, wage adjustment is synchronized, ei-
ther in January, as is reported in Lünnemann and Wintr (2009), or in the
third quarter, as is reported in Le Bihan et al. (2012). However, Barat-
tieri et al. (2014) do not find much evidence of seasonality in US data.
Although this may reflect institutional differences between the European
and the US labor markets, Olivei and Tenreyro (2007, 2010) have argued
that adjustments of wages and prices in the US are more likely to occur
in the second half of the year. Second, there is some heterogeneity, albeit
limited, across sectors and occupations, but, as is reported in Le Bihan
et al. (2012) and Lünnemann and Wintr (2009), there are clearer dif-
ferences across firm size, as wages are found to change more frequently
within larger establishments. Third, both Le Bihan et al. (2012) and
Barattieri et al. (2014) estimate a hazard function of wage change that
displays a distinctive spike after one year of duration.

Despite the fact that our results are consistent with stylized facts
about the degree of nominal wage rigidity, our results contradict previous
conclusions about the nature of this friction.17 First, wage cuts are rare
but their frequency is sensitive to macroeconomic shocks, contradicting
the general notion of downward nominal wage rigidity. Le Bihan et al.
(2012) and Barattieri et al. (2014) report a low frequency of nominal wage
cuts and right-skewed size distribution, which they interpret as evidence
for downward rigidity of nominal wages. Second, ours is the first study to

16Note that Barattieri et al. (2014) use surveys conducted at the individual level,
unlike the firm-level data used in this paper and in both Lünnemann and Wintr (2009)
and Le Bihan et al. (2012). This allows them to study between-job wage changes,
which they find to be substantially more frequent than within-job wage changes.

17We emphasize that although the measurement error-adjusted frequency reported
in other studies is similar to our measured frequency, their unadjusted measures are
substantially larger, revealing extensive measurement errors.
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provide microdata evidence for state-dependent wage-setting.18 Le Bihan
et al. (2012) estimate a model for the probability of wage changes similar
to our baseline specification. In a regression without duration dummies,
they find a positive effect of cumulated inflation and a negative effect
of cumulated unemployment on the probability of wage increases, but
when duration dummies are included, the signs of the two coefficients
are reversed and no longer conform to economic intuition. The authors’
interpretation of the results is that, as long as time-dependency is ac-
counted for, there is no evidence of state-dependency. When comparing
our results to those in Le Bihan et al. (2012), we emphasize two features
of their dataset. First, using quarterly rather than monthly data reduces
the number of observations for each spell and the accuracy of measur-
ing the actual timing of wage adjustments. Second, the macroeconomic
variability in their data is very low, particularly in comparison with that
in our dataset. During 1998-2005, inflation in France remained at a low
level, around 2%, and unemployment remained persistent and high, fluc-
tuating between 8% and 11%. As a result of those features, we believe
it may be difficult to identify state-dependency empirically, even though
the timing of wage adjustments may depend on the state of the economy.

In order to assess the importance of the qualities of our data, two ex-
ercises were performed. The results from these exercises are reported in
the appendix. First, the dataset was collapsed to a quarterly frequency.19

The quarterly frequency of wage change is measured at 37 percent, which
is similar but slightly greater than what was obtained under the assump-

18Recent studies using European survey data provide evidence of state-dependent
wage-setting behavior. Druant et al. (2009) find that wage-setting in 15 European
countries has both a time component and a state component: more than half of the
firms report that they change wages in a specific month, and one-third of the firms
have an internal policy of adapting wages to inflation. Using survey data for French
companies, Montornés and Sauner-Leroy (2009) find evidence of a state-dependent
and backward-looking wage-setting behavior.

19Wages in the last month of each quarter are set to represent average monthly
wages in that quarter. This specification was chosen to simulate the structure of the
dataset used by Le Bihan et al. (2012), which is survey data collected at the end of
each quarter. However, the results are not sensitive to this specification, and using,
e.g., the first month in each quarter generated very similar results.
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tion of constant monthly frequency throughout the quarter. Moreover,
similar to what was found in the monthly data, wage changes are most
frequent in the first quarter, and the estimated hazard function displays
a spike after four quarters. The empirical model was then estimated us-
ing the quarterly aggregated data. First, when duration dummies are
excluded, there is a negative effect of cumulative unemployment on the
probability of a wage increase and a positive effect of cumulative in-
flation. However, similar to what is found in Le Bihan et al. (2012),
when elapsed duration is accounted for, the sign of the coefficient on cu-
mulated inflation is reversed, contradicting economic intuition and our
main results. In the fully specified model, the coefficients of cumulative
inflation and unemployment, both over the current and the last spells,
have opposite signs compared to our main results. Overall, the results on
state-dependent behavior are therefore either less clear or contradictory
to our main results.

As a second exercise, the measure of base wages was reconstructed
without making use of the distinction between daytime and overtime
hours and compensation by erroneously taking the sum of daytime and
overtime pay and dividing by total hours.20 An important measurement
issue in previous studies, such as Le Bihan et al. (2012) and Lünne-
mann and Wintr (2009), is that the data used do not explicitly report
overtime hours and overtime compensation. As Lünnemann and Wintr
(2009) emphasize, this may lead to an upward bias in the frequency be-
cause, if overtime hours are remunerated at different rates than daytime
hours, changes in working hours will lead to a measured change in the
average hourly wage. The results demonstrate that not being able to
distinguish between daytime and overtime hours generates a substan-
tial measurement error. Using the erroneous measure, the monthly fre-
quency of wage change increases to 55 percent, with the relative shares
of increases and decreases being 60:40. The average wage-spell dura-

20Note that in the measure of base wages used throughout the paper, both overtime
compensation and overtime hours were excluded. The frequency of change in hourly
overtime pay – i.e., overtime compensation divided by overtime hours – is 44%.
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tion is substantially reduced by this measurement error, resulting in a
downward-sloping hazard function. Similarly, Barattieri et al. (2014) es-
timate a downward-sloping hazard function when using their original
reported dataset. In addition, the empirical model was estimated using
the erroneous wage measure, which results in lower coefficient estimates
and a reduced statistical significance compared to our main results.

3.7 Conclusion

In this paper, we use unique administrative microdata to provide a new
insight into nominal wage rigidity at the microeconomic level. Several
stylized facts emerge from our analysis. The monthly frequency of wage
change is 12.9 percent but drops to 6.5 percent when wage changes due
to union settlements are excluded. Wage changes are synchronized, with
half of the changes taking place in January and other changes stag-
gered over the course of the year. A mass of spells has a duration of
exactly one year, but there is also ample heterogeneity in the distribu-
tion of wage spell duration. Infrequent wage changes observed in the
data may be rationalized by models in which the timing of wage changes
is a function of time or the state of the economy. Consistent with ex-
isting evidence, we find evidence of time-dependent wage adjustment.
However, contradicting previous studies, we also find strong evidence
for state-dependent behavior, as cumulated inflation and unemployment
over current and past wage spells are important determinants of the tim-
ing of wage changes. Furthermore, the frequency of nominal wage cuts
is responsive to macroeconomic shocks.

In the New Keynesian framework, the workhorse for the analysis of
monetary policy, the rigidity of nominal wages plays a critical role in
explaining variations in output and employment. The model generally
features the simplification that although the size of wage changes is an
outcome of optimization, the timing is exogenous and not affected by
policy or the economic environment. It is clear from our results that the
frequency of wage changes is endogenously determined in the economy.
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The failure of macroeconomic models to account for this feature could
result in false conclusions about the real effect of monetary policy. Our
results therefore convince us of the need for further investigation, both
theoretical and empirical, of the mechanisms governing the timing of
wage adjustment.
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Figure 3.1: Distribution of Duration of Wage Spells
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Figure 3.2: Distribution of Non-Zero Nominal Wage Changes.
Notes: Each bar in the histogram represents the density for a percentage point interval of
the size of a wage change, e.g. the bar at 1 percent shows wage changes of a size from 1
percent up to 2 percent. A zero-line is added for reference.
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(b) 2006: mean 6.2 percent
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(c) 2007: mean 6.2 percent

Mean unemployment 2.6 percent
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(d) 2001: mean 5.9 percent
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(e) 2002: mean 4.7 percent
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(f) 2003: mean 5.1 percent

Mean unemployment 3.0 percent
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(g) 2008: mean 6.4 percent
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(h) 2009: mean 4.7 percent
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Figure 3.3: Distribution of Non-Zero Nominal Wage Changes.
Notes: Histograms of non-zero nominal wage changes, a fitted normal distribution (solid
line) and estimated kernel density (dashed line). A zero-line is added for reference. The
bandwidth parameter for the Epanechnikov kernel function, h, is set to 0.01. For each year
we calculate the mean size of wage changes and perform a Jarque-Bera test of normality,
rejecting the null hypothesis of normality at the 1% significance level in all cases.
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Figure 3.5: Inflation and Unemployment.
Notes: Inflation is a 12 month change in Statistic Iceland’s consumer price index. Monthly
unemployment is the registered unemployment rate as measured by the Directorate of
Labour.
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Appendices

This appendix contains four sections. Section 3.A contains further details
about our dataset and data treatment. Section 3.B documents hetero-
geneity in wage changes across industries and occupations. In Section
3.C, we estimate a selection model of wage changes, exploring both the
factors influencing the probability of a wage change and the size of the
change. Section 3.D provides supplementary empirical results.

3.A The dataset and data treatment

The dataset used in the paper is unpublished confidential administrative
microdata that were constructed from data collected by Statistics Ice-
land through the Icelandic Survey on Wages, Earnings and Labour Costs
(ISWEL). In this section, which complements Section 3 of the paper, we
provide further details about the data and data treatment.

Our sample period is from January 1998 to December 2010, the
longest period available to us. The sample is a stratified cluster sample,
where the sample unit is the local activity unit and the observation unit
is the employee. The target population contains all local activity units
with at least 10 employees. The population frame is based on monthly
pay-as-you-earn data, which reflects firms that reported wages to the tax
authorities during a given month. The population is stratified into sec-
tions and subsections according to NACE Rev. 1 (statistical classification
of economic activities). Activity units with more than A/m employees
are selected with a probability of 1 (where A is the number of employees
in the stratum and m is the number of activity units to be selected from
the stratum). For the rest of the population, a simple random sample is
selected from each stratum.

Every month, each firm in the survey submits electronically standard-
ized and detailed information on wages, labor costs, working hours, and
necessary background factors on both firm and workers. Leading Ice-
landic software development companies assist firms in modifying their
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payroll software in order to enable them to submit the required detailed
information directly, which minimizes firms’ effort and cost related to
data collection. When a firm enters the sample, various technical aspects
concerning the software for wage calculations are addressed, as well as
details on entering records such as the classification of occupations ac-
cording to the ÍSTARF95 standard. The company’s wage structure is
examined, payroll items are assigned to the wage items of the survey,
and working time is classified so as to ensure coordination with other
companies. A crucial part of the data collection process is the minimal
effort on behalf of the firm once the necessary amendments have been
made to the wage software at the time when the firm enters the sample.
Because limited effort is required, firms agree to provide information on
a monthly basis and remain in the sample for a long time. To maintain a
high quality of data, Statistics Iceland performs an extensive data qual-
ity check when receiving the data from the firms. In addition, a strong
emphasis is placed on giving feedback to both the firms and the soft-
ware development companies. This constant feedback ensures that data
problems are addressed and solved quickly.

The sample frame in ISWEL contains five industry categories: In-
dustrial Production, Construction Industry, Trade and Repair Service,
Transport, and Financial Services. However, financial services were not
included in ISWEL until January 2004. Within firms, workers are catego-
rized into seven different occupations: managers; specialists; technicians;
office personnel; craftsmen and production; blue-collar workers; and ser-
vice, sales, and support.

From ISWEL, we have detailed information on all wage payments. In
addition to basic wages and salaries, the data include payments such as
additional allowances, expense payments, bonus payments, shift differen-
tial, sickness pay, overtime pay, piecework, irregular bonuses, lump-sum
payments, and other irregular payments. We construct five different def-
initions of wages and use two in the paper: the base wage and the regular
wage. Base wages are wages for daytime work divided by the number of
daytime hours. In addition to base wages, regular wages include all regu-
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lar monthly payments, including regular bonuses and allowances divided
by daytime hours. The base wage is our preferred measure of wages for
most of our analysis, but we refer to the regular wage for comparison.
The three wider definitions of wages are much more volatile in both fre-
quency and size of changes, as they include payments that are not made
on a regular basis. Studying the degree of wage rigidity using only the
base wage and the regular wage could make us miss a source of wage
flexibility. However, including irregular payments may lead to biases in
estimated wage rigidity, as frequent changes in irregular payments in-
troduce a variation in wage payments without representing substantial
changes in the level of earnings. Furthermore, some irregular payments,
such as December bonuses, do not represent any additional wage flexi-
bility to the base wage, as they are predetermined in wage bargaining
at either the firm or the union level. Therefore, in order for estimates to
be both relevant for macroeconomic interpretation and compatible with
previous studies, we exclude all irregular payments.

As we have emphasized, the main advantage of our dataset is that
data on both wages and working hours come directly from firms’ wage
software in a standardized form received and documented by Statistics
Iceland. This feature, compared to survey data, removes the risk of errors
due to misreporting and, since the data also contain information about
working hours, it decreases errors in the measurement of hourly wages
for workers paid by the hour. As is explained in Section 3 of the pa-
per, we make two amendments to the dataset. First, for both base wage
and regular wage, we remove outliers, which we classify as increases or
decreases that fall into the bottom 2 or top 2 percent of the size distribu-
tion. This reduces the mean size of the wage increase by 0.8 percentage
points, the mean size of the wage decrease by 0.6 percentage points, and
the measured monthly frequency of the wage change by 1 percentage
point. Second, for the base wage, we filter out V-shaped and inverted
V-shaped wage trajectories. These variations are generally much smaller
than other wage changes, and they probably occur either because of
rounding of working hours or monthly wages or because of errors in the
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calculated wage payment for a given month, which are then corrected
in the wage payment of the subsequent month. After variables for wage
changes and the size of changes have been calculated, as is described in
Section 4.1. of the paper, we run the following simple algorithm to filter
out these trajectories.

0. Set V̄ij,t = 0 and
¯
Vij,t = 0

1. For employer-employee pair ij, if wij,t > wij,t−1 and wij,t−1 <
wij,t−2 then replace V̄ij,t = 1

2. For employer-employee pair ij, if wij,t < wij,t−1 and wij,t−1 >
wij,t−2 then replace

¯
Vij,t = 1

3. If V̄ij,t = 1 then replace I+
ij,t = 0 and I−ij,t−1 = 0

4. If
¯
Vij,t = 1 then replace I−ij,t = 0 and I+

ij,t−1 = 0

5. If V̄ij,t = 1 or
¯
Vij,t = 1 set ∆w+

ij,t and ∆w−ij,t as missing

This procedure filters out 29 percent of previously measured wage
changes and reduces the measured monthly frequency of a wage change
by 3.3 percentage points. Figure 3.7 displays the duration of wage spells
in the raw data and in the dataset where outliers have been removed
and both V-shaped and inverted V-shaped wage trajectories have been
filtered out. As expected, this filtering mainly removes spells lasting only
one period, while the relative share of spells lasting two months or longer
is largely unaffected.

To further assess how these data amendments affect our results, we
have performed our econometric analysis using the raw dataset; i.e., ex-
cluding neither outliers in size nor V-shaped and inverted V-shaped tra-
jectories. Figure 3.16 plots the hazard function using the raw dataset.
Apart from the fact that the estimated hazard is now higher in the first
month, the hazard functions have the same shape as that presented in
Figure 6 in the paper. Next, we estimate the model described in Section
5.2. in the paper using the raw dataset. Table 3.5 presents estimates for
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the probability of a wage increase. The results are in all aspects both
qualitatively and quantitatively similar to those presented in Table 3 in
the paper. Table 3.6 presents results for the case of wage decreases, find-
ing broadly similar results to those in Table 4 in the paper, except that
the effects of cumulated state variables is now substantially stronger and
more significant than previously estimated.
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3.B Heterogeneity across Industries and Occu-
pations

This section documents the frequency and size of wage changes across
industries and occupations, and how wage changes across those groups
evolve over our sample period.

Table 3.7 presents the frequency and size of wage changes by indus-
tries. Overall, we do not find much heterogeneity across industries. Wage
adjustment is most frequent in the transport and construction industries,
but slightly less frequent in industrial production and trade and repair
services, ranging between 12.7 and 13.8 percent in those groups. However,
wages seem to be more rigid in financial services where the frequency is
9.7 percent. This is explained both by a lower frequency of increases
and decreases. This pattern is then reversed when looking at the size
of changes as both wage increases and decreases are larger on average
in Financial Services. Similarly, Table 3.8 documents the frequency and
size of wage change by occupational groups. Compared to the differences
across industries, there is more heterogeneity across occupational groups.
Wages change most frequently for blue-collar workers as well as workers
in service, sales and support, but appear more rigid for managers and
specialists.

Given the variability in macroeconomic conditions over our sample
period, it is also of interest to study how wage changes evolve across
both industries and occupations. Figure 3.8 plots the mean monthly size
of changes in base wages by industries over the period 2006 to 2010.21

The size of wage changes ranges between 5 to 10% on average per month
and the size of adjustment is largely similar across industries. However,
as emphasized above, wage changes in financial services are, on average,
larger than in other industries, in particular throughout 2007 and early

21Note that monthly sectoral growth rates are averages over wages that are ad-
justed in a given sector in a given month and do not account for the selection into
adjustment, therefore treating the size of change for unchanged wages not as zero but
as missing. See equation (3) in the paper for a definition of a size of wage change.
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2008. Figure 3.9 plots the monthly size of changes in regular wages,
showing a stronger wage growth within the financial sector, although
it is less prominent. Figures 3.10 and 3.11 provide a similar set for the
occupation groups and depict a relatively homogenous pattern, although
wage changes for managers and specialists tend to be larger on average.

Figures 3.8, 3.9, 3.10, and 3.11 all display an immediate and strong
response of nominal wages to the 2008 financial crisis. A substantial
slowdown in wage growth is evident in all sectors, with the construction,
transport, and financial sectors experiencing large wage decreases. Sim-
ilarly, wage growth drops for all occupational groups and is negative in
late 2008 for managers, specialists, and technicians.
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Figure 3.8: Growth of Base Wages
Notes: The monthly growth rates are industry averages of wages that are changed in a
given month.
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Figure 3.9: Growth of Regular Wages
Notes: The monthly growth rates are industry averages of wages that are changed in a
given month.
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Figure 3.10: Growth of Base Wages
Notes: The monthly growth rates are occupational group averages of wages that are
changed in a given month.
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Figure 3.11: Growth of Regular Wages
Notes: The monthly growth rates are occupational group averages of wages that are
changed in a given month.
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3.C Selection Model of Wage Changes

This appendix complements Section 5 in the paper by further explor-
ing which factors affect the process of nominal wage changes, both the
probability of adjusting wages and the size of adjustment. This analysis
enhances the compatibility of our results with previous papers that have
estimated determinants of the size of wage changes. Fehr and Goette
(2005) study the extent of nominal wage rigidities in a low-inflation en-
vironment, estimating a selection model of wage adjustment using Swiss
data from the 1990s. In an environment of low inflation, nominal wage
cuts are expected to be more frequent in order to channel the adjustment
of real wages. They find that a large share of workers, roughly 50 percent,
were faced with nominal wage rigidities preventing a downward adjust-
ment in wages. Moreover, they conclude that, in the absence of nominal
rigidities, wages would react more strongly to changes in unemployment
that they observe in the data. In a study closely rated to ours, Le Bihan
et al. (2012) estimate a selection model of wage adjustment to explore
both the determinants of the probability of a wage change and the size
of the change. When accounting for both time and state factors, they
do not find any evidence of state-dependence in wage-setting. However,
when investigating the determinants of the size of wage changes, they
find evidence of a Phillips-curve relation, as unemployment is found to
have a negative effect on the size of adjustment whereas inflation has a
positive effect.

One approach to exploring the determinants of the size of wage
changes, in addition to the determinants of the probability of change
as studied in the paper, is simply to estimate a model using ordinary
least squares. However, since many observations obviously have a missing
value for the size of a wage change, such a regression is likely to produce
biased estimates, owing to a sample bias created when restricting the
regression to observations where wage changes take place. In order to
account for such bias, we estimate a sample selection model where wage
changes are modeled as two joint decisions: the decision whether or not
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to change the wage and, conditional on the former decision, the size of
the wage change.22 Wage change is modeled as the following selection
process:

yij,t =

1 if y∗ij,t > µ

0 otherwise
(3.9)

where µ represents a threshold value for wage adjustment. The latent
variable y∗ij,t, triggering wage change at time t for worker i employed by
firm j, is described with the following selection equation:

y∗ij,t = zij,tγ + ηij,t (3.10)

The set of covariates are collected in a row vector denoted by zij,t.
The relationship between the latent variable describing the selection and
the observed wage change is modeled as:

∆wij,t =

xij,tβ + εij,t if y∗ij,t > µ

0 otherwise
(3.11)

where the row vector of regressors xij,t and zij,t can have common ele-
ments. The parametric form of the model assumes that:

ηij,t ∼ N(0, 1)

εij,t ∼ N(0, σ2)

corr(ηij,t, εij,t) = ρ (3.12)

We estimate the model separately for wage increases and decreases.
The estimation method is a two-step procedure. First, we estimate the
probability of a wage change by maximum likelihood. The set of covari-
ates zij,t includes factors aimed at capturing both time-dependent and

22The sample selection model is generally referred to as the Heckman model (Heck-
man, 1976, 1979) or the Type II Tobit model, see Amemiya (1985).
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state-dependent elements of wage-setting. We include month dummies
to account for seasonality and synchronization in wage adjustment. In
order to capture time-dependency, we include a set of dummies for the
duration of the current wage spell, and to account for state-dependency,
we include, as described in detail in Section 5.2 in the paper, transforma-
tions of the price level, unemployment and firm size. Additionally, zij,t
includes worker and firm characteristics. In order for the identification of
the selection model not to pivot on distributional assumptions, we need
to have a variable in zij,t that is not included in xij,t, i.e., we need a vari-
able that affects the probability of a wage change but not the size of the
change. As an exclusion restriction, we choose to follow Le Bihan et al.
(2012) and exclude the duration dummies from xij,t. This restriction is
valid if, other things equal, the duration of wage spells does affect the
frequency but not the size of the change, apart from its effect through
accumulated macroeconomic variables.

In the second step, we estimate equation (3.11) with ordinary least
squares. In order to gain consistent estimates of the coefficients estimated
in the second step, we use the first-step probit estimation to compute
the inverse of the Mills ratio, λ̂ij =

φ(zij,tγ̂)
Φ(zij,tγ̂) , where φ(·) is the standard

normal density function and Φ(·) is the corresponding cumulative distri-
bution function. The λ̂ij term is then included in the second-step OLS
to correct for sample selection bias.

Table 3.9 reports the results from the selection equation for wage
increases, characterizing the factors affecting the probability of a wage
change. Table 3.11 reports similar results for wage decreases. The results
are in accordance with the probit estimates reported in the paper. Time
factors, both seasonal and duration dummies, have a significant effect on
the probability of wage changes, but also the factors aimed at capturing
state-dependency. The results from the estimation of equation (3.11) for
the size of the wage change, the second step of our estimation proce-
dure, are presented in Tables 3.10 and 3.12. The effects of inflation and
unemployment on the size of wage increases are as expected: a higher
cumulative inflation over the wage spell leads to larger wage increases
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when wages are reset, while a greater increase in unemployment over the
spell depresses wage increases. This relationship is independent of the
sample period explored; i.e., whether the Great Recession is included or
not. Cumulative inflation is found to negatively affect the size of wage de-
creases, but this effect is not evident if we restrict the sample to exclude
the recession.

As is discussed above, ideally the Heckman model is identified
through the row vectors zij,t and xij,t being distinct. This implies
that an exclusion restriction is satisfied: zij,t includes a variable that
only affects the selection process but does not influence the size of the
wage changes and can therefore be excluded from xij,t. Technically,
however, the Heckman model is identified in the case when zij,t and
xij,t include the same independent variables. Then, identification relies
only on the distributional assumptions about the residuals rather than
being due to a variation in the explanatory variables. But although the
model can be identified, it is likely that the parameters of the outcome
equation are imprecisely estimated. Furthermore, this will also be true
if the selection equation does not perform well in determining selection.
For identification, we followed Le Bihan et al. (2012) and exclude from
xij,t the set of dummy variables indicating the length of the wage spell.
The motivation for the exclusion is that wage-setting models predict
that the duration of wage spells does affect the probability of wage
adjustment, but not the the size of change apart from how cumulative
state factors are correlated with the duration of spells. Still, we believe
that there may be cases when the exclusion restriction is violated.
As an informal test, we ran an OLS regression of the size of a wage
increase on the variables in zij,t, including both duration dummies
and cumulative state variables, and we find that the duration of wage
spells has a significant effect on the size of wage increases. A similar
regression for the size of the wage decrease does not show such an
effect, however. Therefore, we do not find strong empirical support for
the exclusion restriction in the outcome equation predicted by the
standard wage-setting models. Obviously, running an OLS regression
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only serves as an informal test and has some clear shortcomings. First,
the OLS estimate will be biased due to sample selection, which was the
reason for estimating the selection model. Second, the reason for the
statistical significance of duration dummies may be that we are unable
to fully control for cumulated macroeconomic variation that influences
the size of the wage adjustment.
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Table 3.10: Heckman Model – Outcome Equartion: Size of Wage Increase

1998-2010 1998-2007

January -0.008 -0.143 1.401*** 1.245***
(0.091) (0.093) (0.168) (0.163)

February 0.167*** 0.190*** 0.486*** 0.492***
(0.064) (0.065) (0.079) (0.080)

March 1.396*** 1.470*** 1.093*** 1.146***
(0.065) (0.065) (0.082) (0.083)

April 1.399*** 1.486*** 2.160*** 2.208***
(0.064) (0.064) (0.082) (0.084)

May 0.455*** 0.551*** 1.000*** 1.026***
(0.063) (0.063) (0.085) (0.088)

June 0.315*** 0.409*** 0.824*** 0.864***
(0.064) (0.064) (0.079) (0.081)

July 0.290*** 0.369*** 1.173*** 1.137***
(0.060) (0.061) (0.078) (0.080)

August -0.134** -0.054 0.621*** 0.641***
(0.066) (0.067) (0.081) (0.082)

September 0.907*** 0.971*** 1.369*** 1.386***
(0.067) (0.068) (0.081) (0.083)

October -0.206*** -0.109 0.152* 0.161*
(0.068) (0.070) (0.080) (0.083)

November -0.116* -0.111* 0.803*** 0.835***
(0.064) (0.064) (0.087) (0.088)

Cumulative change in unemployment, -0.290*** -0.341*** -0.303*** -0.260***
current spell (0.010) (0.010) (0.021) (0.025)
Cumulative inflation, current spell 0.147*** 0.149*** 0.151*** 0.148***

(0.003) (0.003) (0.005) (0.006)
Cumulative growth in 0.000 0.001 0.011*** 0.012***
firm size (0.001) (0.001) (0.001) (0.001)
Size of previous change -0.007*** -0.007*** -0.000 -0.003

(0.002) (0.002) (0.002) (0.002)
Cumulative change in unemployment, -0.135*** -0.246***
last spell (0.009) (0.019))
Cumulative inflation, last spell 0.043*** 0.049***

(0.003) (0.005)
Change in current 0.212*** -0.046
unemployment (0.028) (0.071)
Current inflation -0.026*** 0.022

(0.009) (0.015)

λ̂ 1.539*** 1.388*** 1.924*** 1.797***
(0.059) (0.061) (0.099) (0.095)

Observations 1,857,579 1,823,028 1,316,273 1,290,809

Notes: The second-step of the Heckman model is estimated with ordinary least
squares. The dependent variable, the size of the wage increase or the wage decrease,
is computed as 100 × log(wij,t/wij,t−1). The term λ̂ is included to correct for
sample selection. Firm size, industry, and occupation dummies are included in all
specifications. Standard errors are in parenthesis. *, ** and *** denote significance
at the 10 percent, 5 percent and 1 percent level, respectively.
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Table 3.12: Heckman Model – Outcome Equartion: Size of Wage Decrease

1998-2010 1998-2007

January -1.140*** -0.957** -2.453*** -2.372***
(0.379) (0.380) (0.539) (0.553)

February 0.506 0.349 -1.646*** -1.778***
(0.421) (0.436) (0.617) (0.639)

March 1.108*** 1.297*** -0.086 0.136
(0.372) (0.385) (0.514) (0.538)

April -0.414 -0.342 -1.727*** -1.747***
(0.361) (0.382) (0.505) (0.529)

May 0.436 0.355 -0.235 -0.390
(0.363) (0.395) (0.504) (0.538)

June -1.021*** -0.917** -2.087*** -2.030***
(0.356) (0.392) (0.500) (0.531)

July 0.099 0.120 -1.439*** -1.471***
(0.365) (0.401) (0.504) (0.546)

August 0.993*** 1.072*** -0.810 -0.880*
(0.364) (0.392) (0.509) (0.534)

September -0.826** -0.695* -1.793*** -1.869***
(0.364) (0.396) (0.506) (0.528)

October -1.640*** -1.652*** -2.526*** -2.744***
(0.393) (0.444) (0.548) (0.593)

November -1.413*** -1.351*** -1.774*** -1.943***
(0.376) (0.396) (0.506) (0.528)

Cumulative change in unemployment, -0.007 0.016 -0.208 -0.289
current spell (0.054) (0.060) (0.178) (0.192)
Cumulative inflation, current spell -0.064*** -0.080*** 0.004 -0.020

(0.017) (0.018) (0.042) (0.042)
Cumulative growth in 0.009** 0.009** 0.005 0.005
firm size (0.004) (0.004) (0.005) (0.005)
Size of previous change -0.205*** -0.203*** -0.209*** -0.208***

(0.012) (0.012) (0.015) (0.015)
Cumulative change in unemployment, -0.015 0.262*
last spell (0.057) (0.137)
Cumulative inflation, last spell 0.017 0.040

(0.019) (0.037)
Change in current 0.004 -0.021
unemployment (0.207) (0.556)
Current inflation 0.123 0.110

(0.098) (0.157)

λ̂ -3.580*** -3.086*** -2.074*** -2.134***
(0.746) (0.681) (0.668) (0.654)

Observations 1,858,460 1,823,874 1,317,005 1,291,515

Notes: The second-step of the Heckman model is estimated with ordinary least squares.
The dependent variable, the size of the wage increase or the wage decrease, is computed as
100× log(wij,t/wij,t−1). The term λ̂ is included to correct for sample selection. Firm size,
industry, and occupation dummies are included in all specifications. Standard errors are in
parenthesis. *, ** and *** denote significance at the 10 percent, 5 percent and 1 percent
level, respectively.



330 TIME-DEPENDENT OR STATE-DEPENDENT WAGES

3.D Supplementary Figures
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Figure 3.12: Distribution of Non-Zero Nominal Wage Changes
Notes: Average monthly size of change is reported in parenthesis.
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Figure 3.13: Frequency of Increases and Decreases of Regular Wages by
Month
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Figure 3.14: Frequency of Increases and Decreases of Base Wages, Ex-
cluding Union Settlements, by Month
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Figure 3.15: Frequency of Increases and Decreases of Base Wages, by
Quarter (Aggregated Data)
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Figure 3.16: Hazard Function of Wage Changes – Raw Dataset
Notes: Wage spells longer than 24 months are truncated and left-censored spells are
dropped. Standard errors are clustered at the firm level.
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Figure 3.17: Hazard Function of Wage Changes – Quarterly Data (Ag-
gregated)
Notes: Wage spells longer than 8 quarters are truncated and left-censored spells are
dropped. Standard errors are clustered at the firm level.
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Figure 3.18: Hazard Function of Wage Changes – Erroneous Base Wages
Notes: Wage spells longer than 24 months are truncated and left-censored spells are
dropped. Standard errors are clustered at the firm level.
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(a) Industrial Production
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(b) Transport
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(c) Trade and Repair Services
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(d) Construction Industry
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(e) Financial Services

Figure 3.19: Hazard Function of Wage Changes – by Sector
Notes: Wage spells longer than 24 months are truncated and left-censored spells are
dropped. Standard errors are clustered at the firm level.
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(a) Managers
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(b) Specialists
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(c) Technicians
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(d) Office Personnel
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(e) Services, Sales, and Support
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(f) Craftsmen and Production
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(g) Blue-collar workers

Figure 3.20: Hazard Function of Wage Changes – by Occupation
Notes: Wage spells longer than 24 months are truncated and left-censored spells are
dropped. Standard errors are clustered at the firm level.
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3.E Supplementary Tables

Table 3.13: Wage Index and Union Wage Contracts

Wage Index Negotiated Wage Increases
1997-2000 6.1 4.2
2000-2004 8.4 3.2
2004-2008 9.1 2.9
2008-2011 3.3 3.4

Notes: Numbers are average percentage changes per year.
Source: Statistics Iceland, Central Bank of Iceland.
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Chapter 4

Household Debt and Monetary Policy:

Revealing the Cash-Flow Channel∗

4.1 Introduction

A fundamental question in macroeconomics is how monetary policy ex-
erts its influence on the real economy. In standard macroeconomic mod-
els, the interest-rate channel is the primary transmission mechanism.
According to this mechanism, forward-looking households change the
slope of their consumption profiles when interest rates change. Although
monetary policy indeed appears to affect the real economy, the empirical
support for this mechanism is mixed and the evidence indicates that the
effects are both stronger and of a different character than predicted by

∗This chapter is co-authored with Martin Flodén (Sveriges Riksbank), Matilda
Kilström (Stockholm School of Economics), and Roine Vestman (Stockholm Univer-
sity). We thank Adrien Auclert, Tobias Broer, John Y. Campbell, Joao Cocco, Richard
Foltyn, Daniel Greenwald, Katsiaryna Kartashova, Per Krusell, Hannes Malmberg,
Virgiliu Midrigan, Kurt Mitman, Emi Nakamura, Jonna Olsson, Kathrin Schlafmann,
Jon Steinsson, Gianluca Violante, Xin Zhang, Erik Öberg, and seminar participants
at ASSA/Econometric Society 2017, Greater Stockholm Macro Group, IIES, New
York University, SED Annual Meeting 2016, Stockholm University, Sveriges Riks-
bank, WEAI 92nd Annual Meeting, and Finansinspektionen for valuable comments
and helpful discussions. All data used in this research have passed ethical vetting at
the Stockholm Ethical Review Board and have also been approved by Statistics Swe-
den. The opinions expressed in this article are the sole responsibility of the authors
and should not be interpreted as reflecting the views of Sveriges Riksbank. We thank
the Jan Wallander and Tom Hedelius Foundation for financial support.
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354 REVEALING THE CASH-FLOW CHANNEL

the interest-rate channel. This suggests that monetary policy does not
only operate through this channel, but that other mechanisms may also
be at work.1

One such potential mechanism is the cash-flow channel.2 According
to this mechanism, monetary policy has a direct effect on household
spending through households’ cash flows and disposable incomes. When
the central bank raises its policy interest rate, the interest-rate expenses
of households with debt tightly linked to short-term rates – such as
adjustable-rate mortgages (ARMs) – rise, thus reducing the households’
disposable income. If households are forward-looking and have good ac-
cess to financial markets, such variations in cash flows need not result
in tangible consumption responses. But if households are myopic, liquid-
ity constrained, or for some other reason unable or unwilling to draw
on savings or increase debt in response to temporarily lower disposable
income, monetary policy-induced interest rate increases will reduce their
consumption spending. Under these circumstances, monetary policy af-
fects private spending through this cash-flow channel, in addition to the
conventional channels.

In this paper, we assess the empirical support for this channel using
administrative data on Swedish households. We argue that Sweden is the
ideal laboratory for revealing the importance of the cash-flow channel
for three reasons. First, in Sweden, household debt is relatively high and
ARMs are common. Throughout our sample period, ARMs accounted
for 30 to 40 percent of the aggregate value of outstanding mortgage
debt. These ARMs do often have an interest fixation period of only
three months.3 Second, ARMs are standard products on the Swedish

1Attanasio and Weber (2010) and Jappelli and Pistaferri (2010) survey the em-
pirical support for the consumption theories that underpin the interest-rate channel.
Boivin et al. (2011) discuss the different transmission mechanisms that have been
suggested in the literature, and the (often weak) empirical support for these mecha-
nisms.

2This terminology has previously been used by, for example, Cloyne et al. (2019)
whereas Berben et al. (2004) and Di Maggio et al. (2017) refer to the same channel
as the “income channel”. However, Boivin et al. (2011) do not mention this channel
in their survey.

3According to Statistics Sweden’s Financial Markets Statistics, the fraction of
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mortgage market and most households have adjustable rates on at least
some share of their debt. That is, they are neither disproportionally held
nor directly targeted to particular types of households. Moreover, as we
explain in detail in Section 4.3.4, the characterization of the Swedish
mortgage market is such that it is unlikely that our results are con-
taminated by important selection into different types of loan portfolios
depending on household characteristics or spending behavior.4 In sup-
port of this notion, we find that households that we classify in our data
as holders of ARMs are observationally similar along a variety of im-
portant dimensions to households holding FRMs. As further support of
this notion, previous analysis has found that outcomes related to house-
holds’ financial health, such as the probability of mortgage default, do
not correlate with the choice of interest-rate fixation (Holmberg et al.,
2015). In addition, conditioning on households that have already bought
real estate and do not make a transaction further reduces the selection
concerns. Their bundle of FRMs vs. ARMs has been selected depending
on factors such as household characteristics and market conditions when
the mortgages were issued, for example at times of house purchases, and
therefore predetermined at the time when we study the effects of interest
rate changes on their consumption expenditure.

Third, studying the importance of this channel in Sweden offers an
empirical setting with access to detailed household-level data. A com-
mon challenge in previous studies on the impact of monetary policy on
consumption is the lack of suitable datasets that feature both a high-
quality measure of consumption and data on households’ wealth and
balance sheets that are representative for the population. We overcome
this problem by using administrative panel data from tax returns. This

mortgages that had an interest-rate fixation period of one year or shorter at origina-
tion varied between 42 and 58 percent in 2003 to 2007.

4A possible concern is that households may select into ARMs based on household-
specific characteristics that correlate with the sensitivity to the macroeconomic en-
vironment. For theoretical arguments in this direction see, e.g., Campbell and Cocco
(2003), Campbell and Cocco (2015) and Badarinza et al. (2018) for recent empirical
evidence.
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data source provides us with detailed information on all income, assets,
and debt. The details of these data also enable us to impute a measure of
consumption expenditure using the accounting identity total consump-
tion expenditure equals the sum of total income and capital gains minus
the change in wealth. Furthermore, analyzing responses at the level of
the individual household mitigates the common problem when trying
to evaluate the impact of monetary policy on economic outcomes, such
as household spending, that changes in monetary policy are endogenous
to the development of the economy. In our setting, all households are
affected by the same monetary policy, but if the cash-flow channel is im-
portant, the impact varies between households depending on their debt
contracts and balance sheets. In particular, we examine how monetary
policy affects consumption choices for households with a large debt rel-
ative to households with less debt, and for households with adjustable-
rate mortgages (ARMs) relative to households with fixed-rate mortgages
(FRMs).

Our results lend strong support to the importance of the cash-flow
channel of monetary policy. First, we find that households with high lev-
els of debt relative to their income respond substantially more strongly
to a change in the monetary policy interest rate than households with
little or no debt. Our estimates imply that when the central bank raises
its interest rate by 1 percentage point, the average household, which has
debt roughly equal to one year’s disposable income, reduces its consump-
tion by about 0.25 percentage points relative to a similar household with
no debt. These estimates are consistent with the notion that hand-to-
mouth consumers respond to changes in the policy rate when it affects
their cash flow through changes in interest rate expenses, irrespective of
whether the change was anticipated or not. Nevertheless, our empirical
analysis faces a standard problem of reverse causality when assessing the
effects of macroeconomic policy: households respond to monetary policy
but monetary policy may also respond to the economic conditions of
households. Our empirical specification partials out the aggregate effect
of monetary policy on expenditure, estimating a differential response
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of more indebted and interest-rate sensitive households. However, there
may still be a concern that the central bank responds differentially to
changing conditions of these groups, thus violating the assumptions that
underlie our analysis. To overcome this issue, we measure innovations
in monetary policy that are entirely due to policy shifts and not to the
macroeconomic development. This enables us to identify consumption re-
sponses to unanticipated changes in interest rates, separated from those
that are anticipated based on macroeconomic conditions. Following re-
cent examples from the literature on monetary non-neutrality, we mea-
sure monetary policy shocks as the effect of a policy surprise on market
interest rates at the time of the policy announcement. Using these shocks
as instruments for changes in the policy rate, we find consumption re-
sponses that are about 50 percent larger than our previous estimates.

Responses to the policy rate do only accurately capture the effect op-
erating through the cash-flow channel if the transmission from changes
in policy rates to changes in interest expenses is one to one. To allevi-
ate this assumption, we proceed in two main steps. First, we estimate
responses to the average interest rate faced by households. This results
in considerably stronger effects, suggesting an imperfect transmission.
The results imply that a 1 percentage point increase in the household
rate reduces the consumption spending of the average household by an
additional 0.55 percentage points relative to those without any debt.
Translating this estimate into a marginal propensity to consume (MPC)
out of changes in disposable income, or cash-flow, as a result of a change
in interest rates implies an MPC of about 0.5.

Second, we separate between the responses of households with ARMs
and those with FRMs. Although our setting is one where a large share
of households have at least a share of their debt with interest rates that
adjust with changes in the short-term policy rate, there is a considerable
heterogeneity in the degree of interest-rate flexibility across households.
As a result, the response for the average household will be muted and
the magnitude will be influenced by the composition of households with
ARMs vs. FRMs. Using a proxy measure for the degree of interest-rate
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flexibility for each household, we find that the spending of households
with all or a large share of their loans in FRMs does not respond to
changes in the policy rate, whereas households with a higher degree of
interest-rate flexibility in their loan portfolio respond strongly. These
findings imply that our average estimates are, to a large degree, driven
by a consumption response of relatively high indebted households with
ARMs.

We argue that our findings are consistent with widespread hand-
to-mouth behavior and a high prevalence of relatively wealthy hand-to-
mouth consumers. As further evidence supporting this notion, we see that
in our sample, only 22 percent of the homeowners’ net worth are in liquid
assets whereas 78 percent are tied to illiquid assets. Moreover, there is a
strong negative correlation between debt and liquid assets; whereas the
average homeowner has liquid assets corresponding to eight months of
disposable income, homeowners with a high debt-to-income ratio have
less than three months worth of liquid assets. Combined with the high
prevalence of ARMs, this increases the likelihood that changes in interest
rates quickly pass through into changes in consumption expenditure.

Our paper contributes to a recent empirical literature on the rela-
tion between household debt, mortgage markets, and the transmission
of monetary policy. Di Maggio et al. (2017) study a group of U.S. house-
holds with mortgages that face interest rates that are held fixed for five
years before being automatically adjusted. They exploit the staggering
of such contracts to estimate consumption responses to changes in in-
terest rates and find strong responses in car purchases to a change in
interest expenses. An important difference between their study and ours
is that we use a comprehensive expense-based measure of consumption
rather than being limited to a measure of durable consumption such as
car purchases. La Cava et al. (2016) explore the cash-flow channel in
Australia using the large decline in interest rates early on in the finan-
cial crisis. They find that durable consumption responds more strongly
to changes in cash flows for borrowers than savers, in particular for bor-
rowers that hold debt with variable interest rates. Cloyne et al. (2019)
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study the response of expenditure and income to monetary policy in
the United Kingdom and the United States.5 In the absence of detailed
balance sheet information, they use housing tenure status as a proxy for
debt positions, finding that the consumption response to a temporary cut
in interest rates depends on households’ balance sheets. However, they
argue that the general equilibrium effect of monetary policy on income
is quantitatively more important than the direct effect of cash flows. In
contrast to Cloyne et al. (2019), we are able to study responses across
the distribution of debt positions even among households with the same
housing tenure status, and thus shed some further light on the mecha-
nisms at work. Jappelli and Scognamiglio (2018) study the consumption
responses to interest rate reduction for holders of ARMs relative to those
with FRMs in Italy during the Great Recession. Different from ours and
other related studies, they find a very weak consumption response to a
change in interest expenses and therefore limited support for the cash-
flow channel. Using aggregate data, Calza et al. (2013) document that
the transmission of monetary policy shocks to residential investment and
house prices is stronger in countries with more flexible and developed
mortgage markets, and that responses in consumption are stronger in
countries where there is a higher prevalence of ARMs.

The long period with an extraordinarily expansionary monetary pol-
icy after the outbreak of the financial crisis has resulted in a discus-
sion about the distributional impact of monetary policy (see for example
Bullard, 2014; Mersch, 2014; Bernanke, 2015). We provide evidence that
complements a recent but growing literature studying heterogeneous and
distributional effects of monetary policy. Recent empirical papers that
more directly study the distributional impact of monetary policy include
Sterk and Tenreyro (2018), Casiraghi et al. (2018) and Wong (2018),
whereas Garriga et al. (2017), Gornemann et al. (2012) and Auclert
(2019) are recent theoretical contributions to this literature.

Our study is related to an extensive literature studying household
5Like in Sweden, ARMs make up a large share of the mortgages in the United

Kingdom, whereas FRMs are more prevalent in the United States.
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consumption responses to fiscal stimulus programs, such as tax rebates,
and more generally to shocks to unearned income. This includes Shapiro
and Slemrod (2003), Johnson et al. (2006), Agarwal et al. (2007), Shapiro
and Slemrod (2009), and Parker et al. (2013), who study the effect of 2001
and 2008 economic stimulus payments in the US on consumer spending.6

In all cases, the authors find a considerable consumption response to
these income shocks, and the response is stronger for those that are more
likely to be liquidity constrained. We view our paper as a monetary-policy
analogue to this work.

The remainder of the paper proceeds as follows. In Section 4.2 we
provide a theoretical motivation for our empirical framework, illustrat-
ing how the consumption behavior underlying the cash-flow channel dif-
fers from the standard consumer theory behind the interest-rate channel.
Section 4.3 then provides details on the date we use in our analysis and
the background to our setting. Our empirical strategy is outlined in Sec-
tion 4.4. Section 4.5 presents our empirical results. Section 4.6 concludes
the paper. Some additional material and supplementary analyses are rel-
egated to an Appendix.

4.2 Theoretical Motivation

To motivate our empirical framework, we briefly consider models of con-
sumer behavior. A natural starting point for studying consumption and
savings decisions is the life cycle/permanent income model. Consumers
then have concave preferences which induce a consumption smoothing
motive. Another implication is that unconstrained households that are
forward-looking and maximize expected utility only react to unantici-
pated income changes. In the most extreme setup, where markets are
complete and allow households to fully insure against idiosyncratic risks,
the consumption growth rate will be identical for all households. To see

6Studies of consumption responses to other sources of shocks to disposable income
include, e.g., Stephens (2008), Kueng (2018), Hsieh (2003) and Agarwal and Qian
(2014).
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this, note that in this setting, the first-order conditions for household
optimization are reduced to:

∆ log ci,t = λt, (4.1)

where ∆ log ci,t is the difference in log consumption for household i from
period t − 1 to t, and where λt captures anticipated and unanticipated
macroeconomic developments that are common to all households.7

A somewhat more general specification that does not rely on full in-
surance between households would also imply that household reactions
are homogeneous across households in response to interest-rate changes
that are either anticipated or temporary. An unanticipated persistent
shock may, however, result in heterogeneous consumption responses if
markets are not complete. For example, a surprisingly high return to
savings would induce old, wealth-rich households with a short remain-
ing planning horizon to raise the consumption more than younger or
less wealthy households in a life-cycle setting. But for typical interest-
rate shocks, most households have a sufficiently long remaining planning
horizon for such heterogeneity to be of minor importance in these models.

According to these theories, a change in monetary policy will be cap-
tured by the term λt and will therefore have an identical impact on
consumption growth for all households. But it is well-established that
there is little empirical support for a strict interpretation of the life
cycle and permanent income theories. For example, it has been found
that, in violation of these theories, consumption often responds to pre-
dictable household-specific income changes. One suggested remedy to
explain such behavior is to introduce borrowing constraints. Carroll and
Kimball (1990) is an early theoretical contribution showing that the aver-
age marginal propensity to consume increases in the presence of borrow-
ing constraints and uncertainty. Campbell and Mankiw (1990) introduce
"rule-of-thumb" consumers as another potential explanation for the ex-

7Although not explicitly captured in this specification, preference shifters, such
as age or household composition, may then still generate a variation in consumption
growth between households.
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cess sensitivity of consumption. Furthermore, Krusell and Smith (1998)
show that if individuals have different subjective discount rates, rule-of-
thumb behavior arises endogenously for a share of consumers (those with
high discount rates).

If binding borrowing constraints or hand-to-mouth behavior due to
other factors are prevalent in the economy, interest-rate changes will
affect consumption growth more for some households than for others.
In particular, changes in disposable income will then feed directly into
changes in consumption. To motivate an empirical specification that al-
lows for such cash-flow effects, consider a household with net financial
assets at, where "‘net" indicates the value of financial assets exposed to
the short-term interest rate minus the balance of the household’s ARM.
Notice that for the typical mortgage holder, gross financial assets are
small relative to the value of the mortgage. For such households (the
majority of ARM holders) at is essentially equal to the negative of the
mortgage principal. Being aware of the fact that some ARM holders are
financially rich, we will nonetheless let dt denote either gross or net debt
and refer to dt

yt
as the debt-to-income ratio. The intertemporal budget

constraint reads ct − dt+1 = yt + dt(1 + rt) where yt is labor income and
dt(1 + rt) is debt service.8

By definition, hand-to-mouth (HTM) households keep the net finan-
cial assets constant. Hence, consumption obeys:

ct = yt − rt · dt. (4.2)

In other words, if measured as a marginal propensity to consume, the
response of a hand-to-mouth household to a change in the short-term
interest rate is equal to one. Such a response may be irrational but it also
occurs if the household is borrowing constrained. To obtain a measure
of the elasticity in the response, we write equation (4.2) as a log-linear

8For ease of notation, household subscripts i are suppressed.
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approximation:

∆ log ct ≈ θ ·∆ log yt − θ ·
d

y
·∆rt, (4.3)

where θ is the inverse of the household’s (steady state) consumption to
income ratio and d

y the (steady state) debt-to-income ratio.9 If house-
holds hold no or little financial assets that respond to short-term interest
rate changes, this equation shows that the percentage consumption re-
sponse to interest-rate changes is proportional to the household’s debt-
to-income ratio. For example, in response to an interest-rate increase,
an HTM household with a debt-to-income ratio of 3 will reduce con-
sumption (in percentage terms) by twice as much as an HTM household
with a debt-to-income ratio of 1.5. Note also that the response of HTM
households does not depend on when information about the interest-
rate change arrives. Their consumption responds when their cash flow
changes, irrespective of whether the change was anticipated or not.

This simple framework suggests that the consumption response of
HTM households differs from that of optimizing households in response
to changes in interest rates. Optimizing households respond to new in-
formation about the future interest rate. HTM households, on the other
hand, only respond when their cash flows change. If markets are com-
plete, all optimizing households respond similarly to new information.
HTM households respond differently depending on how their household-
specific cash flows are affected. If markets are not complete, optimizing
households may also display heterogeneous consumption responses to
changes in their cash flows. However, this heterogeneity is typically of
minor importance since these households are forward-looking and allo-
cate the consumption response across their planning horizon.10

9Appendix 4.A.1 provides a derivation of the approximation.
10Consider a (temporary) shock to the interest rate. An optimizing household in

its final period responds as an HTM household with the same financial portfolio. The
consumption of an optimizing household with T remaining periods is roughly 1

T
times

that of an HTM household.
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4.3 Data and Background

4.3.1 Data description

The main data set we use is the Swedish registry-based panel data set
LINDA (Longitudinal INdividual DAta for Sweden). This data set is
representative of the Swedish population, covering a random sample of
300,000 households and their members. Since in Sweden, as in other Scan-
dinavian countries, each tax payer has a unique social security number,
we are able to construct a panel using several sources of administrative
data. Our sample period covers 2000-2007. During this period, Sweden
levied a wealth tax which meant that taxpayers were required to pro-
vide the tax authority with comprehensive information on all taxable
wealth, in addition to information on earnings and income.11 The tax
registers therefore include information on all taxable income and trans-
fers, tax payments, liabilities and taxable wealth, including the value of
real estate (i.e., houses, apartments and cabins), cash holdings on bank
accounts, bonds, stocks, and mutual funds.12

The market values of single-family houses and cabins are assessed
by Statistics Sweden. They are a function of a long list of character-
istics of the property and updated yearly using a price index which is
constructed from transactions in a given municipality in each year. The
market values of apartments (shares in co-op associations) are also as-
sessed by Statistics Sweden but with more noise. The values of financial
assets are detailed and, for instance, each household reports each and
every listed stock or mutual fund it holds in its tax filings (see Calvet
et al., 2007). The data set contains information on total household debt
which is the debt measure we use in the empirical analysis. The data set
also contains information about annual interest expenses on that debt.
Finally, the data set includes residential location for each household and

11Most of this information was submitted automatically to the tax authority by
employers, banks, and public authorities and registers.

12For further details on the data set used in the current paper, see Koijen et al.
(2015), and for a detailed account of the data collection process for LINDA, see Edin
and Fredriksson (2000).
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various demographic variables.
The unit of analysis is the household, meaning that individual data

have been aggregated to the household level using marital status, resi-
dential location, and parent-child linkages (household identifiers are con-
structed by Statistics Sweden based on this information). Household
characteristics, such as age and education, represent a household head,
which we take as the oldest individual in the household unless more than
one individual is of that same age, in which case we choose the oldest
male.

4.3.2 Imputing consumption

We use this detailed data set to impute a measure of consumption ex-
penses based on the approach first developed by Browning and Leth-
Petersen (2003) and that has been adapted and applied to Swedish data
in Koijen et al. (2015). This is a necessary step in our exercise as our
main outcome of interest is in terms of household spending.

A common way of describing a given household i’s budget constraint
in year t is as follows:

ci,t = yi,t + ∆di,t − rdi,tdi,t−1 −∆ai,t + rai,tai,t−1. (4.4)

That is, consumption, c, is constrained by disposable income, y, the
change in outstanding debt, ∆d, interest payments, rdd, savings, ∆a, and
their returns raa. Based on the notion that the budget constraint can
serve as an accounting identity in a given year, it can be used to impute
a measure of consumption as total income net of change in wealth from
the previous period. This is possible since all terms on the right-hand
side of equation (4.4) are observable in our data. Mapping equation (4.4)
into the detailed structure of our data gives the identity:

ci,t = yi,t + ∆di,t − rdi,tdi,t−1 −∆bi,t −∆vi,t −∆ψi,t − ωi,t, (4.5)
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where the household’s disposable income, yi, includes labor income,
transfers and benefits (all net of taxes), and financial income, ∆d is
the change in debt, rdd are interest payments, ∆b is the change in
deposits on bank accounts, ∆v is an active re-balancing of mutual
funds, stocks, and bonds, ∆ψ are changes in capital insurance accounts,
and ω are contributions to private pension savings. Equation (4.5) is
identical to the imputation method in Koijen et al. (2015), who describe
the accuracy of this method through a comparison with additional
information and surveys.13

4.3.3 Sampling restrictions

Our household level panel data set is outstanding in that it contains
detailed information about the households’ balance sheets at an annual
frequency. Nevertheless, we impose a few restrictions on our sample,
most of which are related to the construction of the consumption mea-
sure where we follow Koijen et al. (2015). First, we require households to
be present for two consecutive years. Second, we drop households that
transact in real estate or apartments because such events require ad-
ditional careful adjustments that rely on additional non-registry-based
data (see e.g. the discussion in the Appendix of Sodini et al. (2017)). In
addition, we exclude observations with outliers in disposable income, the
debt-to-income ratio, or the consumption measure. All in all, our sample
corresponds to approximately 25 percent of the LINDA households in
2002-2007. Table 4.8 in the Appendix 4.B reports incremental changes
to the sample as restrictions are imposed.

13Relative to Koijen et al. (2015), one refinement has been made which concerns
bank accounts. Bank account deposits are only reported if certain criteria are met and
those changed in 2006. In 2000-2005, a deposit in a bank account was reported in the
Swedish tax records if the earned interest from that account exceeded SEK 100, while
in 2006 and 2007, the deposit was only reported if the balance in the account exceeded
SEK 10,000. Overall, the new rule implies an improvement in accuracy. However, to
avoid over-stating the savings between 2005 and 2006, we artificially implement the
reporting rule of 2000-2005 also on the latter period when imputing consumption.
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4.3.4 The Swedish mortgage market

Our proposed transmission channel of monetary policy relies on a high
prevalence of adjustable-rate mortgages (ARMs). Figure 4.1 displays the
division of new mortgages in Sweden by the duration of interest rate
fixation, where mortgages with variable interest rates (ARMs) are de-
fined as those where interest rates are adjusted every three months or
more frequently. The figure makes it clear that a large share, almost
half, of the new mortgages issued during our sample period were on ad-
justable rates. In terms of the total stock of the outstanding mortgage
debt, Figure 4.2 reports that the value-weighted share of ARMs was be-
tween 30 and 40 percent during sample period.14 Furthermore, FRMs in
Sweden have a fairly short interest fixation period. 90% of the new mort-
gages have a fixation period of less than 5 years. In addition to mortgage
debt, a large part of other loans to households, such as car and con-
sumption loans, has adjustable rates. This implies that lenders, at least
partially, pass through a rise in their own borrowing costs to lenders by
raising their interest rates. Taken together, these aggregate statistics im-
ply that changes in the monetary policy rate are quickly passed through
to changes in households’ interest expenses.

An important characterization of the Swedish mortgage market is
that households frequently hold a combination of ARMs and FRMs,
rather than one or the other. These different components have different
durations of interest-rate fixation, which differ from that of the mort-
gage itself, meaning that their rates will be reset at different points in
time (Sveriges Riksbank, 2014). There are two reasons for households to
choose such a combination. First, interest rates on ARMs have histori-
cally often been lower than rates on FRMs. Second, if a household with
an FRM wants to repay, refinance or change conditions on the mortgage
– e.g. negotiate a new interest rate – it has to pay a penalty equal to
the interest rate differential between FRMs and ARMs. In other words,

14Since then, the share with adjustable interest rates has continued to increase. In
2018, approximately 70 percent of outstanding mortgage debt had a duration of less
than one year.
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the borrower bears the cost of refinancing to adjustable rates. In this
way, households with FRMs cannot respond to decreasing interest rates
by changing contract type during the interest fixation period. Banks
therefore frequently recommend a combination of FRMs vs. ARMs as it
lowers the risk that the whole loan will be adjusted to a higher rate, while
enabling households to benefit from decreasing interest rates. How the
shares of FRMs vs. ARMs are selected is then likely to depend on current
market conditions when the mortgages were issued, e.g. at times of house
purchases, and are therefore predetermined at the time when we study
the effects of interest rate changes on their consumption expenditure.

These aforementioned characteristics of the Swedish mortgage mar-
ket lessen the concerns over selection into one type of mortgage contract
relative to another. As discussed below and presented in the Appendix,
we find evidence supporting this notion in our data, as households that
we identify as holders of ARMs are observationally similar to FRM hold-
ers along a variety of important dimensions. In support of this notion,
previous analysis has found that outcomes related to households’ finan-
cial health, such as the probability of mortgage default, do not corre-
late with the choice of interest-rate fixation (Holmberg et al., 2015).
Moreover, across households with different cash-flow margins and debt-
to-income, there are limited indicators of systematic differences in the
duration of interest-rate fixation. Households with low cash-flow margins
do, if anything, hold a somewhat lower share of their debt in adjustable
rates (Finansinspektionen, 2017). Other things equal, this would imply
that households with a larger share should be better equipped to take
on an unexpected increase in expenses, e.g. due to higher interest rates.

4.3.5 The Characteristics and Indebtedness of Swedish
Households

In support of the empirical framework that is presented in Section 4.4,
which builds on insights from macroeconomic theory as outlined in Sec-
tion 4.2, we now present some general statistics on the characteristics
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and the indebtedness of Swedish households. These statistics relate to
a recent literature, including Kaplan et al. (2014), arguing that is im-
portant to consider the liquidity of households’ wealth for understanding
consumption responses to income shocks and emphasize the significant
share of "wealthy-hand-to-mouth" households in the population.

First, Table 4.6 in the Appendix reports summary statistics for our
sample as a whole as well as separated into renters and homeowners.
Homeowners are more resourceful than renters along essentially any di-
mension. For instance, they are more educated and have higher incomes.
Adult equivalent disposable income differs by 29 kSEK and adult equiva-
lent consumption by 19 kSEK. Homeowners have more liquid assets than
renters, 168 kSEK compared to 69 kSEK. However, most of their wealth
is tied to illiquid assets. The average loan-to-value ratio is 0.45 and 78
percent of the net worth are tied to illiquid assets.

Figure 4.4 graphically illustrates why homeowners in our sample with
a high debt relative to income (DTI) are likely to be more sensitive to
interest-rate changes than relatively less indebted homeowners. The top
panels display the mean and median asset and debt balances in relation
to disposable income for three groups: renters, homeowners with a DTI
less than 3, and homeowners with a DTI equal to or greater than 3. The
group of homeowners with a high debt-to-income ratio comprises 13.2
percent of all homeowners. Whereas illiquid assets are relatively evenly
distributed among homeowners – the mean is 4 for homeowners, and 6
for the high DTI group – liquid assets are distributed differently. The
average homeowner has liquid assets worth approximately 8 months of
disposable income. In contrast, the most highly indebted group has less
than 4 months of disposable income.

The bottom panels of Figure 4.4 display a cross-sectional variation in
interest expenses relative to disposable income and consumption. Home-
owners with a high DTI ratio spend on average 0.15 of their yearly dis-
posable income on interest expenses. A doubling of the interest rate
that homeowners face would thus imply that the median homeowner in
the high DTI category would deplete the liquid assets within one year,



370 REVEALING THE CASH-FLOW CHANNEL

unless they adjust their income or consumption. These households are
wealthy in terms of illiquid wealth but hold very little liquid wealth.
Thus, these households are likely to have a large propensity to consume
out of changes in transitory income and to not react strongly to news
about future income changes.

Combined with a high prevalence of ARMs, these empirical pat-
terns support our hypothesis of the sensitivity of indebted households
to changes in interest expenses.

4.4 Empirical Framework

Our empirical strategy builds on the insights from the theory presented
in Section 4.2. In particular, it is motivated by the interaction between
hand-to-mouth behavior and the DTI ratio as given by equation (4.3).
This cash-flow effect of monetary policy is likely to be detectable for
households with a high DTI ratio as a large share of mortgages have
adjustable rates and as high DTI households have little liquid assets. In
order to test this hypothesis, our main regression specification is:

∆ log ci,t = αi + δt + β∆rt ×DTIi,t−2 + X′i,tγ + εi,t, (4.6)

where ∆ log ci,t denotes the percentage change in consumption spending
of household i in year t. The variable ∆rt is the change in the relevant
interest rate which, depending on the specification, is either the mone-
tary policy interest rate (i.e., the repo rate) or an aggregate household
interest rate measured by Statistics Sweden using data on all loans to
households.15 The variable DTIi,t−2 is the household’s DTI ratio, which
we lag by one year so that it is predetermined with respect to ci,t−1. We

15Note that this specification relates household spending to an aggregate interest
rate, ∆rt, with no subindex i, i.e., it does not use a measure of a household-specific in-
terest rate. Thus, we avoid a potential bias that would arise if unobserved idiosyncratic
events, for instance negative news about future income, affect both the household’s
consumption path and the household’s credit worthiness and interest rates and ex-
penses. We explore the importance of this restriction in the Appendix and provide a
discussion in Section 4.5.3.
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denote individual fixed effects by αi. They capture any time-invariant
cross-sectional heterogeneity, such as in borrowing behavior or portfolio
choice. Year fixed effects, denoted by δt, capture common macroeco-
nomic effects and responses to aggregate shocks, including intertemporal
responses to the consumption of optimizing households. The vector Xi,t

collects a set of controls, including demographic characteristics, i.e. a
fourth-order polynomial in age, the number of children and the change
in the number of children, and an interaction between ∆rt and dummy
variables for being young (< 40), old (≥ 60) and having children, aimed
at accounting for characteristics that may , on average, interact with the
sensitivity to changes in aggregate interest rates.

The effect of interest rate changes on consumption operating through
the cash-flow channel is captured by β. It measures consumption re-
sponses to changes in the interest rate that vary systematically due to
differences in DTI. If all households optimize, the theory predicts β = 0.
Conversely, if all households are hand-to-mouth and obey equation (4.3),
the theory instead predicts that β equals the average income to consump-
tion ratio (θ), which is likely close to 1.16 Regression estimates of β will
therefore capture the average response in our sample, weighted by the
relative size and responses of the different household groups.17

We emphasize the implications of year and household fixed effects in
our empirical model. The year fixed effects account for the overall ag-
gregate effect of monetary policy on household spending. The household
fixed effects account for time-invariant individual differences, including
those in consumption growth. As a result, the coefficient β captures re-
sponses less the aggregate effect.

16In our sample, the average income to consumption ratio is 0.98.
17One caveat is that, given the data at hand, we are not able to observe if house-

holds adjust their amortization in response to interest-rate changes. Such a strategic
response would be subsumed into the estimated cash-flow effect. For constrained
households who consume all their disposable income, a decrease in the short interest
rate implies increased consumption possibilities which could be highly valued. There-
fore, we expect any strategic amortization adjustment to come from less constrained
households, making the differential effect biased towards zero.
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4.5 Results

4.5.1 Consumption responses to interest rate changes

Table 4.1 reports estimates of consumption responses to changes in ag-
gregate interest rates, based on the specification in equation (4.6). Panel
A documents results for responses to the monetary policy (repo) inter-
est rate. Column (1) reports a coefficient estimate of β of −0.26. The
interpretation of this estimate is that the average household, which has
a DTI of 0.88, reduces its consumption spending by an additional 0.23
percentage points (0.88× 0.26) in response to a one-percentage point in-
crease in the monetary policy rate, relative to a household with no debt.
Households that differ in their indebtedness and therefore, according to
our hypothesis, in their consumption sensitivity to monetary policy may
also differ in their holdings of liquid assets. If households with high DTI
hold disproportionally more liquid assets, our measure of the cash-flow
channel will be muted. To investigate the importance of this effect, Col-
umn (2) controls for the ratio of liquid assets to income, lagged in the
same way as the DTI ratio. The coefficient estimate is only marginally af-
fected by this control. In Columns (3) and (4), we repeat these regressions
for the restricted sample of homeowners. The heterogeneous response of
homeowners with different DTI ratios is about the same as in the greater
population. The estimated coefficient is between −0.20 and −0.22, indi-
cating that the average homeowner with a DTI of 1.27 reduces its con-
sumption spending by an additional 0.25 percentage points (1.27×0.22)

in response to a one-percentage point change in the monetary policy rate,
relative to homeowners without mortgage debt. These results imply that
indebtedness does not only matter in terms of the relative responses of
(indebted) homeowners and renters, as found in Cloyne et al. (2019), but
also within the group of homeowners where more indebted households
reduce their consumption spending disproportionately relative to those
less indebted.

In Panel B of Table 4.1, we document results for consumption re-
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sponses to the average interest rate faced by households instead of the
monetary policy rate. This rate is the average of interest rates across all
loans to households and computed by Statistics Sweden. By focusing on
responses to this interest rate, we ignore the first step in the transmission
of monetary policy into households’ interest payments.18 Column (1) in
Panel B reports a coefficient estimate of β of −0.62. This implies that a
one-percentage point increase in the lending rate reduces the consump-
tion spending of the average household by an additional 0.55 percentage
points relative to those without debt. As in Panel A, the magnitudes
are similar when controlling for holdings of liquid assets and when re-
stricting the sample to homeowners only. The difference between the
estimates in Panels A and B indicates that responses to changes in the
monetary policy rate are muted due to an incomplete transmission to
household interest rates. This is expected since not all of the changes in
the policy rate get transmitted into changes in household interest rates
and expenses, partly due to interest rate fixation.

These results can be translated into a relative marginal propensity
to consume (MPC) out of changes in disposable income, or cash-flow, as
a result of a change in the interest rates. Under a perfect pass-through
of aggregate interest rate changes to household interest payments, the
above estimates imply an MPC in the interval 0.25-0.5 out of a one unit
increase in interest expenses.19

The theoretical motivation for our empirical analysis, described in
Section 4.2, implies that if all households are hand-to-mouth consumers,
the consumption response to a change in interest rates that directly

18Figure 4.3 documents that the average interest rate on household debt closely
follows the monetary policy rate. To further gauge the passthrough, we estimate a
regression of the change in the average household rate on the change in the policy
rate, which gives a coefficient estimate of about 0.68.

19The average consumption in our sample is 241k Swedish krona (SEK) and av-
erage debt is 284k SEK. A one percentage point increase in the interest rate reduces
household cash flows by 0.01 × 284=2.84k SEK under perfect pass-through. The av-
erage reduction in consumption to a one percentage point interest rate increase is in
the interval 0.28 × 0.01 × 241=0.7 to 0.62 × 0.01 × 241=1.33 kSEK. This implies
an MPC between 0.25 (0.7/2.84) and 0.47 (1.33/2.84).
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translates into a change in interest expenses will be proportional to the
consumption to income ratio (see equation (4.3)). While our empirical
specification (4.6) captures the response of households to interest rate
changes that vary in their effect by households’ indebtedness, it does not
separate that response from a potential heterogeneity in the consumption
to income ratio that might be correlated with the size of the response. We
investigate this possible concern in Tables 4.9 and 4.10 in the Appendix,
finding relatively similar but somewhat stronger effects when adding this
control.

As Section 4.2 describes, for hand-to-mouth consumers, consumption
moves closely with changes in interest rates but also with changes in in-
come. If changes in monetary policy do not only affect interest payments
but also labor income directly, the effect that our empirical specification
measures might not only measure the consumption response to changes
in interest payments as a result of changes in the policy rate but also the
response to a change in income as a result of that. While we seek to ad-
dress this problem more generally below, we assess the robustness of our
estimates presented in Table 4.1 by including income growth as an addi-
tional explanatory variable. The results, documented in Tables 4.9 and
4.10 in the Appendix, show that adding this control raises the estimated
effect for the average household. However, the results are almost unaf-
fected in the sample of homeowners. This implies that the concern that
potential effects of monetary policy on income may be spilling over to the
effect of interest expenses is less important for responses of homeown-
ers than renters, who may have a more cyclical income or employment
status.

4.5.2 Monetary policy shocks and responses to
unexpected interest rate changes

Under the cash-flow channel, hand-to-mouth households respond to
interest-rate changes when their cash flow changes, irrespective of
whether the change was anticipated or not. However, our empirical
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analysis faces the standard problem of reverse causality in estimating
the effects of monetary policy, namely, that households respond to
monetary policy but monetary policy may also respond to the economic
conditions of households. In particular, this concern arises if the central
bank responds to macroeconomic development that relates to the
conditions of more indebted households. To overcome this issue, we rely
on monetary policy shocks that enable us to separate unanticipated
changes in interest rates from those that are anticipated based on
macroeconomic conditions.

To this end, we measure monetary policy shocks using an approach
similar to what is used in a recent literature studying monetary
non-neutrality, including Gertler and Karadi (2015), Hanson and
Stein (2015), and Nakamura and Steinsson (2018). Using data at high
frequency, their approach is to identify innovations in monetary policy
that are due entirely to policy shifts and not to the macroeconomic
development. To identify such innovations, we use a tight window
around the time of a monetary policy announcement to isolate the
effect of a policy surprise on market interest rates. We do not have
access to data on futures instruments for our full sample period. We
instead use the change in the Swedish Treasury bill short-term interest
rate on the day of the announcement. We assume that the movement in
the interest rate during the day of the announcement is dominated by
the innovation in monetary policy, measuring monetary policy shocks
as the difference between the interest rate at the end of the day of the
policy announcement and the day before the announcement.20 Similar
to the earlier literature using alternative measures of monetary policy
shocks, such as Romer and Romer (2004) and Cloyne et al. (2019), we
time-aggregate the monetary policy to a yearly frequency by summing
up these measures from all announcements in a year. As depicted in
Figure 4.6 in the Appendix, this measure of monetary policy shocks

20During our sample period, the Swedish market on futures, called STINA, was still
underdeveloped and illiquid. Therefore, we instead use the yield at a daily frequency
of a one month Swedish Treasury bill.
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covaries with the repo rate over our sample period, in particular during
the period of interest rate increases, but, as expected, the magnitude of
these unanticipated changes in interest rates is considerably smaller
than the overall changes in interest rates.

Table 4.2 presents two-stage least squares estimates of equation (4.6)
where changes in interest rates are instrumented with monetary pol-
icy shocks. This isolates consumption responses to changes in interest
rates that are unanticipated. Panel A documents results for responses
to changes in the policy rate. Columns (1) and (2) report coefficient es-
timates of β between −0.40 and −0.42. This implies that, on average,
households reduce their consumption spending by an additional 0.35 per-
centage points in response to a 1 percentage point increase in the mon-
etary policy rate, relative to a household with no debt. These results
imply considerably stronger effects than those presented in Table 4.1,
possibly indicating a bias toward zero. Panel B of Table 4.2 reports esti-
mates of consumption responses to the average household interest rate,
instrumented with monetary policy shocks. This implies that consump-
tion responds equally strongly to changes in policy rates that get passed
through to lending rates to households, whether they are anticipated or
unanticipated. All in all, these results are consistent with hand-to-mouth
behavior.

4.5.3 Consumption responses of holders of adjustable-
rate mortgages

Our point of departure, and theoretically motivated by Section 4.2, is
that if the interest rates on household debt are tightly linked to short-
term interest rates, changes in monetary policy will have a direct effect
on households’ interest expenses which will translate into a reduction
in household consumption expenditure if they are, or act as, hand-to-
mouth. This is what we refer to as the cash-flow channel. We argue that
Sweden offers an ideal setting for evaluating the importance of this chan-
nel due to generally short interest rate fixation periods and, in particular,
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a high prevalence of adjustable-rate mortgages and loans. However, our
analysis until now has not differentiated between households with differ-
ent degrees of interest-rate flexibility.

Since our data originate from tax records and do not include any
contract details, we do not directly observe which households have mort-
gages with adjustable rates, a fixed rate or, which is common, more than
one mortgage and a mixture of the two. We also do not directly observe
the interest rate that the household pays on its debt. Instead we first
compute the implied household-specific interest rate using information
on interest expenses and the amount of debt. Then, for each household,
we calculate the correlation between its implied interest rate and the
monetary-policy rate. We use that correlation as a proxy for the impact
of changes in the monetary policy rate on the interest expenses of that
particular household, or to which extent each household has adjustable-
or fixed-rate mortgages.

More precisely, we first calculate the interest rate rdi,t for household
i in year t as total interest expenses divided by average debt (in t and
t− 1)

rdi,t =
interest paymenti,t

0.5 · debti,t + 0.5 · debti,t−1
. (4.7)

Based on this definition, we construct value-weighted and equally
weighted household interest rates in our sample. Figure 4.3 illustrates
the evolution of these rates and how they co-move with the repo rate
and the aggregate household interest rate reported by Statistics Sweden.
The household rates display the same U-shape as the repo rate which
highlights the prevalence of ARMs. The value-weighted rate almost per-
fectly tracks the repo rate with some lag. The equally-weighted rate also
tracks the fluctuation well, but the level is too high, indicating that small
credits carry a higher interest.

As we discuss in Section 4.3.4, it is very common in Sweden to hold a
mixture of loans with a different duration of interest-rate fixation. There-
fore, in our setting, holding debt with adjustable rates is not a binary
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variable. To obtain a proxy measure for how closely a household’s inter-
est rates react to short-term rates – i.e. what is the prevalence of ARMs
vs. FRMs in households’ debt portfolio – we compute the correlation be-
tween household-specific interest rates, rdi,t, and the repo rate. Figure 4.7
in the Appendix reports the cross-sectional distribution of these correla-
tion coefficients. The median correlation is 0.61, consistent with a high
prevalence of ARMs.21

Before studying differential responses by this measure of interest rate
fixation, we compare the characteristics of households at the two sides
of the spectrum. Table 4.7 in the Appendix reports differences across
households based on whether they have a correlation above or below
the median. We denote these groups as holders of ARMs vs. FRMs, re-
spectively. We find that households with ARMs have a higher income
and consumption, but they also have more household members than
those with FRMs. The households with ARMs have more debt as well as
more illiquid assets, but there is no statistical difference in liquid assets.
Importantly, while the groups are statistically different along those di-
mensions, the differences are economically small. This is consistent with
the conventional Swedish view that an ARM is not an exotic mortgage
product.

In order to evaluate the differential consumption response of hold-
ers of ARMs vs. FRMs, we first construct five indicator variables for
quantiles of the correlation distribution. These correspond to indicators
of households with the longest to the shortest duration of interest fixa-
tion on average in their loan portfolio. Then, we estimate a version of
equation (4.6) where interactions of the change in the monetary policy
rate and DTI are interacted with these indicators. The results are pre-

21One obvious concern is that few observations are used for each household in
computing these correlations. However, measurement error due to misclassification
into ARMs vs. FRMs would result in an attenuation bias as the differential responses
would be muted. Another concern is that changes in computed interest rates due to
the resetting of interest rates cannot be separated from changes due to refinancing
or loan repayment. This explains e.g. the fact that some households have a negative
correlation.
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sented in Table 4.3. For the two groups with the lowest correlation, the
coefficients are not statistically significant, while the effects are negative
and stronger for the three groups with a shorter interest rate duration.
When restricting the sample to homeowners, the results are similar, as
found in our previous analysis. In all specifications, there is a statistically
significant difference between each of the three top quantiles relative to
the bottom two. Table 4.4 presents estimates where changes in the pol-
icy rate are instrumented with monetary policy shocks. The estimated
effects are slightly larger than in Table 4.3, but the relative effects across
groups are similar. In all specifications, there is a statistically significant
difference between the third quantile and the first quantile and for the
homeowners there is also a statistically significant difference between the
third and the second quantiles. The findings from this analysis imply that
the responses estimated in Sections 4.5.1 and 4.5.2 are not only driven
by differential responses of more indebted households but also by those
with a higher prevalence of debt with adjustable rates.

To further evaluate the potential non-linearities in responses by inter-
est rate flexibility, Table 4.13 in the Appendix reports estimates where
the interaction of the change in the monetary policy rate and DTI is
interacted directly with the correlation measure. The estimates imply
that households only holding ARMs (correlation ≈ 1) respond to a one
percentage-point increase in interest rates by reducing their consumption
by about 0.4 - 0.6 percentage points, where the results are somewhat
stronger when restricting to homeowners. Table 4.13 in the Appendix
also presents results where the policy rate is instrumented with mone-
tary policy shocks. They are of similar magnitudes.22

To this point, our analysis has focused on consumption responses
to aggregate interest rates. There are two reasons for this choice. First,
the aim of the paper is to shed light on a transmission mechanism of

22As documented in Figure 4.7 in the Appendix, some households have a negative
correlation which may result from changes in interest rates due to refinancing or loan
repayment. When restricting the sample to households with a non-negative correla-
tion, the coefficient estimates are broadly similar and, if anything, stronger than for
the full sample.
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a monetary policy that operates through the direct effect of changes in
policy rates on households’ interest expenses. Since the pass-through to
household interest rates is not perfect, estimating responses to changes in
household interest rates directly moves us further from this goal. Second,
as our data neither include details about loan contracts nor refinancing
of loans, we cannot separate changes in interest expenses that are due to
changes in the policy rate from those due to other factors.

To evaluate the implication of this restriction, Table 4.14 in the Ap-
pendix reports consumption responses to individual households’ interest
rates and interest expenses. Columns (1) and (2) report estimates of
equation (4.6) where the interest rate is the household-specific interest
rate rather than the policy rate. The coefficient estimate implies a similar
but somewhat weaker response than what is reported in e.g. Table 4.1.
The estimates imply that the average household reduces its consump-
tion spending by an additional 0.15 percentage points (1.4 × 0.18) in
response to a one-percentage point increase in its interest rate, relative
to a household with no debt. The results, as before, are robust to control-
ling for differences in liquid asset holdings. Columns (3) and (4) report
estimates from an alternative specification where we relate the change
in consumption directly to changes in households’ interest expenses. The
results, which can be interpreted as the MPC out of a one SEK increase
in interest expenses, imply an MPC of about 0.16.

4.6 Conclusion

Using detailed data on consumption and balance sheets of Swedish house-
holds, we find evidence of the cash-flow channel of monetary policy trans-
mission. Households with higher levels of debt relative to their income
respond more strongly to changes in the policy interest rate than those
that are less indebted. This is true even among homeowners and house-
holds with high levels of illiquid wealth, who hold disproportionally little
liquid wealth. Our results document that these responses are driven by
households that hold some or a large share of their debt in contracts
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where interest rates are linked to short-term rates, such as ARMs, and
are therefore at short notice directly exposed to monetary policy shocks.

Our results highlight the importance of other channels of monetary
policy transmission than the conventional interest-rate channel. The find-
ings indicate that monetary policy is more potent in economic environ-
ments where households hold high levels of debt relative to their income,
face a restricted access to credit, and changes in policy rates are quickly
passed through to changes in lending rates and interest expenses. We
demonstrate this in a setting where households are relatively highly in-
debted and loan and mortgage contracts with variable interest rates are
standard and non-exotic, covering nearly half of the outstanding debt.
Under such conditions, monetary policy can have a stronger effect on
real economic activity than what is predicted by conventional estimates,
where transmission operates first and foremost through intertemporal
substitution.

It is in order to emphasize the limitations of our study and the inter-
pretability of our results. Our empirical analysis is directed and limited
to illustrating the cash-flow effect of changes in interest rates and cannot
speak directly to the effects that monetary policy may have on the sup-
ply of credit. This may be an important channel, particularly at times
when central banks make large changes to their policy rates. Specifi-
cally, we are unable to characterize the general equilibrium effect of the
cash-flow channel on aggregate consumption in the economy. However,
recent and contemporaneous research has highlighted the aggregate im-
portance of the cash-flow channel (Cloyne et al., 2019). Another channel
that we have not been able to incorporate into our analysis, but believe
to be important, is that monetary policy may have heterogeneous effects
on household consumption by affecting the distribution of wealth in the
economy. This mechanism has been highlighted in recent theoretical work
(Auclert, 2019). Empirically evaluating these other mechanisms remains
an interesting, yet challenging, task for future research.
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Figure 4.2: Shares of the Mortgage Stock by Duration of Interest Rate
Fixation
Note: The variable mortgage rate is defined as 3 months or shorter. The data source is Figure
A30 in Sveriges Riksbank (2015).
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Figure 4.1: Share of Mortgage Issuances by Duration of Interest Rate
Fixation
Note: The variable mortgage rate is defined as 3 months or shorter. The data source is Figure
A18 in Sveriges Riksbank (2012).
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Figure 4.4: Assets, Debt, and Interest Expenses
Note: The figure displays renters’ and homeowners’ assets, debt, and interest expenses nor-
malized by disposable income. The second and third category report homeowners with a
debt-to-income ratio of less than 3 and equal to or greater than 3, respectively. The last
category is referred to as “high DTI” homeowners. 9.2 percent of all homeowners belong to
this category. The left-hand panels display means and the right-hand panels display medians
within each group.
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Figure 4.5: The Repo Rate and Relative Consumption Growth
Note: The left-hand panel depicts relative consumption growth measured as the median
consumption growth among homeowners with a high debt-to-income ratio minus the median
consumption growth of homeowners with a high debt-to-income ratio and an interest rate
correlation above the median. The right-hand panel depicts the same difference evaluated at
the mean.
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Table 4.1: Consumption Responses to Changes in Interest Rates

(1) (2) (3) (4)

A. Monetary Policy Rate
All Households Homeowners

∆r ×DTI -0.260*** -0.266*** -0.199*** -0.211***
(0.058) (0.058) (0.075) (0.075)

Liquid assets to income No Yes No Yes
Mean DTI 0.88 0.88 1.27 1.27
Observations 265,675 265,675 153,997 153,997
Clusters (households) 64,158 64,158 37,547 37,547

B. Aggregate Household Rate
All Households Homeowners

∆r ×DTI -0.622*** -0.631*** -0.594*** -0.616***
(0.087) (0.087) (0.114) (0.114)

Liquid assets to income No Yes No Yes
Mean DTI 0.88 0.88 1.27 1.27
Observations 265,675 265,675 153,997 153,997
Clusters (households) 64,158 64,158 37,547 37,547

Notes: In panel A, ∆r is the year-on-year change in the monetary policy (repo) interest
rate, set by the Central Bank’s monetary policy committee. In panel B, ∆r is the year-on-
year change in the average household interest rate computed by Statistics Sweden based
on all loans to households. DTI denotes the ratio of debt-to-income. All specifications
include individual fixed effects, year fixed effects and a set of controls containing a fourth
polynomial in age, the number of children, the change in the number of children as
well as interactions between the change in the monetary policy interest rate and young
(dummy for < 40), old (dummy for ≥ 60) and children (dummy for having children).
Robust standard errors, clustered at the household level, are in parenthesis.*** p<0.01,
** p<0.05, * p<0.1
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Table 4.2: Consumption Responses to Changes in Interest Rates

Instrumented with Monetary Policy Shocks

(1) (2) (3) (4)

A. Monetary Policy Rate
All Households Homeowners

∆r ×DTI -0.400*** -0.400*** -0.413*** -0.415***
(0.078) (0.078) (0.103) (0.103)

Liquid assets to income No Yes No Yes
Mean DTI 0.88 0.88 1.27 1.27
Observations 265,675 265,675 153,997 153,997
Clusters (households) 64,158 64,158 37,547 37,547

B. Aggregate Household Rate
All Households Homeowners

∆r ×DTI -0.529*** -0.528*** -0.538*** -0.539***
(0.111) (0.111) (0.146) (0.146)

Liquid assets to income No Yes No Yes
Mean DTI 0.88 0.88 1.27 1.27
Observations 265,675 265,675 153,997 153,997
Clusters (households) 64,158 64,158 37,547 37,547

Notes: In panel A, ∆r is the year-on-year change in the monetary policy (repo) interest
rate, set by the Central Bank’s monetary policy committee. In panel B, ∆r is the year-
on-year change in the average household interest rate computed by Statistics Sweden
based on all loans to households. DTI denotes the ratio of debt-to-income. Changes
in interest rates are instrumented with monetary policy shocks; see the main text for
details. All specifications include individual fixed effects, year fixed effects and a set of
controls containing a fourth polynomial in age, the number of children, the change in the
number of children as well as interactions between the change in the monetary policy
interest rate and young (dummy for < 40), old (dummy for ≥ 60) and children (dummy
for having children). Robust standard errors, clustered at the household level, are in
parenthesis.*** p<0.01, ** p<0.05, * p<0.1.
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Table 4.3: Consumption Responses to Interest Rate Changes by Interest
Rate Duration

(1) (2) (3) (4)

All Households Homeowners
Interest Duration1 ×∆r ×DTI 0.028 0.019 0.066 0.048

(0.123) (0.123) (0.144) (0.144)
Interest Duration2 ×∆r ×DTI 0.051 0.046 0.181 0.167

(0.101) (0.101) (0.118) (0.118)
Interest Duration3 ×∆r ×DTI -0.308*** -0.314*** -0.247*** -0.260***

(0.097) (0.097) (0.111) (0.111)
Interest Duration4 ×∆r ×DTI -0.472*** -0.473*** -0.407*** -0.415***

(0.092) (0.092) (0.104) (0.104)
Interest Duration5 ×∆r ×DTI -0.409*** -0.414*** -0.351*** -0.364***

(0.110) (0.110) (0.120) (0.120)

Liquid assets to income No Yes No Yes
Observations 265,675 265,675 153,997 153,997
Clusters (households) 64,158 64,158 37,547 37,547

Notes: ∆repo rate is the year-on-year change in the monetary policy (repo) interest rate, set by
the Central Bank’s monetary policy committee. DTI denotes the ratio of debt-to-income. Interest
DurationX refers to 5 indicator variables for quantiles of the distribution of correlation coefficients
between the household-specific interest rate and the monetary policy rate; see the main text for
details. In all columns there is a statistically significant difference between each of the three top
InterestDuration groups and the bottom two groups. All specifications include individual fixed
effects, year fixed effects and a set of controls containing a fourth polynomial in age, the number
of children, the change in the number of children as well as interactions between the change in the
monetary policy interest rate and young (dummy for < 40), old (dummy for ≥ 60) and children
(dummy for having children). Robust standard errors, clustered at the household level, are in
parenthesis.*** p<0.01, ** p<0.05, * p<0.1
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Table 4.4: Consumption Responses to Interest Rate Changes by Interest
Rate Duration – Instrumented with Monetary Policy Shocks

(1) (2) (3) (4)

All Households Homeowners
Interest Duration1 ×∆r ×DTI -0.106 -0.111 -0.087 -0.098

(0.164) (0.164) (0.193) (0.193)
Interest Duration2 ×∆r ×DTI -0.234* 0.234* 0.117 -0.157

(0.131) (0.131) (0.157) 0.157
Interest Duration3 ×∆r ×DTI -0.463*** -0.464*** -0.455*** -0.458***

(0.124) (0.124) (0.144) (0.144)
Interest Duration4 ×∆r ×DTI -0.566*** -0.563*** -0.654*** -0.652***

(0.125) (0.125) (0.145) (0.145)
Interest Duration5 ×∆r ×DTI -0.489*** -0.490*** -0.508*** -0.510***

(0.150) (0.150) (0.166) (0.166)

Liquid assets to income No Yes No Yes
Observations 265,675 265,675 153,997 153,997
Clusters (households) 64,158 64,158 37,547 37,547

Notes: ∆r is the year-on-year change in the monetary policy (repo) interest rate, set by the
Central Bank’s monetary policy committee. DTI denotes the ratio of debt-to-income. Changes in
interest rates are instrumented with monetary policy shocks; see the main text for details. Interest
DurationX refers to 5 indicator variables for quantiles of the distribution of correlation coefficients
between the household-specific interest rate and the monetary policy rate; see the main text for
details. In all columns there is a statistically significant difference between each of the three top
InterestDuration groups and the bottom group. In columns (3) and (4) for homeowners, there
is also a statistically significant difference between each of the three top InterestDuration and
the second quantile group. All specifications include individual fixed effects, year fixed effects and
a set of controls containing a fourth polynomial in age, the number of children, the change in
the number of children as well as interactions between the change in the monetary policy interest
rate and young (dummy for < 40), old (dummy for ≥ 60) and children (dummy for having
children). Robust standard errors, clustered at the household level, are in parenthesis.*** p<0.01,
** p<0.05, * p<0.1.
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Appendices

4.A Details on the Model

4.A.1 Derivation of the log-linear expression for hand-to-
mouth behavior

Let us again consider at, net financial assets. Starting from equation (4.2)
we then want to approximate:

log(ct) = log(yt + rt · at). (4.8)

We use a first-order Taylor approximation of the form f(x) = f(x∗) +

(x− x∗)f ′(x∗). The left-hand side in (4.8) is then approximated by:

log(ct) = log(c∗) + (ct − c∗)
1

c∗
, (4.9)

while the right-hand side is approximated by (remember that we assume
that the net financial assets are kept constant):

log(yt+rt ·at) = log(y∗+r∗ ·a∗)+[(yt+rt ·at)−(y∗+r∗ ·a∗)] 1

y∗ + r∗ · a∗ .
(4.10)

Now, use y∗ + r∗ · a∗ = c∗ to simplify (4.10):

log(yt + rt · at) = log(c∗) + [(yt + rt · at)− (y∗ + r∗ · a∗)] 1

c∗

= log(c∗) +
yt − y∗
c∗

+
(rt − r∗)a∗

c∗

= log(c∗) +
y∗

c∗
yt − y∗
y∗

+
y∗

c∗
a∗

y∗
(rt − r∗)

= log(c∗) + θ
yt − y∗
y∗

+ θ
a∗

y∗
(rt − r∗). (4.11)

Substitute (4.9) and (4.11) into (4.8) to obtain:
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(ct − c∗)
c∗

= θ
yt − y∗
y∗

+ θ
a∗

y∗
(rt − r∗). (4.12)

Finally use the approximation xt−x∗
x∗ = log(xt)− log(x∗) to obtain:

∆log(ct) = θ∆log(yt) + θ
a∗

y∗
∆rt. (4.13)

4.A.2 Optimizing households – Alternative timing
assumptions

The optimizing household’s problem is as follows. We ignore uncertainty
in returns and labor income and only consider the effects of unanticipated
shocks to the short-term interest rate. Optimizing households solve:

max E0

T i−1∑
t=0

βtu
(
cit
)
, (4.14)

subject to the budget constraint:

T i−1∑
t=0

R−1
t

(
cit − yit

)
= (1 + r0) ai0, (4.15)

where R0 = 1 and Rt = (1 + rt)Rt−1 for t ≥ 1, and where β denotes the

discount factor and the utility function is u (c) =
c1− 1

σ(
1− 1

σ

) .
The solution to this problem is characterized by the Euler equation

which determines consumption growth:

cit+1

cit
= [β (1 + rt+1)]σ , (4.16)

and

ci0 =
Y i + (1 + r0) ai0∑T i−1

t=0 Rσ−1
t βσt

, (4.17)

which determines the level of consumption. Y i is the present value of
the household’s income stream. The Euler equation demonstrates that
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the percentage consumption response to anticipated interest rate move-
ments is identical for all optimizing households in the economy. However,
there is some heterogeneity in the response to unanticipated interest-rate
changes when households have different levels of wealth and/or remain-
ing life-spans.

We refer to the solution given by (4.16) and (4.17) for a given constant
interest rate as the steady state. For these households, the response,
measured as an elasticity, to a change in the interest rate is:

∆ log ct ≈ σ ·∆rt. (4.18)

Below we analyze scenarios when a household has chosen c0 in steady
state and then learns at the beginning of period 1 that either r2 has
changed or that r1 has changed. In the first case, the household chooses
c1 so that the relation between c1 and c2 remains consistent with the
Euler equation. The level of c1 (and consumption in periods thereafter)
in relation to the initial steady-state consumption (c0) is, however, also
affected – exactly how depends on the household’s initial (net) wealth.
In the second case, all forward-looking interest rates are unaffected. The
household does therefore not want to reoptimize the slope of its con-
sumption path. But the surprise in the return on savings between period
0 and 1 has consequences for the household’s available resources at the
beginning of period 1. This wealth or cash-flow effect thus affects the
relation between c0 and all future consumption levels.

Timing assumption 1: new information about the future inter-
est rate

We first explore the assumption that the household has chosen c0 accord-
ing to (4.17), but that, at the beginning of period t = 1, it learns that
the interest rate will be r̃2 instead of the anticipated r2. The household
will then reoptimize at the beginning of period t = 1, resulting in:

∆ log ci1 ≈ α+ γi (r̃2 − r2) , (4.19)
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where ∆ log ci1 denotes the deviation in c1 away from steady state and α
is a term common to all households, where:

γi ≈ −T
i − 2

T i − 1

(
T i

T i + ai/yi
+ σ − 1

)
, (4.20)

and where the last approximation builds on the assumption that there
is little discounting, that the interest rate is close to zero, and that the
household has a flat income profile. In this forward-looking scenario,
there are three effects that determine the response: a substitution ef-
fect, an income effect, and a cash-flow effect. Notice that apart from
accounting for a finite horizon, equation (4.19) is essentially equal to
the negative of equation (4.18). The difference in signs appears because
equation (4.18) considers changes to log(c2) − log(c1) in response to a
change in r2.

Timing assumption 2: new information about the realized in-
terest rate

We also explore the assumption that the household has chosen c0 ac-
cording to (4.17), but that the interest rate turns out to be r̂1 instead of
the anticipated r1. The household will then reoptimize at the beginning
of period t = 1, resulting in:

∆ log ci1 ≈ α+ δi
ai

yi
(r̂1 − r1) , (4.21)

where α is, again, a term common to all households. The individual-
specific factor δ in this expression can be approximated as:

δi ≈ 1

T i + ai/yi
, (4.22)

if there is little discounting, the interest rate is close to zero, and if
the household has a flat income profile over the life cycle. The fact that
future interest rates remain at a steady state shuts down the substitution
effect. Nonetheless, the response of typical optimizers is of an order of
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magnitude smaller than for hand-to-mouth households (provided that
T i � |ai/yi|).

4.A.3 Quantitative analysis

We report model estimates based on a simple model simulation. We set
β = 0.98, y = 1, and let T be uniformly distributed between 10 and
50 years. Debt-to-income, the negative of a

y , is uniformly distributed
between 0 and 5. The experiment is that the interest rate increases for
one period from 0.02 to 0.03.

We estimate the regression:

∆ log ci = β0 + β1DTIi ×∆r + εi, (4.23)

where subscript t = 1 has been omitted. Columns (1) to (3) of Table
4.5 report estimates for optimizers that behave as in Section 4.A.2. The
EIS (σ) varies between 0.5 (column 1), 1.0 (column 2), and 1.5 (column
3). This parameter determines the common response of all households
and is identified by the intercept in each regression. The estimate on
∆r×DTIi indicates that the percentage response in consumption growth
is amplified by 0.071 for each unit of additional debt-to-income.

The mean response is estimated to be −0.179 percent. Whether opti-
mizers can adjust period-0 consumption (columns 1 to 3), or not (column
4) does not matter to any great extent for the response. Column 5 focuses
on a sample of households that display hand-to-mouth behavior as given
by equation (4.2). The estimate in this sample is 16 times larger than the
estimate of column (2). The response is essentially proportional to the
debt-to-income ratio. Finally, column (6) reports estimates if optimizers
and hand-to-mouth households are mixed 50-50, simply by combining
the samples of columns 2 and 5. At −0.607, the estimate in the com-
bined sample is equal to the average of the two estimates. The mean
response is −1.53 percent and the response amplitude varies by 0.607
percent for each unit of debt-to-income.
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4.A.4 Extension of the model to FRMs

It is straightforward to extend the simple model to include an FRM.
The most simple form of FRM would involve a non-amortizing mortgage
with a fixed interest rate, i.e., independent of the experiment above,
that is paid back in full at time T. In the above setting, the response of a
household that holds such a mortgage to a temporary one-period change
to the short-term interest rate would be minuscule.
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4.B Supplementary Figures and Tables
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Figure 4.6: Monetary policy shocks and changes in the monetary policy
(repo) rate
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Figure 4.7: Household interest rates and correlations with the repo rate
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Note: The left-hand panel displays the cross-sectional distribution of correlations between the
repo rate and the household interest rate. The right-hand panel displays the cross-sectional
distribution of household interest rates.
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Table 4.6: Summary statistics

All Renters Homeowners
(1) (2) (3)

Sociodemographics
Disposable income 251 180 303

(151) (89) (148)
Disposable income a.e. 148 131 160

(55) (46) (57)
Age 55 56 54

(17) (19) (16)
Household size 2.26 1.77 2.62

(1.48) (1.33) (1.49)
< High school (share) 15.31 19.58 12.22
High school (share) 61.04 62.77 59.79
> High school (share) 23.64 17.65 27.99

Consumption measure
Consumption 241 180 285

(137) (93) (147)
Consumption a.e. 143 132 151

(58) (50) (61)
Balance sheet items
Debt 284 65 444

(422) (121) (486)
Debt-to-income 0.88 0.33 1.27

(1.10) (0.64) (1.19)
Interest rate* 5.19 5.21 5.18

(3.44) (5.06) (2.20)
Correlation measure* 0.37 0.18 0.46

(0.55) (0.61) (0.49)
Interest share 4.10 1.14 6.24

(5.35) (2.54) (5.82)
Illiquid assets 635 - 1,096

(901) - (946)
Liquid assets 126 69 168

(247) (186) (277)
Liquid assets-to-income 0.58 0.45 0.68

(1.30) (1.24) (1.34)
Loan-to-value* 0.45 - 0.45

(0.001) - (0.001)
Unique households 64,158 26,611 37,547

Notes: The values are in 1,000 Swedish Krona or in percent (averages). Values in paren-
thesis are (s.d.). ’a.e.’ refers to an adult equivalent. The scaling factor follows OECD,
assigning a weight of 1 to the first household member, 0.7 to each additional adult and 0.5
to each child. Age and education refer to the household head.
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Table 4.7: Summary statistics and balance by mortgage type

FRM ARM ARM – FRM
(1) (2) (3)

Sociodemographics
Disposable income 324 336 11.821***

(140) (147) (1.588)
Disposable income a.e. 164 167 2.936***

(56) (59) (0.620)
Age 50 50 0.090

(13) (13) (0.153)
Household size 2.82 2.89 0.069***

(1.48) 1.49 (0.017)
Consumption measure
Consumption 301 314 12.787***

(139) (149) (1.501)
Consumption a.e. 152 156 3.315***

(58) (61) (0.582)
Balance sheet items
Debt 500 556 55.576***

(471) (500) (5.358)
Debt-to-income 1.46 1.57 0.115***

(1.14) 1.16 (0.013)
Interest rate 5.38 5.04 -0.334***

(2.40) (1.89) (0.020)
Interest share 7.37 7.47 0.001*

(5.79) (5.43) (0.001)
Illiquid assets 1,120 1,220 99.430***

(934) (996) (10.453)
Liquid assets 135 139 3.175

(225) (229) (2.388)
Liquid assets-to-income 0.43 0.42 -0.003

(0.74) (0.71) (0.008)
Loan-to-Value* 0.52 0.55 0.022***

(0.002) (0.002) (0.005)
Unique households 15,695 15,857 31,552

Notes: Columns (1) and (2) report summary statistics by groups of homeowners with
a different duration of debt, where High (Low) represents groups with a correlation of
household interest rates with the repo rate below (above) the median among homeowners.
Values are in 1,000 Swedish Krona or in percent (averages). Values in parenthesis are (s.d.).
Column (3) reports regression coefficients from single variable regressions on an indicator
of having a highly variable interest rate. Standard errors, reported in parenthesis below,
are clustered at the household level. *) For the loan-to-value ratio, the mean for percentile
99 and below is reported. See Table 4.6 for further details.
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Table 4.9: Consumption Responses to Changes in the Monetary Policy
Rate

(1) (2) (3) (4) (5)

All Households
∆r ×DTI -0.260*** -0.266*** -0.295*** -0.367*** -0.473***

(0.058) (0.058) (0.055) (0.056) (0.053)

Liquid assets to income No Yes No No Yes
Consumption to income No No Yes No Yes
Income growth No No No Yes Yes

Mean DTI 0.88 0.88 0.88 0.88 0.88
Observations 265,675 265,675 265,675 265,675 265,675
Clusters (households) 64,158 64,158 64,158 64,158 64,158

Homeowners
∆r ×DTI -0.199*** -0.211*** -0.447*** -0.236*** -0.581***

(0.075) (0.075) (0.073) (0.074) (0.072)

Liquid assets to income No Yes No No Yes
Consumption to income No No Yes No Yes
Income growth No No No Yes Yes

Mean DTI 1.27 1.27 1.27 1.27 1.27
Observations 153,997 153,997 153,997 153,997 153,997
Clusters (households) 37,547 37,547 37,547 37,547 37,547

Notes: ∆r is the year-on-year change in the monetary policy (repo) interest rate, set by
the Central Bank’s monetary policy committee. DTI denotes the ratio of debt-to-income.
All specifications include individual fixed effects, year fixed effects and a set of controls
containing a fourth polynomial in age, the number of children, the change in the number
of children as well as interactions between the change in the monetary policy interest rate
and young (dummy for < 40), old (dummy for ≥ 60) and children (dummy for having
children). Robust standard errors, clustered at the household level, are in parenthesis.***
p<0.01, ** p<0.05, * p<0.1
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Table 4.10: Consumption Responses to Average Household Interest Rate

(1) (2) (3) (4) (5)

All Households
∆r ×DTI -0.622*** -0.631*** -0.837*** -0.741*** -1.076***

(0.087) (0.087) (0.084) (0.085) (0.080)

Liquid assets to income No Yes No No Yes
Consumption to income No No Yes No Yes
Income growth No No No Yes Yes

Mean DTI 0.88 0.88 0.88 0.88 0.88
Observations 265,675 265,675 265,675 265,675 265,675
Clusters (households) 64,158 64,158 64,158 64,158 64,158

Homeowners
∆r ×DTI -0.594*** -0.616*** -1.177*** -0.624*** -1.370***

(0.114) (0.114) (0.112) (0.112) (0.111)

Liquid assets to income No Yes No No Yes
Consumption to income No No Yes No Yes
Income growth No No No Yes Yes

Mean DTI 1.27 1.27 1.27 1.27 1.27
Observations 153,997 153,997 153,997 153,997 153,997
Clusters (households) 37,547 37,547 37,547 37,547 37,547

Notes: ∆r is the year-on-year change in the average household interest rate computed
by Statistics Sweden based on all loans to households. DTI denotes the ratio of debt-
to-income. All specifications include individual fixed effects, year fixed effects and a set
of controls containing a fourth polynomial in age, the number of children, the change
in the number of children as well as interactions between the change in the monetary
policy interest rate and young (dummy for < 40), old (dummy for ≥ 60) and children
(dummy for having children). Robust standard errors, clustered at the household level, are
in parenthesis.*** p<0.01, ** p<0.05, * p<0.1.
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Table 4.11: Consumption Responses to Changes in the Monetary Policy
Rate – Instrumented with Monetary Policy Shocks

(1) (2) (3) (4) (5)

All Households
∆r ×DTI -0.400*** -0.400*** -0.716*** -0.461*** -0.853***

(0.078) (0.078) (0.074) (0.076) (0.070)

Liquid assets to income No Yes No No Yes
Consumption to income No No Yes No Yes
Income growth No No No Yes Yes

Mean DTI 0.88 0.88 0.88 0.88 0.88
Observations 265,675 265,675 265,675 265,675 265,675
Clusters (households) 64,158 64,158 64,158 64,158 64,158

Homeowners
∆r ×DTI -0.413*** -0.415*** -1.035*** -0.403*** -1.093***

(0.103) (0.103) (0.098) (0.101) (0.096)

Liquid assets to income No Yes No No Yes
Consumption to income No No Yes No Yes
Income growth No No No Yes Yes

Mean DTI 1.27 1.27 1.27 1.27 1.27
Observations 153,997 153,997 153,997 153,997 153,997
Clusters (households) 37,547 37,547 37,547 37,547 37,547

Notes: ∆r is the year-on-year change in the monetary policy (repo) interest rate, set by
the Central Bank’s monetary policy committee. DTI denotes the ratio of debt-to-income.
Changes in interest rates are instrumented with monetary policy shocks; see the main
text for details. All specifications include individual fixed effects, year fixed effects and a
set of controls containing a fourth polynomial in age, the number of children, the change
in the number of children as well as interactions between the change in the monetary
policy interest rate and young (dummy for < 40), old (dummy for ≥ 60) and children
(dummy for having children). Robust standard errors, clustered at the household level, are
in parenthesis.*** p<0.01, ** p<0.05, * p<0.1
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Table 4.12: Consumption Responses to Average Household Interest Rate
– Instrumented with Monetary Policy Shocks

(1) (2) (3) (4) (5)

All Households
∆r ×DTI -0.529*** -0.528*** -1.000*** -0.611*** -1.186***

(0.111) (0.111) (0.105) (0.108) (0.100)

Liquid assets to income No Yes No No Yes
Consumption to income No No Yes No Yes
Income growth No No No Yes Yes

Mean DTI 0.88 0.88 0.88 0.88 0.88
Observations 265,675 265,675 265,675 265,675 265,675
Clusters (households) 64,158 64,158 64,158 64,158 64,158

Homeowners
∆r ×DTI -0.538*** -0.539*** -1.452*** -0.521*** -1.524***

(0.146) (0.145) (0.140) (0.144) (0.137)

Liquid assets to income No Yes No No Yes
Consumption to income No No Yes No Yes
Income growth No No No Yes Yes

Mean DTI 1.27 1.27 1.27 1.27 1.27
Observations 153,997 153,997 153,997 153,997 153,997
Clusters (households) 37,547 37,547 37,547 37,547 37,547

Notes: ∆r is the year-on-year change in the average household interest rate computed
by Statistics Sweden based on all loans to households. DTI denotes the ratio of debt-to-
income. Changes in interest rates are instrumented with monetary policy shocks; see the
main text for details. All specifications include individual fixed effects, year fixed effects and
a set of controls containing a fourth polynomial in age, the number of children, the change
in the number of children as well as interactions between the change in the monetary
policy interest rate and young (dummy for < 40), old (dummy for ≥ 60) and children
(dummy for having children). Robust standard errors, clustered at the household level, are
in parenthesis.*** p<0.01, ** p<0.05, * p<0.1.
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Table 4.13: Consumption Responses to Interest Rate Changes by Interest
Rate Correlation

(1) (2) (3) (4)

OLS
All Households Homeowners

Corr×∆r ×DTI -0.478*** -0.468*** -0.499*** -0.490***
(0.093) (0.093) (0.102) (0.102)

∆r ×DTI -0.098 -0.109 0.002 -0.017
(0.076) (0.076) (0.094) (0.094)

Liquid assets to income No Yes No Yes
Mean DTI 0.88 0.88 1.27 1.27
Observations 265,675 265,675 153,997 153,997
Clusters (households) 64,158 64,158 37,547 37,547

IV
All Households Homeowners

Corr×∆r ×DTI -0.413*** -0.404*** -0.485*** -0.473***
(0.124) (0.123) (0.135) (0.135)

∆r ×DTI -0.158 -0.167 -0.107 -0.116
(0.099) (0.100) (0.125) (0.124)

Liquid assets to income No Yes No Yes
Mean DTI 0.88 0.88 1.27 1.27
Observations 192,242 192,242 129,406 129,406
Clusters (households) 46,801 46,801 31,552 31,552

Notes: ∆r is the year-on-year change in the monetary policy (repo) interest rate, set
by the Central Bank’s monetary policy committee. DTI denotes the ratio of debt-to-
income. In the bottom panel, changes in interest rates are instrumented with monetary
policy shocks. All specifications include individual fixed effects, year fixed effects and a
set of controls containing a fourth polynomial in age, the number of children, the change
in the number of children as well as interactions between the change in the monetary
policy interest rate and young (dummy for < 40), old (dummy for ≥ 60) and children
(dummy for having children). Robust standard errors, clustered at the household level,
are in parenthesis.*** p<0.01, ** p<0.05, * p<0.1.
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Table 4.14: Consumption Responses to Individual Interest Rates and
Expenses

(1) (2) (3) (4)

Dependent variable: ∆ log ci,t ∆ci,t
∆ri ×DTI -0.181*** -0.180*** – –

(0.044) (0.044) – –

∆interest expensesi – – -0.164*** -0.164***
– – (0.057) (0.057)

Liquid assets to income No Yes No Yes
Mean DTI 1.40 1.40 1.40 1.40
Observations 168,994 168,994 168,994 168,994
Clusters (households) 46,041 46,041 46,041 46,041

Notes: ∆ri is the year-on-year change in the average household-specific interest rate, com-
puted according to equation (4.7). ∆interest expensesi is the year-on-year change in house-
holds’ total interest expenses. DTI denotes the ratio of debt-to-income. All specifications
include individual fixed effects, year fixed effects and a set of controls containing a fourth
polynomial in age, the number of children, change in the number of children as well as in-
teractions between the change in the monetary policy interest rate and young (dummy for
< 40), old (dummy for ≥ 60) and children (dummy for having children). Robust standard
errors, clustered at the household level, are in parenthesis.*** p<0.01, ** p<0.05, * p<0.1.





Sammanfattning

Denna avhandling består av fyra oberoende och fristående uppsatser
inom arbetsmarknadsekonomi och makroekonomi. Trots att varje upp-
sats bidrar till ett specialiserat ämne så kan de alla sägas ha en min-
sta gemensam nämnare. Alla uppsatserna utgör, åtminstone delvis, en
undersökning av betydelsen av anpassningshinder och deras implika-
tioner för att förstå individers och hushålls beteenden. I många tradi-
tionella modeller, så som för tillgången på arbetskraft, val av bosät-
tningsplats och intertemporär konsumtion, optimerar individer sitt be-
teende utan hinder. Om individer emellertid står inför så dana hinder som
sökkostnader, tim- och organisatoriska begräsningar, flyttkostnader och
likviditets- och lånebegräsningar, som hämmar och förvanskar omallok-
eringen av faktorer, så tyder det på att ekonomiska chocker och fluktua-
tioner kan ha allokeringskonsekvenser. Därför skapar förekomsten av hin-
der utrymme för en välfärdsförbättrande ekonomisk politik. I skenet av
detta utgör förståelsen för omfattningen och implikationerna av hindren
ett grundläggande forskningsprogram inom arbetsmarknadsekonomi och
makroekonomi. Denna avhandling bidrar till detta program.

När jag nu har försett läsaren med detta, i och för sig generella,
samband mellan uppsatserna, går jag vidare med att sammanfatta rönen
och bidragen i varje uppsats, en i taget.

Intertemporär tillgång på arbetskraft
Under åtminstone de senaste 50 åren så har ekonomer frågat sig hur
tillgången på arbetskraft reagerar på tillfälliga löneförändringar. Svaret

415



416 SAMMANFATTNING

sammanfattas generellt av Frischelasticiteten, som mäter hur mycket
människor är villiga at arbeta i dag relativt i morgon, om deras löner
är högre i dag an imorgon. Att förstå i vilken utsträckning människors
arbetskraftsutbud är intertemporärt elastiskt är en grundläggande fråga
inom arbetsmarknadsekonomi och makroekonomi.

Det finns en stor räckvidd av åsikter vad gäller Frischelasticitetens
storlek. Åena sidan kräver makroekonomiska modeller generellt att den
är större för att den periodiska rörelsen i sysselsättning ska svara emot
lönerörelser. Åandra sidan så har de begränsade existerande bevisen på
mikronivå, trots att de inte är avgörande, frekvent beräknat elasticiteter
som är små och statistiskt omöjliga att särskilja från noll.

Detta är kanske inte speciellt förvånande när man inser att en
kausal beräkning kräver exogena och temporära löneförändringar.
Dessa är notoriskt svåra att finna. Vidare kompliceras beräkningen av
organisatoriska egenskaper och beteendeegenskaper. För det första
står sannolikt många människor inför vissa hinder vad gäller hur de
kan anpassa sin arbetstid. För det andra så kan tillfälliga möjligheter
att arbeta till en högre lön, så som ändringar i skatteregler, vara
komplicerade att förstå eller kan helt enkelt passera osedda. Båda
egenskaperna dämpar sannolikt elasticitetberäkningarna. Som ett
resultat av detta kan det, till exempel, visa sig vara svårt att separera
ut effekten av hinder från en begränsad vilja att intertemporärt anpassa
arbetet, om man inte studerar individer som har starka och påtagliga
incitament.

I den första uppsatsen Labor Supply Responses and Adjustment Fric-
tions: A Tax-Free Year in Iceland (Gensvar från arbetskraften och an-
passningshinder – ett skattefritt år på Island), övervinner jag dessa prob-
lem genom att använda en ovanlig skattereform på Island som ledde till
ett år utan inkomstbeskattning. Detta inträffade till följd av en övergång
mellan två olika system för inkassering av inkomstskatt. Reformen gener-
erade en väldigt stor och påtaglig ökning i människors lön efter skatt och
gav dem ett starkt incitament att arbeta mer under ett enda år. Sålunda
erbjuder det skattefria året ett nästan idealiskt naturligt experiment för
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att studera intertemporärt arbetskraftsutbud.
Det främsta bidraget i denna uppsats är inte enbart trovärdiga

beräkningar av Frischelasticiter utan även flera nya insikter om
de faktorer som skapar människors gensvar i form av arbetskraft.
Genom att använda en uppsättning av två kompletterande
identifikationsstrategier, beräknar jag både elasticiteten på den
intensiva marginalen, vilken mäter svaren i timmar bland det antal
människor som redan är anställda, och elasticiteten på den extensiva
marginalen, som mäter svaren i antalet människor som redan är
anställda. Jag identifierar så väl en relativt stor intensiv elasticitet på
marginalen uppgående till 0,4 som en positiv effekt på sysselsättningen.
Den senare effekten drivs helt av gensvaret från yngre och äldre
kohorter som skjuter upp utbildning eller pension när lönerna
temporärt är höga.

Det är osannolikt att de temporära incitamenten, som uppstod till
följd av det skattefria året, kommer att medföra enhetliga svar för hela
befolkningen. Emellertid så har tidigare arbete koncentrerats på under-
grupper i befolkningen. Ett viktigt bidrag med denna uppsats är att
bryta ny mark genom att belysa de aggregerade gensvarens struktur, då
man utnyttjar den kombination som möjliggörs av en ovanlig miljö och
rika data. Denna analys avslöjar tre nyckelfaktorer som skapar gensvar
i form av arbetskraft. För det första så är individer med en låg anknyt-
ning till arbetsmarknaden mycket mer lättpåverkade än en genomsnittlig
arbetstagare. För det andra är arbetstagare med flexibla jobb ganska
lättpåverkade, betydligt mer än de som är begränsade i sina arbeten.
Emellertid så är det intressant att notera att arbetstagare som är be-
gränsade i sina huvudsakliga arbeten tar ett andra arbete. Detta gör det
möjligt för dem att, åtminstone delvis, övervinna de hinder som de står
inför i sina primära arbeten. För det tredje, medan gifta kvinnor, främst
de som har flera barn, har en större elasticitet än sina män, finns det
inga könsskillnader mellan ensamstående män och kvinnor. Detta bet-
onar att det är osannolikt att de könsskillnader i arbetskraftsutbudselas-
ticitet som ofta beräknas speglar medfödda könsskillnader, utan snarare
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hur hushållet är organiserat. Relaterat till detta så ger uppsatsen bevis
på ömsesidigt beroende i makarnas arbetskraftsutbud och resultaten ty-
der på att hushållens totala gensvar dämpades relativt ett alternativ där
makarna har erfarit ett skattefritt år var för sig.

Kostnader och fördelar med geografisk mobilitet
En ofta gjord observation är att lönerna skiljer sig enormt mellan olika
platser. Tolkningen av dessa skillnader är, emellertid, inte uppenbar. En
tolkning är att de speglar stora flyttkostnader som hindrar arbetskraft-
srörlighet och begränsar arbetstagarna när det gäller att dra fördel av
arbitragemöjligheter, vilket leder till en spatial felallokering av arbet-
skraft. Emellertid tyder inte inkomstskillnader mellan innevånarna på
en plats relativt en annan på en kausal effekt av att flytta. En annan
tolkning är därför att dessa inkomstskillnader eventuellt endast speglar
geografiska skillnader i skicklighet, där det sker en sortering av högpro-
duktiva arbetare till vissa platser, i motsats till att platsen har en direkt
kausal effekt på inkomsterna. Att särskilja mellan selektion och direkta
kausala effekter av platser kräver exogena omallokeringschocker vilka är
ovanliga.

I den andra uppsatsen, The Gift of Moving: Intergenerational Con-
sequences of a Mobility Shock (Gåvan av att flytta – intergenerationella
konsekvenser av en mobilitetschock), analyserar jag, tillsammans med
Emi Nakamura och Jón Steinsson, de långsiktiga konsekvenserna av val
av bostadsort som föranleddes av en verkligt slumpartad chock: ett vulka-
nutbrott. Den 23 januari 1973 inleddes ett vulkanutbrott på Västman-
naöarna, en liten ö utanför Islands kust. Samtliga innevånare evakuer-
ades omedelbart från ön. Utbrottet pågick under flera månader och ca
en tredjedel av husen på ön förstördes av lava. De personer vars hus
blev förstörda kompenserades för sina förluster genom en katastrofhjälps-
fond från regeringen. Utbrottet utgjorde emellertid en stor chock för mo-
biliteten, då det var mycket mindre sannolikt att de vars hus förstördes
av utbrottet återvände till staden efter utbrottet.

Det huvudsakliga rönet är att för de som var yngre än 25 år vid
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tiden för utbrottet så innebar flytten från Västmannaöarna till följd av
att deras hus blev förstört en stor ökning i de långsiktiga inkomsterna
av arbete och utbildning. Den kausala effekten av att flytta leder till
att de som flyttar fördubblar sin inkomst relativt kontrollgruppen och
att de slutför nästan ytterligare fyra års utbildning. Emellertid så tyder
resultaten på stora intergenerationella skillnader i vinsten av att flytta.
Medan förlusten av familjehemmet vid utbrottet och flytten till följd av
detta hade en positiv inverkan på barns och ungdomars inkomster som
vuxna, så var, om något, inkomsteffekterna för äldre kohorter, inklusive
deras föräldrar, aningen negativa. Våra resultat tyder därför på att inom
familjerna så skördar barnen stora fördelar av att flytta, medan deras
föräldrar bär kostnaderna.

De kausala effekter på inkomsterna under livstiden som är
förenade med att flytta tyder på att flyttkostnaderna måste vara
stora. Om så inte vore fallet, så skulle kontrollgruppen, vars hus ej
har blivit förstörda, ha haft en mycket större tendens att migrera.
Flyttkostnaderna speglar sannolikt en bred uppsättning informella,
kulturella, juridiska och ekonomiska barriärer. I vår miljö kan
flyttkostnaderna, åtminstone delvis, spegla begränsningar i hur föräldrar
uppfattar sina barns vinster av att flytta och i vilken utsträckning de
internaliserar potentiella vinster i familjens lokaliseringsval.

Våra resultat ger en speciellt intressant insikt när de ställs i kon-
trast till de existerande, om än visserligen fortfarande begränsade, ex-
perimentella och kvasiexperimentella bevisen för konsekvenserna av att
flytta. Dessa studier, vilka främst är koncentrerade på effekterna av att
flytta från fattigare till rikare platser, finner generellt en stor vinst med
att flytta. I vår miljö lämnar emellertid de som flyttar en av de städer
som har högst inkomster på Island till platser med lägre genomsnittliga
inkomster, inklusive Reykjavik. Även i denna miljö är avkastningen på
att flytta hög. Vi förklarar detta genom linsen på en modell med urval
baserat på komparativa fördelar. Modellen framhäver att när människor
har heterogena komparativa fördelar och står inför flyttkostnader är de
som förmås flytta när vulkanutbrottet minskar deras flyttkostnader de
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som är en dålig matchning för ön och vinner mest på att flytta.

Nominell lönestelhet och lönejusteringarnas natur
Alltsedan John Maynard Keynes Allmänna teori har nationalekonomerna
förstått att om priser och löner som fastställts i det förflutna är "stela"
och inte raskt kan justeras, kan en expansiv penningpolitik minska de-
ras värde och därigenom öka sysselsättningen och produktionen. Även
om en växande litteratur har gett rik information frän mikrodata om
prisjusteringars frekvens och egenskaper, har de empiriska bevis som up-
pskattar omfattningen av den nominella lönestelheten och dess relevans
för spridningen av penningpolitik varit väldigt sparsamma.

I den tredje uppsatsen, Time-Dependent or State-Dependent
Wage-Setting? Evidence from Periods of Macroeconomic Instability
(Tidsberoende eller statsberoende lönesättning? Bevis från perioder av
makroekonomisk instabilitet), tillsammans med Rannveig Sigurdardottir,
ger jag nya insikter i lönejusteringens natur. En avgörande begränsande
faktor för utvecklingen av litteraturen om nominell lönestelhet har varit
tillgången till lämpliga dataset. De flesta existerande dataset innehåller
enbart ett mått på inkomster vilka är produkten av timmar och lön,
eller egenrapporterade löner, vilket ofta erhålls genom förhållandet
mellan egenrapporterade inkomster och timmar. På annat sätt
använder vi unika administrativa data med en hög frekvens, vilka
samlas in direkt från företagens mjukvara för löner. Detta säkerställer
detaljerade och korrekta bevis och begränsar mätfel så som till följd av
division, avrundning eller felrapportering. Genom att använda dessa
detaljerade data presenterar vi en serie indikatorer för frekvensen av
och tidpunkten för lönejustering och graden av lönestelhet.

I den utsträckning som löner inte är helt flexibla har huruvida tid-
punkten för individuella löneförändringar är exogen eller påverkad av
förändringar i ekonomins tillstånd olika implikationer för omfattningen
på monetär ickeneutralitet. Om lönejusteringarna är tillståndsberoende,
exempelvis till följd av fasta kostnader när det gäller att förhandla om
och anpassa löner, kommer gensvaret på en monetär chock i form av
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produktion att mildras till följd av tydliga gensvar från de som behöver
anpassningarna bäst. Som jämförelse, om lönerna är tidsberoende, så
att lönerna justeras i förutbestämda eller exogena intervaller, kommer
de monetära chockerna generellt att ha mer bestående effekter på sys-
selsättningen och produktionen. I skenet av detta är det viktigt att em-
piriskt särskilja mellan dessa avgörande faktorer för tidpunkten för löne-
justeringar.

Våra rön tyder på att lönejusteringar inte enbart sker med
exogena eller förutbestämda intervaller, utan att de beror på de
makroekonomiska förutsättningarna. Tidpunkten för lönejusteringar
beror starkt på villkoren när lönerna justerades i det förflutna och
växande effekter av inflation och arbetslöshet under den nuvarande
löneperioden såväl som de samtida effekterna av stora makroekonomiska
chocker. Dessa resultat överensstämmer med fasta kostnader för
lönejusteringar (s k menykostnader) såväl som modeller med informella
hinder. Dessutom ökar frekvensen av nominella lönesänkningar efter
stora makroekonomiska chocker vilket står i strid med föreställningen
om en fallande nominell lönestelhet.

Penningpolitikens kassaflödeseffekten
En av makroekonomins äldsta och mest intensivt studerade frågor är
hur penningpolitiken påverkar det verkliga samhället. Det finns en om-
fattande litteratur som studerar de olika kanaler genom vilka penning-
politiken fungerar. Enligt den traditionella räntekanalen sänker en åt-
stramande penningpolitik realräntan och kapitalkostnaden och minskar
därigenom hushållens utgifter för konsumtion och samhällsinvesteringar.
En ränteökning till följd av penningpolitiken minskar också värdet på till-
gångar och genererar en negativ förmögenhetseffekt och en därav påföl-
jande utgiftsminskning. Högre aggregerade räntor kan också leda till att
bankerna minskar sitt kreditutbud, vilket ytterligare minskar konsumtion
och investeringar.

I den fjärde uppsatsen, Household Debt and Monetary Policy:
Revealing the Cash-Flow Channel (Hushållens skulder och penningpolitik
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– att avslöja kontantflödeskanalen), studerar jag, tillsammans med
Martin Flodén, Matilda Kilström och Roine Vestman, en ytterligare
överföringskanal. Enligt denna mekanism så har penningpolitiken en
direkt effekt på hushållens konsumtion genom att påverka deras utgifter
och därmed deras disponibla inkomst. En ökning av styrräntan går
direkt vidare till hushållens ränteutgifter om de har skulder med
kortsiktiga räntor, så som inteckningar till en justerbar räntesats.
Följaktligen minskar detta de totala resurser som hushållen har till sitt
förfogande. Om hushållen är framåtblickande och enkelt har tillgång till
krediter och disponibelt sparande leder kanske inte en minskning av
den disponibla inkomsten till lägre utgifter. Om hushållen emellertid är
myopiska eller likviditetsbegränsade så kommer ökade räntekostnader
att leda till minskade utgifter. Huruvida penningpolitiken påverkar
privata utgifter genom denna kanal, i tillägg till de mer sedvanliga
kanalerna, har varit en öppen fråga.

Genom att använda detaljerade administrativa data över
balansräkningar och svenska hushålls konsumtion, ger vi empiriska
bevis som stödjer betydelsen av denna kanal. Mer skuldsatta hushåll
reagerar avsevärt starkare på förändringar i styrräntan än de som är
mindre skuldsatta eller inte har någon skuld alls. Detta stämmer även
för relativt rika hushåll som har största delen av sin förmögenhet i
bostäder och andra icke-disponibla tillgångar och har oproportionerligt
liten disponibel förmögenhet. In linje med vår hypotes finner vi att
dessa effekter drivs av gensvaren från hushåll där en större del av
ränteutgifterna är förenade med kortsiktiga räntor och därför är direkt
utsatta för penningpolitiska chocker.

Dessa rön visar att i ett ekonomiskt sammanhang där
hushållen har höga skuldnivåer jämfört med sina inkomster och har
kreditbegränsningar och begränsningar i disponibla tillgångar, förs
förändringar i styrräntor snabbt vidare till förändringar i ränteutgifter
och vidare till privata utgifter. Under sådana förutsättningar kan
penningpolitiken ha en starkare reell effekt än vad som förutspås i mer
konventionella beräkningar.
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