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Abstract

Unmanned Vehicles are a fast-growing area of robotics due to their
vast application scenarios and ability to perform tasks otherwise im-
possible. A particular branch, Unmanned Aerial Vehicles, speci�cally
multirotors, as seen an increasing interest in research due to their me-
chanical simplicity and agility.

Within AEROWORKS, UAVs are explored as aerial workers, capa-
ble of doing autonomous reconstruction of structures and transporta-
tion of payloads. This works targets heterogeneous collaborative aerial
manipulation, in which two different vehicles are used with two dif-
ferent manipulation capabilities - a manipulator and a tether - to trans-
port a rod-like object.

We consider two cases, one where the manipulator is free of actu-
ation, and another where the manipulator is locked. Each UAV has a
PID controller which gains are calculated through a linearization pro-
cedure of the system, and such that they guarantee exponential stabil-
ity. Experiments provide an insight into the modeled transportation
scenario and show that our controller is capable of stabilizing the sys-
tem.
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Sammanfattning

Obemannade fordon är en växande teknik inom robotik på ground
av att den kan tillämpas på många områden och uföra uppgifter som
tidigare varit omöjliga. En speci�k gren är obemannade �ygfordon,
UAV (Unmanned Aerial Vehicles). Intresset för multirotorer har ökat
eftersom de har en enkel och smidig konstruktion.

Inom AEROWORKS, utforskas att använda UAVs som arbetare
och autonomt utföra uppgifter som att rekonstruera strukturer samt
transportera object. Detta arbete inriktar sig mot att manipulera objekt
med �era samarbetande drönare med som har olika förmågor att ma-
nipulera objekt. Två fordon där den ena är utrustad med en robotarm
och den andra en tjudra för att transportera ett stav liknande objekt.

Två olika fall undersöks, dels då armen är låst samt då armen tillåts
att röra sig. Varje UAV har en PID regulator. Förstärkningen beräknas
genom att linearisera systemet så att stabilitet garanteras. En inblick
i det modelerade transportscenariot ges med experiment och vi visar
att vår regulator stabiliserar systemet.
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Chapter 1

Introduction

Robotics came to stay.

It is evident that automation promoted the expansion of technol-
ogy for everyone in our society. High ef�ciency and small production
times translate into devices that are more affordable. At the same time,
such devices start to be incorporated on everything around us -from
our homes to our clothing - and to carry certain levels of sophistica-
tion capable of understanding patterns and behaviours that can look
for our health, or automate tedious tasks.

One speci�c area of automation, robotics, saw these increased use
of automation as a way into creating smarter machines, that could not
only work for us, but with us. Examples range from vacuum cleaners
that can autonomously clean our houses, to exoskeletons that can aid
carrying heavy tools and equipment. Figure 1.1 shows examples of
each.

A particular branch of robotics composed by Unmanned Vehicles
(UV) has been subject of intensive research in the past few years. They
are subdivided into three main sets: Unmanned Ground Vehicles (UGV),
Unmanned Underwater Vehicles (UUV) and Unmanned Aerial Vehi-
cles (UAV).

Unmanned Ground Vehicles, depicted in �gure 1.2 provide a good
trade-off between autonomy and payload. However, they are limited
by the type of terrain they are brought to. Research coped these ve-
hicles with continuous tracks, holonomic wheels and legs to cover
most environments. If in the one hand legs provide a broader terrain
handling, capable of going through irregular landscapes, on the other
hand they are also harder to control - balance is still a challenge - and

1
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(a) (b)

Figure 1.1: From autonomous vacuum cleaners to exoskeletons, the
availability of robots that can work for and with us is steadily increas-
ing. Images courtesy of Xiaomi and Ford.

not so energy ef�cient as, for instance, continuous tracks.

(a) (b) (c)

Figure 1.2: On the left the ACFR SwagBot, followed by RAPOSA, and
�nally BostonDynamics' Spot. Images courtesy of ACFR, ISR-Lisboa
and BostonDynamics.

Unmanned Underwater Vehicles have been used for ocean-�oor
mapping, terminating underwater mines, exploration and underwa-
ter inspections. They are subdivided into remotely operated vehicles
(ROV) and autonomous underwater vehicles (AUV). Figure 1.3 shows
examples of both.

On this thesis the focus will be on UAVs. Nowadays, Unmanned
Aerial Vehicles have been widely spread on commercial usage, as well
as for research. In this category, three main types are identi�ed: �xed-
wing, multirotors and vertical landing and take-off (VTOL). An exam-
ple of each is shown on Figure 1.4.

All these come in different sizes, from small swarm robotic vehicles
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(a)
(b)

Figure 1.3: On the left the ROV Lyra, used for visual inspections, and
on the right the Medusa AUV, used for ocean-�oor mapping. Images
courtesy of Lighthouse-geo and ISR-Lisboa.

(a)
(b)

(c)

Figure 1.4: From left to right, a �xed wing , a multirotor and a vertical
take-off and landing UAVs. Images courtesy of RiseAbove, Pressly
and Alibaba.
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such as the Crazy�ies 1, up to human airborne taxis, such as the Volo-
copter2. Worth noting as well is the advantages and disadvantages
of each of these types of vehicles. Fixed wing aircrafts provide higher
autonomy and range of operation than multirotors or VTOLs, with the
disadvantage of needing an open and �at area to land or take-off, de-
pending on the UAV size. Multirotors, on the other hand, are optimal
for precision tasks as they can stand still while airborne. On the other
hand, this also means that their autonomy is reduced, as a big part of
energy is spent on keeping the vehicle still in the air. VTOLs came to
�ll the gap between these two: they are capable of vertically take-off
and land, as well as hovering and, while airborne, they can change the
orientation of the motors to perform horizontal �ight in the same way
a �xed-wing aircraft would do - essentially, these are hybrid vehicles.

Applications for UAVs have been booming recently, alongside their
performance and robustness. The main areas that have been in�u-
enced by these, among others, were agriculture, inspection, surveil-
lance, mapping, as well as space robotics.

According to MIT Technology Review 3, as agriculture is expected
increase by 70%, so will UAV solutions related to soil analysis, au-
tonomous planting, crop spraying and monitoring, irrigation and crop
health assessment. Autonomous systems could be deployed remotely
to monitor large agricultural areas, could work almost independently
of the time of the day or season and provide fast and rigorous access
to analysis, which is of major importance in having healthy and pro-
ductive crops. Figure ASD shows a commercially available platform
capable of doing plant counting, health monitoring and drainage map-
ping.

Structural inspection is a high-risk activity for human operators.
One example is wind turbine inspection. AEROWORKS 4 addressed
this problem by improving the existent state of the art on what con-
cerns autonomous inspection, allowing aerial vehicles to cooperatively
inspect large infrastructures. An example is shown in Figure 1.5a,
where two UAVs perform autonomous inspection of an infrastructure

1Webpage: https://www.bitcraze.io/2017/07/multi-robot-path-planning-for-
�ying-and-driving-vehicles/

2Webpage: https://www.volocopter.com/de/product/
3Article link: https://www.technologyreview.com/s/601935/

six-ways-drones-are-revolutionizing-agriculture/ , as seen on
18th of November, 2017.

4Project webpage: http://www.aeroworks2020.eu
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with Ultra Wide Band localization. The result mesh, computed off-
line, is shown on Figure 1.5b. Besides wind turbines, UAVs are also
useful on the inspection of oil rigs, bridges, and more recently have
been used for airplanes inspection5.

(a) (b)

Figure 1.5: Two autonomous UAVs perform a collaborative inspection
task, which enables a 3D reconstruction of the structure for further
of�ine analysis. Images courtesy of LTU-CEG.

Space applications for UAVs have recently emerged through the
use of free-�yers aboard the international space station. As there is
atmosphere, propulsion systems based on propellers can be used to
move the robot around the orbiting laboratory. Two examples of such
vehicles are the Astrobee6 and the Space Cobot7. The �rst uses fans
to generate a small pressure inside a plenum cavity, which is then re-
leased by small hatches placed along it. This robot is pictured on Fig-
ure 1.6a. The Space Cobot, on the other hand, uses a propeller-based
system, similar to an hexarotor, optimized in order to allow full holo-
nomic motion. Both these robots target human assistance, maximizing
astronauts time aboard the station and allowing routine tasks to be
done without human intervention (such as air quality control, radia-
tion levels monitoring, among others). Space Cobot is shown on Fig-
ure 1.6b, alongside its propulsion system. The ability for these systems
to cooperate make them inherently interesting for human-to-robot and
robot-to-robot interactions. When transporting loads, the Space Cobot
can either cooperate with a vehicle side-by-side, or attach itself to an-
other robot to behave as a single vehicle with doubled thrust.

5Article: https://newsroom.intel.com/chip-shots/
intel-airbus-demo-drone-inspection-of-passenger-airliners/ ,
as seen on 25/11/2017.

6Project webpage: https://www.nasa.gov/astrobee
7Project webpage: http://space-cobot.isr.tecnico.ulisboa.pt
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(a) (b)

Figure 1.6: On the left, NASA Astrobee followed by ISR Space Cobot.
Images courtesy of NASA and ISR-Lisboa.

Common to all the applications above is the need to carry a payload
to perform a given task, be it transporting goods, transporting tools or
transporting sensors. The ability to use UAVs for these scenarios can
reduce human risk, and improve information availability.

This topic, aerial transportation, is the main topic for this thesis.

1.1 Motivation

There are two main motivations for research on heterogenious aerial
manipulation: heterogeneous systems allow higher robustness to sys-
tem uncertainties, and collaborative transportation provides a solid
step into autonomous construction activities. Consider the case of as-
sembling a crane on a construction site, on which there is another crane
or aerial vehicle in aiding a man crew, depicted on Figure 1.7.

In this scenario, the man crew serves as guidance for the load being
transported, providing more precision to the task being performed by
the crane. As such, the crane acts as the main lifting agent, while the
human crew guides the load to the correct position.

The suggested approach on this thesis is to collaboratively trans-
port an object using two agents, one manipulator-endowed and an-
other cable-endowed, which can share the load weight among them
- proportional to the distance to the load center on which each is at-
tached - and have a combination of �exibility and precision useful in
construction scenarios.
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Figure 1.7: A construction scenario, in which a crane transports the
whole load and a manned crew aligns it.

1.2 Literature review

Two main approaches for aerial cooperative transportation have been
considered in literature, namely tethered transportation [1–7] or trans-
portation by means of manipulators/robotics arms [8–12]. On the one
hand, tethered systems are easier to couple on a vehicle, as, in general,
they do not require any power supply or additional equipment. On
the other hand, manipulators allow for more precision placement of
the object being manipulated, as there is no need to compensate for
the sway caused by the load, but only for the reaction torques from
manipulating the object.

Regarding tethering systems, vision has been used in both slung-
load transportation and cooperative tethered transportation to esti-
mate the cargo's pose [1, 13], and to track and align the vehicles with
�ducial markers placed on the cargo [2]. Force sensors have also been
used for the purposes of control in tethered transportation. In [9], a
method is proposed that estimates the slung-load swing-angle, recur-
ring to the UAV's IMU and to a load cell, and uses it in the feeback
loop to avoid swing excitation In [4], a master-slave approach is imple-
mented with the UAV-slave complying with the UAV-master motion
by means of an admittance controller. Finally, how to position a group
of UAVs such that a tethered cargo acquires a desired pose has been
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studied in [14].
When it comes to transportation recurring to manipulators, single-

UAV control, estimation and stability have been studied in [15, 16].
Methods for visual-servoing object grasping were developed in [17–
19]. Mechanical grasping resorting to delta manipulators was pro-
posed in [20], and magnetic handling by means of an electro-permanent
magnet in [21], where the latter is electrically activated/de-activated
and it has no steady-state power consumption. Planning of collision
free trajectories between the cargo and the vehicles has been studied
in [6, 8, 22]. Finally, tele-operation has been used to control of a group
of UAVs transporting a cargo [11,12].

1.3 Outline

This thesis is divided intro three main components: theoretical back-
ground and system overview - Chapters 2 and 3; controller analysis -
Chapter 4; and �nally experimental validation - Chapter 5.

On Chapter 2is shown the basic theoretical foundations for the sta-
bility analysis analysis on Chapter 4. Here it is explained how to obtain
the system stability on linear system by using its eigenvalues or simply
by observing its characteristic polynomial coef�cients.

Chapter 3 explains the dynamic and kinematic models for the sys-
tem under study. A 2D representation of the system is chosen in order
to simplify the analysis. Constraints and mapping functions are also
de�ned to represent our system in a generalized workspace frame-
work.

Chapter 4 introduces an analogy between our system and the one
of a crane/container stabilization, from which we draw an analogy
and a similar control approach that will simplify our analysis. After-
wards, exponentially convergent controllers are proposed for both the
free and locked manipulator scenarios under study.

Finally, Chapter 5 provides experimental results for the proposed
controllers, as well as an overview on the experimental setup.



Chapter 2

Stability Analysis of Linear Sys-
tems

The stability of a linear system depends on the eigenvalues of its trans-
fer function. A linear system is stable only if all eigenvalues are nega-
tive. Consider the simple transfer function G(s),

G(s) =
1

s2 + 4s + 3
(2.1)

The system is unstable if any of the poles (the zeros of its denomi-
nator) are on the right half plane of the imaginary plane. By checking
its roots, it is possible to write G(s) as

G(s) =
1

(s + 1)( s + 3)
; (2.2)

putting in evidence its roots as s = � 1 and s = � 3. This system is
stable, as all the roots lie on the left half plane of the imaginary plane.
Figure 2.1 shows the roots in the imaginary plane.

When analyzing the system with respect to time, it is desirable to
transform it using the inverse Laplace transform and by factorizing the
fraction. As so, we write

G(s) =
0:5

s + 1
�

0:5
s + 3

(2.3)

On the time domain, this system is equivalent to

g(t) = 0 :5e� t � 0:5e� 3t (2.4)

9
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� �

� �

� �� �

Figure 2.1: Characteristic polynomial roots placement: as all the roots
lie to the left half plane of the imaginary plane, the system is said to be
asymptotically stable.

This linear system is stable, as the time goes to in�nity, the function
value goes to zero - note that this is valid for linear systems, and not
for nonlinear ones. Figure 2.2 shows the time response from t = 0s
until t = 10s.
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Figure 2.2: Time response of G(s): this linear system time-response
con�rms that the system is stable, as it goes to zero when time goes to
in�nity. This reasoning only holds for linear system, as in this case.

If we transform G(s) to a state space form, we obtain
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_X = AX + BU (2.5)

_X =
�
� 4 � 3
1 0

�
X + BU (2.6)

If we calculate the eigenvalues of A, we obtain � 1 = � 3 and � 2 =
� 1. Notice that these eigenvalues are the same as the roots of the char-
acteristic polynomial of the system, and so we can access the system
stability by accessing the eigenvalues of its state matrix.

2.1 Routh-Hurwitz Stability Analysis

The Routh-Hurwitz criterion is a classical control method that pro-
vides an easy way to access the stability of a linear system without
having to calculate the roots of the characteristic polynomial. Instead,
we use its coef�cients to directly access the stability of the system. This
is useful when we have high order systems where it is hard to calculate
in close-form the eigenvalues.

The Routh-Hurwtiz criterion states that if the coef�cients of the
characteristic polynomial don't have the same sign, then the system
is not stable. In case the sign is the same, we still cannot access the
system stability and we need to apply an algorithm in order to �nd
out.

Consider the transfer functions H1 to H3,

H1(s) =
1

3s3 + 2s2 + 2s + 1
; (2.7)

H2(s) =
1

1s3 + 2s2 + 1s + 4
; (2.8)

H3(s) =
1

3s3 � 2s2 + 2s + 1
: (2.9)

Using the Routh-Hurwitz criterion we can state that H3 is not sta-
ble. In fact, its eigenvalues are � 1 = 0:5000 + 0:8660i , � 2 = 0:5000�
0:8660i and � 3 = � 0:3333 + 0:0000i . Two of the eigenvalues lie to the
right half plane of the imaginary plane, which turns the system unsta-
ble.

Regarding H1 and H2 we need to apply the Routh's algorithm.
Consider the polynomial P(s) = a3s3 + a2s2 + a1s + a0. A table is
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created on which the polynomial coef�cients are alternately put along
the �rst and second rows, as on Table 2.1.

s3 a3 a1 0
s2 a2 a0 0
s1 a b
s0 c

Table 2.1: Routh-Hurwitz algorithm.

then,

a =
(a2 � a1 � a3 � a0)

a2
; (2.10)

b=
(a2 � 0 � a3 � 0)

a2
; and (2.11)

c =
(a � a0 � a2 � b)

a
: (2.12)

The pattern is the same if we have bigger polynomials. The number
of sign changes on the �rst column (where a3, a2, a and c are) repre-
sents the number of poles on the right half plane of the plane (which
turn the system unstable). For H1 and H2, Tables 2.2 and 2.3 are �lled
in the following way:

s3 3 2 0
s2 2 1 0
s1 1

2 0
s0 1

Table 2.2: Routh-Hurwitz algo-
rithm for H1 transfer function.

s3 1 1 0
s2 2 4 0
s1 -1 0
s0 4

Table 2.3: Routh-Hurwitz algo-
rithm for H2 transfer function.

Following its result, it is observed that there are no sign changes
on the �rst table, which suggests that this system is stable. Looking at
its eigenvalues, � 1 = � 0:0572 + 0:7748i , � 2 = � 0:0572� 0:7748i and
� 3 = � 0:5523 + 0:0000i , con�rms that all the eigenvalues are on the
left half plane of the imaginary plane, as their real part is negative.
Therefore, the systemH1 is stable.

On what regards H2, the criterion guarantees that there are two
poles on the right half plane of the imaginary plane, as there are two
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sign changes on the �rst column. computing the system's eigenvalues
con�rms this, as they are � 1 = � 2:3146 + 0:0000i , � 2 = 0:1573 + 1:3052i
and � 3 = 0:1573� 1:3052i - two of them belong to the positive side real
axis, which turns the system unstable.

If a matrix is in the controllable form, that is,

Cn (a) :=

2

6
6
6
6
6
4

0 1 0 � � � 0
0 0 1 � � � 0
...

...
...

...
...

0 0 0 � � � 1
� a0 � a1 � a2 � � � � an� 1

3

7
7
7
7
7
5

2 Rn� n ; (2.13)

which yields a matrix in controllable form, and whose eigenvalues
are those in f � 2 C :

P i = n
i =0 ai � i = 0g, it follows from the Routh's

criterion that

C2((a0; a1)) is Hurwitz , a0; a1 > 0; (2.14)

C3((a0; a1; a2)) is Hurwitz , a0; a1; a2 > 0 ^ a0 < a 1a2; (2.15)

C4((a0; a1; a2; a3)) is Hurwitz , a0; a1; a2; a3 > 0 ^ a2a1 > a 3a0; (2.16)

which are used later on.
On what follows, let f > 0, p 2 R and k := ( kp; kd) 2 (R� 0)2,

where, in later sections, f and p provide physical constants of inter-
est, and k provides the controller gains (in particular a proportional
and a derivative gain). There is one matrix (in controllable form) that
appears several times Chapter 4, namely

� 4(f; p; kp; kd) := C4(fk p; fk d; kp + f (1 + p); kd): (2.17)

C4 is, therefore,

C4(fk p; fk d; kp + f (1 + p); kd) := (2.18)
2

6
6
4

0 1 0 0
0 0 1 0
0 0 0 1

� fk p � fk d � [kp + f (1 + p)] � kd

3

7
7
5 2 R4� 4; (2.19)

It follows from the Routh's criterion that (2.17) is Hurwitz, if and
only if

p > 0: (2.20)
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Chapter 3

System Overview

According to what was said on the introduction, this thesis main task
is to collaboratively transport an object - in this case, a bar - using two
different aerial vehicles with different manipulation capabilities. The
real system is shown on Figure 3.1.

Figure 3.1: System overview: the system is composed of two UAVs,
one manipulator and tether-endowed, and a bar which load is shared
among the aerial workers.

At �rst it is considered the 2D scenario, without loss of generality.
This 2D scenario assumes that the UAVs and bar move on the x � z
plane, and so the y motion is is ignored. This is a reasonable simpli�-
cation as the bar is only free to move on the x � z - the arm is planar -
and so the 4 rigid bodies center of mass can all �t in this plane. The ac-
companying Mathematica �les [23] include an explanation and proof
of this, by showing that the x and z motion does not depend on y, and

15



16 CHAPTER 3. SYSTEM OVERVIEW

vice-versa.
Considering the scenario in Figure 3.2, we de�ne our system as

the group composed by the bar, manipulator, tether and UAVs. The
UAV 1 is doted with with a tether connecting its center of mass to one
end of the bar, while UAV 2 is manipulator-endowed, and grasps the
opposite end of the object.

� � � � � � �

� � � � � � �

� � � � � � �

� � � � � � �

�

�

Figure 3.2: Analyzed system: the analysis is made on a 2D representa-
tion of the system without loss of generality, as the third axis of move-
ment (y) is decoupled from the ones analyzed.

The manipulator is composed of a single link with a revolute joint
on its base. For the free manipulator scenario, consider that the revo-
lute joint at the end effector is approximately weightless .

3.1 System Kinematics

Consider the system depicted in Figure 3.3. We de�ne the position of
the UAVs p1 and p2, the position of the bar pb and the position of the
manipulator pm as the positions of their Center of Mass (CoM) with
respect to the inertial frame I . In 2D, this yields

p1 =
�
x1

z1

�
; p2 =

�
x2

z2

�
; pb =

�
xb

zb

�
; pm =

�
xm

zm

�
: (3.1)

For their linear velocities, this results in

v1 = _p1; v2 = _p2; vb = _pb; vm = _pb (3.2)

On what respects the orientation of these rigid bodies, four angles
are de�ned: � 1, � 2, � b and � m for the orientation of the UAV 1, UAV2,
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� � � �
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� �� �
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� �

� �

� �

�

�

� �

Figure 3.3: System Dimensions: the dimensionsd1 and d2 are the dis-
tances, in the body frame, between each UAV point of grasp and the
bar's center of mass. l1, l2 and lm are the cable length, the total ma-
nipulator length and the distance from the center of mass of the ma-
nipulator to its end effector, respectively. Angles � c and � m de�ne the
angles made by the cable and manipulator to the vertical axis de�ned
in the picture.

bar and manipulator, respectively. These are depicted on Figure 3.3,
for the exception of � b - this angle is de�ned with respect to the global
x-axis, in the same way as � 1 and � 2. These allow us to de�ne unit
vectors for the orientation of the these bodies as

n1 =
�
cos(� 1)
sin(� 1)

�
; n2 =

�
cos(� 2)
sin(� 2)

�
; nb =

�
cos(� b)
sin(� b)

�
; nm =

�
sin(� m )
cos(� m )

�
;

(3.3)
Accordingly, we de�ne the angular velocity for these bodies as

_n1 = S� ( _� 1)n1; _n2 = S� ( _� 2)n2; _nb = S� ( _� n )nb; _nm = S� ( _� m )nm

(3.4)
! 1 = _� 1 ! 2 = _� 2; ! b = _� b; ! m = _� m (3.5)

where

S� ( _� ) =
�

0 � _�
� _� 0

�
(3.6)

The tether is de�ned as a mass-less link, and so there is no need to
de�ne variables with respect to its center of mass. However, as this ca-
ble de�nes a constraint between the center of mass of the UAV and the
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attachment point on the bar, it is important to de�ne the cable orienta-
tion � c. In order to do so, we de�ne two distances, d1 2 R and d2 2 R,
as the distance with respect to the bar center of mass on which the
cable and manipulator, respectively, are attached to the object. Given
these, the point of grasps for UAV 1 and 2, de�ned as pg1 and pg2 , are
shown to be

pg1 = pb + d1nb; pg2 = pb + d2nb: (3.7)

Given these, the whole system is represented by a pose vectorP 2
R12 de�ned as

P :

2

6
6
6
6
6
6
4

pb

nb

pm

nm

p1

p2

3

7
7
7
7
7
7
5

(3.8)

3.2 Coupling constraints and Generalized Co-
ordinates

The test scenario considers two situations: one in which the manipu-
lator is locked, that is, � m is constant and equal to zero, and another in
which the manipulator is free to move. For each of these scenarios, it
is applied two sets of restrictions, f f ree an f locked.

A �rst constrain is obtained considering that the cable remains un-
der tension throughout the experiment, and so the distance between
p1 and pg1 is kept constant and equal to l1, the length of the cable. This
constraint is formulated as

jjpg1 � p1jj � l1 = 0: (3.9)

The second constraint comes from the length of the manipulator
link, which is de�ned as l2 and constant throughout the experiment
(as there are no prismatic joints). Therefore

(pg2 � p2) � l2nm = 02: (3.10)
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Also with respect to the manipulator, a third constraint can be de-
�ned relating the distance of its center of mass, pm , to pg2 which is also
constant due to the same reason as the previous constraint. As so, the
third constraint is de�ned as

(pg2 � pm ) � lmnm = 02: (3.11)

These constraints de�ne the geometric constraints for our system.
Adding to these constraints, there are constraints that can be set on the
attitude of the bar and the manipulator. These are unit vectors, and
the inner product with themselves is unitary. Accordingly,

nT
b nb � 1 = 0; nT

mnm � 1 = 0: (3.12)

In total, for the free manipulator, there are seven constraints con-
catenated under f f ree ,

f f ree (P) :

2

6
6
6
6
4

jjpg1 � p1jj � l1
(pg2 � p2) � l2nm

(pg2 � pm ) � lmnm

nT
b nb � 1

nT
mnm � 1

3

7
7
7
7
5

= 07: (3.13)

Regarding the case of the locked manipulator, there is an added
constraint that relates the orientation of the bar to the orientation of
the manipulator. In our case, the locked position of the manipulator is
set as being orthogonal to the bar. Geometrically, this is de�ned as

nT
b nm = 0: (3.14)

Adding this constraint to f f ree results in

f locked(P) :

2

6
6
6
6
6
6
4

jjpg1 � p1jj � l1
(pg2 � p2) � l2nm

(pg2 � pm ) � lmnm

nT
b nb � 1

nT
mnm � 1
nT

b nm

3

7
7
7
7
7
7
5

=
�
f f ree (P)
nT

b nm

�
= 08: (3.15)
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3.2.1 Generalized Coordinates

Now that all constraints are de�ned for the system under analysis it
is possible to de�ne the generalized coordinates for each of the sit-
uations. Knowing the number of states in local coordinates and the
number of restrictions on the system, the number of generalized co-
ordinates is calculated subtracting to the �rst the latter, resulting in a
total of 5 and for 4 generalized coordinates for the case on which the
manipulator is free of actuation and for the case on which the manipu-
lator is locked, respectively. The choice for which generalized coordi-
nates to use is not unique, but they must be suf�cient to represent the
local system state.

For the free manipulator scenario, the generalized coordinates are
represented by qf ree , de�ned as

qf ree 2 R5 :

2

6
6
4

pb

� b

� m

� c

3

7
7
5 : (3.16)

On the locked manipulator scenario, the 4 generalized coordinates
are

qlocked 2 R4 :

2

4
pb

� b

� c

3

5 : (3.17)

Considering the generalized coordinate system, map functions gf ree

and glocked are such that f f ree (gf ree (qf ree )) = 0 7 and f locked(glocked(qlocked)) =
08, and so these maps are proven to fully map the generalized coordi-
nates into local coordinates. Inspiration for these maps can be taken
from the constraints de�ned above on Equations 3.13 and 3.15. Re-
spectively, the maps are de�ned as

gf ree (qf ree ) :=

2

6
6
6
6
6
6
4

pb

nb

pb + d2nb + lmnf ree

nm

pb + d1nb + l1nc

pb + d2nb + l2nf ree

3

7
7
7
7
7
7
5

=

2

6
6
6
6
6
6
4

pb

nb

pg2 + lmnf ree

nm

pg1 + l1nc

pg2 + l2nf ree

3

7
7
7
7
7
7
5

(3.18)

and
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glocked(qlocked) :=

2

6
6
6
6
6
6
4

pb

nb

pb + d2nb + lmnlocked

nm

pb + d1nb + l1nc

pb + d2nb + l2nlocked

3

7
7
7
7
7
7
5

=

2

6
6
6
6
6
6
4

pb

nb

pg2 + lmnlocked

nm

pg1 + l1nc

pg2 + l2nlocked

3

7
7
7
7
7
7
5

(3.19)

on which

nb =
�
cos(� b)
sin(� b)

�
;

nc =
�
cos(� c)
sin(� c)

�
;

nf ree =
�
� sin(� m )
cos(� m )

�
;

nlocked =
�
� sin(� b)
cos(� b)

�
:

(3.20)

It is worth noting that, for the free manipulator scenario, nf ree rep-
resents the attitude of the manipulator, and for the locked manipulator
scenario, nlocked is the vector orthogonal to the bar orientation, which
consequently de�nes the orientation of the manipulator with � m = 0.

In order to obtain the differential kinematics transformation from
local to generalized coordinates it is important to de�ne the Jacobian
of both maps gf ree and glocked, which are

Jgf ree =
�

�P
gf ree =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

1 0 0 0 0
0 1 0 0 0
0 0 � sin(� b) 0 0
0 0 cos(� b) 0 0
1 0 � d2 sin(� b) � lm cos(� m ) 0
0 1 d2 cos(� b) � lm sin(� m ) 0
0 0 0 � cos(� m ) 0
0 0 0 � sin(� m ) 0
1 0 � d1 sin(� b) 0 � l1 cos(� c)
0 1 d1 cos(� b) 0 � l1 sin(� c)
1 0 � d2 sin(� b) � (l2) cos(� m ) 0
0 1 d2 cos(� b) � (l2) sin(� m ) 0

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

;

(3.21)
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and

Jglocked =
�

�P
glocked =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

1 0 0 0 0
0 1 0 0 0
0 0 � sin(� b) 0 0
0 0 cos(� b) 0 0
1 0 � d2 sin(� b) � lm cos(� b) 0
0 1 d2 cos(� b) � lm sin(� b) 0
0 0 0 � cos(� m ) 0
0 0 0 � sin(� m ) 0
1 0 � d1 sin(� b) 0 � l1 cos(� c)
0 1 d1 cos(� b) 0 � l1 sin(� c)
1 0 � d2 sin(� b) � (l2) cos(� b) 0
0 1 d2 cos(� b) � (l2) sin(� b) 0

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

:

(3.22)
Equation 3.23 de�ne the transformation between local and gener-

alized coordinates, where g encodes the free or locked manipulator
scenarios.

_q = Jg
_P (3.23)

3.3 System Dynamics

The system dynamics for the system under analysis are built upon the
Lagrangian Dynamics formulation, explained on [24] . It is considered
that the tether does not have any meaningful mass when compared
to the other rigid bodies, and so for this section we take into consid-
eration the UAV 1, whose mass and inertia are de�ned as m1 and J1,
UAV 2 with m2 and J2, manipulator with mm and Jm and �nally the
bar with mass mb and inertia Jb. All masses are positive and non-zero,
and the inertias Ji 2 R+ .

Let

x = ( q; _q) = ( q; v) 2 R2dq (3.24)

For each of the vehicles it is considered that a two dimensional
force can be applied on their center of mass. Considering the accel-
eration of the system as •P, then the control for both UAVs is de�ned
as
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u 2 R4 :=
�
u1

2

u2
2

�
(3.25)

The Lagrangian and the Euler Lagrange equation constitute a tool
to determine of systems dynamics based only on their potential and
kinetic energies. This tool can be used on systems composed by rigid
bodies, and can be transformed in order to btain the dynamics in the
form of

M (qn ; _qn ) •qn + C(qn ; _qn ) _qn + G(qn ) = �; (3.26)

on which B is the inertia matrix, C is a (not-unique) Coriolis matrix
and G the gravity matrix for our system, qn are the generalized coor-
dinates de�ned for the system and � is the input to our system trans-
formed into generalized coordinates.

According to Equation 3.23, � is de�ned as

� = Jg

�
08

u

�
(3.27)

on which u is the control input in local coordinates.
In order to obtain the Lagrangian dynamics, both the potential and

kinetic energy of our system need to be calculated. Starting with the
potential energy, this one is obtained by summing the contribution of
all rigid bodies' potential energies. Therefore, it can be calculated with

EP otential (P) =
X

i 2f 1;2;b;mg

mj g eT
2 pj ; (3.28)

where g is the gravity acceleration and equals g = 9:81m=s2, and e2 is
a unit vector selecting the second component of the vector next to it,
in this case, the height of the rigid body (corresponding to its y coordi-
nate).

On what respects the kinetic energy, EKinetic , it is calculated based
on the linear and angular velocity of the rigid bodies according to

EKinetic ( _P) =
X

i 2f 1;2;b;mg

1
2

mj jj _pj jj2 +
X

j 2f b;mg

1
2

! T
j Jj ! j ; (3.29)

According to [24], it is possible to calculate M using
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M (qn ; _qn ) = Jgn (qn )T (
� 2

�P 2
EKinetic (Jgn _qn ))Jgn : (3.30)

On what respect C, it's expression can be computed using

C(qn ; _qn ) = ((
� 2

�P 2
EKinetic (Jgn _qn )

�
�P

Jgn _qn ) _qn+
�

�P
EKinetic (Jgn _qn )

�
�P

Jgn ) _qn

(3.31)
Finally, the gravity matrix is obtained through

G(qn ) =
�

�P
EP otential (gn (qn ))Jgn (3.32)

Given the above, it is possible to write the open-loop X (x; u) state
dynamics equation as

X (x; u) :=

2

4
v

M � 1(q)
�

� C(q; v)v � G(q) + Jg(q)
�
08

u

��
3

5 =
�

_q
_v

�
(3.33)

3.3.1 Equilibrium Point

Taking into consideration the system dynamics and kinematics, it is
important to de�ne the equilibrium point around which our system is
stabilized and according to which it is linearized later.

For qf ree and qlocked we de�ne dq as the dimension of the vector
containing the generalized coordinates. Both dqand x are different for
each of the scenarios, but on what respects the equilibrium point and
dimension, they will be referred to as simply x and dq.

Considering the same reference frame of Figure 3.2, we are inter-
ested in the stability of the equilibrium

x � = 02dq : (q� ; _q� ) := (0 dq; 0dq) (3.34)

Keep in mind that this equilibrium is de�ned in generalized co-
ordinates. Given this equilibrium point, there must be a control in-
put u� that statically stabilizes the system around x � . Intuitively, what
this means is “What is the needed control input such that the system
stays still while hovering, with the UAVs hovering above their grasp-
ing points?”. One can infer that, most likely, the vehicles will have to
compensate for their own weight plus some part of the weight of the
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bar. A way to obtain the exact needed control input is by doing the
substitutions in the dynamics equation 3.33. In the de�ned equilib-
rium, both •q and _q are zero, which translates into

G(02dq) = � � , G(02dq) = Jg

�
08

u�

�
, u� :=

�
u�

1

u�
2

�
; (3.35)

on which

u�
1 :=

�
m1g +

d2

d2 � d1
mbg

�
e2; (3.36)

and

u�
2 :=

�
(m2 + mm )g +

d1

d1 � d2
mbg

�
e2: (3.37)

The �nding indeed matches the prediction. The UAVs need to com-
pensate for their own weight as well as for part of the weight of the bar,
proportional to the distance they are from the center of mass of the ob-
ject. In the limit, if one UAV grasps the object in its center of mass, that
is di = 0, than it will carry all the weight and the second UAV would
just control the object's attitude.
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Chapter 4

Controller Analysis

Given the equilibrium point shown on section 3.3.1, in this section we
introduce two control laws that stabilize the system around x � . The
controller maps a position and velocity pair, (P; _P) 2 R12� 12 to u 2 R4.

With this objective in mind, ucl is the closed loop control law such
that

ucl(gn (q� ); 012) =
�
u�

1

u�
2

�
; (4.1)

with u�
i de�ned on (3.36) and (3.37), and that x � is an exponentially

stable equilibrium,

x � = X (x; ucl(gn (q); Jgn (q)v)): (4.2)

We consider each UAV is equipped with a PD controller, where
given a system position P 2 R12 and velocity _P 2 R12,

upd
1 (P; _P) := u�

1 + m1

�
� k1

p;x (eT
1 p1 � d1) � k1

d;x (eT
1 _p1)

� k1
p;z(eT

2 p1 � l1) � k1
d;z(eT

2 _p1)

�
(4.3)

upd
2 (P; _P) := u�

2 + ( m2 + mm )
�
� k2

p;x (eT
1 p2 � d2) � k2

d;x (eT
1 _p2)

� k2
p;z(eT

2 p2 � l2) � k2
d;z(eT

2 _p2)

�
(4.4)

where kp and kd are the proportional and derivative gains, along the
x and z direction, and for UAVs 1 and 2. In the real control laws, the
proportional and derivative errors are saturated, but since these do
not interfere with the analysis they are omitted. The latter, leads to the
complete control law

upd(P; _P) :=
�
upd

1 (P; _P)
upd

2 (P; _P)

�
: (4.5)

27
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One can then write the close loop vector �eld X cl , namely

X cl(x) := X (x; upd(P; _P)) jP = g(q); _P = J T
gn (q)v (4.6)

which can then be used to compute the linearized closed-loop state
matrix

A :=
d

dx
X cl(02dq) 2 R2dq� 2dq: (4.7)

Our objective is thus to determine whether A is Hurwitz, in which case
the equilibrium x � := 02dq is (locally) exponentially stable.

In this chapter it is described the approach used in order to achieve
matched gains for our controller that can stabilize the system. Inspi-
ration was took from the crane problem described in section 4.1. On
sections 4.2 and 4.3, a description of the control law is provided.

All the results shown are available in Mathematica notebooks [23]
developed with Pedro Pereira, where extended results for all the sys-
tem asymmetries are provided as well.

4.1 The Crane System

Consider the system shown in Figure 4.1.

� � �� �
�
� � �

� � �

� �

� � ����	��
 �� �
�
�

� � � ��
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	��
�
 ���
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Figure 4.1: Crane system: this system is used as inspiration for to ob-
tain the appropriate transformation for the system state matrix.

The goal for the control of the crane is to stabilize its load on the
origin of the horizontal frame. Writing the Lagrangian for this system
yields a non-ordered state matrix A,
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A =

2

6
6
6
6
4

0 0 1 0
0 0 0 1

�
kp(ml 2+ J )

mMl 2+ J (m+ M )
lm (kp � + glm )

mMl 2+ J (m+ M ) �
kd(ml 2+ J )

mMl 2+ J (m+ M )
kd �lm

mMl 2+ J (m+ M )
kp lm

mMl 2+ J (m+ M ) � (kp p� + glm )( m+ M )
mMl 2+ J (m+ M )

kd lm
mMl 2+ J (m+ M ) � kv � (m+ M )

mMl 2+ J (m+ M )

3

7
7
7
7
5

;

(4.8)

which means that it is hard to check its eigenvalues and evaluate the
system's stability.

Two commonly used canonical transformations to transform this
system into a form that is easier to analyze were considered: transfor-
mation to a Jordan form and transformation to a Controllable form.
The �rst has a well-de�ned closed-form solution that enlightens the
system eigenvalues. However, for complex symbolic matrices, the re-
sult can be very hard to analyze as its eigenvalues can be products of
many factors that cannot be easily re-arranged and even can result in
complex numbers. The second does not have a closed-form solution,
so the transformation has to be derived from intuition, but the �nal
result can be easily analyzed recurring to the Routh-Hurwitz criterion,
if a proper coordinate transformation is performed.

As the �nal form that is desired to achieve is that of a 4th-order
integrator, a 4th-order integrator matrix P is suggested to be used as a
similarity transformation matrix, as well as a special point p.

P :=
�
p Ap A2p A3p

�
2 R4� 4; (4.9)

p := e1 + l?e2 := e1 +
J + l2m

lm
e2 2 R4: (4.10)

The position p in (4.10) is special (blue position in Fig. 4.1), because

A3p := � ge4; (4.11)

i.e., the jerk of the special point does not depend on any gains (this
is not the case, if you consider other positions). If A3p depended on
gains, then A4p would (likely) depend on products of gains, which
complicates the stability analysis. When this transformation is per-
formed, we obtain a system state matrix that is structured in such a
way that it is easy to calculate the controller gains that transform this
matrix into the controllable form.
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�A := PAP � 1 (4.12)

�A =

2

6
6
6
4

0 1 0 0
0 0 1 0
0 0 0 1

� gkp lm
ml 2+ J � gkv lm

ml 2+ J � Jk p (m+ M )+ lm (kp lM + g(m+ M ))
mMl 2+ J (m+ M ) � kv

3

7
7
7
5

(4.13)

Now, �A = � 4(f; p; kp; kd), where

f =
g
l

l2m
J + l2m

; p =
l2m2

l2mM + J(m + M )
> 0 (4.14)

and so it ful�lls the Hurwitz stability criterion mentioned on Section
2.1.

The following sections explain how the controller gains for both
scenarios are calculated, given a similarity transformation on the sys-
tem state matrix, and therefore assess if the resultant closed-loop state
matrix is Hurwitz.

4.2 Controller for Free Manipulator

At this point, matrix A for the closed loop system, de�ned in equation
4.7, is not structured, and so it is hard to study weather it is Hurwitz
or not. In order to do so, the transformation �A = PAP � 1 is introduced,
along with the similarity matrix P 2 R10� 10. Similarly to the container-
crane system, introduce a special point is introduced, namely

p = e1 + l � e4; where l � =
Jm � lm (l2 � lm )mm

lmmm + ( l2 � lm )(mm + mm )
(4.15)

for which A3p (i.e., the jerk of the special point) also does not de-
pend on any gains.

Given the point p for the free manipulator system, the similarity
matrix is de�ned as

P :=
�
Pz P� b Pp P�

�
2 R10� 10 (4.16)

in which
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Pz :=
�
e2 Ae2

�
2 R10� 2; (4.17)

P� b :=
�
e3 Ae3

�
2 R10� 2; (4.18)

Pp :=
�
p Ap A2p A3p

�
2 R10� 4; with p as in 4.15; (4.19)

P� :=
�
� A�

�
j � = l2e4 � l1e5 2 R10� 2: (4.20)

Note that, as A is the state matrix for the system _x = Ax, then Aen

is the time derivative of the coordinate n. In this case,x = ( qf ree ; _qf ree ).
Consider also that pb = ( x; z)

Pz(q1; _q1) = ( z(0) ; z(1) ); (4.21)

P� b(q
1; _q1) = ( � (0)

b ; _� (1)
b ); (4.22)

Pp(q1; _q1) = ( p?(0) ; p?(1) ; p?(2) ; p?(3) )jp? = x+ l? � m ; (4.23)

P� (q1; _q1) = ( l2� (0)
m � l1� (0)

c ; l2� (1)
m � l1� (1)

c ); (4.24)

i.e., Pz is related with the z motion of the bar (2nd order system); P� b

is related with the angular motion of the bar (2nd order system); Pp is
related with the motion of the special point (4th order system), and,
�nally, P� is related with the angle-difference motion between the ca-
ble's and the manipulator's angles (2nd order system).

For simplicity and without hindering comprehension, let's con-
sider that d1 = � d2 = d, that is, both vehicles grasp the bar at the
same distances of its center of mass, and thatlm = l2, or that the center
of mass of the manipulator is at its base - for light links this is a valid
approximation, as the mass of the motor at the joint is at least one or-
der of magnitude bigger than the mass of the link. Consider as well
that �m2 = m2 + mm .

Let us introduce, for convenience, the following notation,

?i =
�
f 1(k1

p;i ; k2
p;i )

f 2(k1
d;i ; k2

d;i )

�
2 R2; for i 2 f x; zg; (4.25)

where f 1 and f 2 are some af�ne functions (from R2 to R); i.e., the �rst
component of ?i is a function of the proportional gains of both vehicles,
and the second component is a function of the derivative gains (either
along the x direction, or the z direction).

By applying the similarity transformation in 4.16, �A is transformed
into
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�A =
�
Az;� b 04� 6

06� 4 Ap;�

�
2 R10� 10; where (4.26)

Az;� b =
�

Az e2?z1

e2?z2 A � b

�
2 R(2+2) � (2+2) ; and (4.27)

Ap;� =
�

Ap e4?x

?xz A �

�
2 R(4+2) � (4+2) : (4.28)

In order to simplify the analysis one can then choose the gains such
that the matrices in 4.27 and 4.28 become block triangular. Regarding
Az;� b, one may choose to cancel either?z1 or ?z2 . We opt for canceling
?z1 (this will imply that the z linear motion of the bar is decoupled
from the angular motion of the bar), which is satis�ed if

k1
p;z

k2
p;z

=
k1

d;z

k2
d;z

=
(Jb + 2d2m1) �m2

(Jb + 2d2 �m2)m1
: (4.29)

Note that this implied that the relation between the proportional
and the derivative gains on the vehicles needs to be the same, but that
these gains can be different.

At this point, Az;� b is triangular with the form

Az;� b =
�

Az 02� 2

e2~?z A � b

�
2 R(2+2) � (2+2) ; and (4.30)

Az = C2(
 z(k2
p;z; k2

d;z)) ; A � b = C2(
 � b(k
2
p;z; k2

d;z)) ; (4.31)

where


 z =
2(Jb + 2d2m1) �m2

Jb(mb + m1 + �m2) + d2(4m1 �m2 + mb(m1 + �m2))
; (4.32)


 � b =
2d2 �m2

Jb + 2d2 �m2
: (4.33)

Lets focus now on Ap;� . When the manipulator is free, it is possible
to observe from Figure 3.3 that d1 = d2, l1 = l2 = lm , m1 = �m2, and
Jm = 0. If the gains along the x direction are chosen such that

k1
p;x

k2
p;z

=
k1

d;x

k2
d;z

=
�

1 +
Jmmb

(Jm + l2
2mb) �m2

�
; (4.34)
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then

Ap;� =
�

Ap �?e4e2

~?e2e3 A �

�
2 R(4+2) � (4+2) ; (4.35)

, on which �? and ~? are the same (up to a multiplicative factor). Con-
sidering the symmetries suggested, these two terms vanish and Ap;�

becomes a block diagonal matrix, whose blocks are

A � = C2((k1
p;x + r; k 1

d;x )) ; r > 0 (4.36)

, and

Ap = � 4(( f; p ); (k1
p;x ; k1

d;x )) ; (4.37)

f =
gl2(l2(mb + 2m1) + l1(mb + 2 �m2)

2l1(Jm + l2
2mb)

(4.38)

, where p depends solely on the physical parameters and not on the
gains - p can be seen on the accompanying Mathematica �les [23] .

It follows from (2.20) that p provides a way of checking the system
stability. At this point it is not known if this is positive for all physical
parameters, but intuition tells us so. Note however that (4.35) is not
block triangular, but that �? and ~? vanish under symmetry conditions.
As such, if the eigenvalues of A � and Ap are placed far awayfrom the
imaginary axis, and if the asymmetry of the system is small enough,
then the eigenvalues of Ap;� must also lie on the left of the imaginary
axis (by continuity of the eigenvalues). Results without the symme-
tries are on the Mathematica �les due to the coef�cients size.

4.3 Controller for Locked Manipulator

Let's focus now on the system where the manipulator is locked, i.e.,
when the grasp is rigid. Similarly to as in Section 4.2, there is a simi-
larity matrix P 2 R8� 8 (as opposed toR10� 10), which will highlight the
structure of the state matrix. Once again, ei stands for the i th canonical
basis vectors in Rn , where n is assumed clear from the context.

The �rst step is to �nd the special point whose jerk does not depend
on the gains of our system. For this scenario, this point is

p = e1 + l?e4 2 R10; where (4.39)

l? =
l2m2 + lmmm

mb + m2 + mm
: (4.40)
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Consider then

P :=
�
Pz P� b Pp

�
R8� 8; (4.41)

where

Pz :=
�
e2 Ae2

�
2 R8� 2; (4.42)

P� b :=
�
e3 Ae3

�
2 R8� 2; (4.43)

Pp :=
�
p Ap A2p A3p

�
2 R8� 4; with p as in (4.39) (4.44)

Note that, once again, changing the order of the matrix P entries does
not affect the outcome, just changes the order of the blocks on the
transformed matrix. When the arm is locked it is assumed that the
proportional and derivative gains of the vehicle carrying the arm are
set to zero, i.e., that k2

p;x = 0 and k2
p;x = 0, to simplify the analysis. As

this simpli�cation might seem harsh, a brief explanation follows.
Consider the pole of a linearized system shown on Figure 4.2, for

k1
p;x = 0 and k2

p;x = 0. As the pole moves continuously with respect to

� �
�

���� ���������	

Figure 4.2: The system pole (equivalent to its eigenvalue) moves lin-
early with respect to the gains. For small gain adjustments, it is valid
to assume that the pole does not move considerably, and robustness is
still assumed.

the gains, for very small gains they are still within the left hand side
of the imaginary plane (inside a small � around the initial position),
and the equilibrium remains stable. These small gains can come either
from the damping provided by the arm being locked, or set by the
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user such that the roll of the vehicle is kept small - which is valid for
this situation, as high roll angles would disturb our system beyond
the assumed linearization point, and so falls out of the scope of this
analysis. Notice now that in Section 4.2, where the manipulator is free,
the vertical linear and angular motion of the bar are decoupled from
the rest of the other motions. When the arm is locked, this will no
longer be the case.

Lets introduce, for convenience, the following notation,

?z =
�
f 1(k1

p;z; k2
p;z)

f 2(k1
d;z; k2

d;z)

�
2 R2; (4.45)

?xz =
�
f 1(k1

p;x ; k1
p;z; k2

p;z)
f 2(k1

d;x ; k1
d;z; k2

d;z)

�
2 R2; ; (4.46)

where f 1 and f 2 are some af�ne functions (from R2; to R;); i.e., the �rst
component of ?? is a function of the proportional gains of both vehi-
cles, and the second component is a function of the derivative gains
(either along the x direction, or the z direction).

For clarity of the presentation, in the results that follow it is as-
sumed that d1 = � d2 = d, lm = l2. The results without these assump-
tions are found in the Mathematica notebook �les [23] .

Given the similarity matrix P in (4.41) and the state matrix A in (4.7),
it then follows that

PAP � 1 =

2

4
Az 
 1e2?z 02� 4


 2e2?z A � b 
e 2e3


 3e2?z e2?xz Ap

3

5 ; 2 R(2+2+4) � (2+2+4) ; (4.47)

where 
; 
 1; 
 2; 
 3 are constants (depending solely of the physical con-
stants; not on the gains). The idea is, once again, to make the similar
state matrix (i.e., PAP � 1) block triangular, and it is clear from (4.47)
how to accomplish that. First, the z gains are chosen such that the
term ?z (showing trice in (4.47)) vanishes: that is accomplished if

k1
p;z

k2
p;z

=
k1

d;z

k2
d;z

=
m2

m1

mb + 2m1

mb + 2 �m2
; (4.48)

i.e., if the gains along the z direction satisfy a speci�c ratio. Then he
x gains are chosen such that the term?xz (see (4.47)) vanishes: that is
accomplished if

k1
p;x = a + bk2

z;x (4.49)

k1
d;x = bk2

d;x (4.50)
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where a and b are constants found in the mathematica �les. If the
choices above are satis�ed, it follows that

PAP � 1 =
�
Az � A � b 
e 4e3

04� 4 Ap

�
; 2 R4+4 � 4+4 (4.51)

for some 
 2 R, and where

Az = C2(
 z(k2
p;z; k2

d;z)) ; 
 z > 0; (4.52)

A � b = C2(
 � b(k
2
p;z; k2

d;z)) ; 
 � b > 0; (4.53)

and where

Ap = � 4(f; p; k 1
p;x ; k1

d;x ) (4.54)

f =
g
l1

mb + 2m1

2(mb + �m2)
; p > 0: (4.55)

As such, it follows from (2.14) and (2.20) that Az, A � b and Ap are Hur-
witz, and therefore that the state matrix A is also Hurwitz.

4.4 Implemented Control Law

On the real world, our models are accurate only partially accurate.
To overcome model uncertainties, an integral term is added to our
proportional-derivative controllers. This allows our system to be ro-
bust to inaccuracies on the bar weight, cable lengths, among other fac-
tors. The integral term will act upon the system as a thrust on the
vehicles. If the vehicle is steady above the reference point, the integral
term will decrease the thrust, acting as a negative acceleration (that
afterwards is added to the vehicle total thrust), and vice-versa. This
term also in�uences the attitude of the bar, as a difference between the
vehicles thrust has repercussions in its orientation.

Consider an augmented state x, �x, as

�x = ( x; � 1; � 2) 2 R2dq+2 (4.56)

in which � 1 and � 2 are the vertical integral errors for each vehicle. The
extended state-space vector then becomes

�X =

2

4
_x
_� 1
_� 2

3

5 =

2

4
X (x; u)

eT
2 p1 � l1

eT
2 p2 � l2

3

5 (4.57)
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Remember that the desired reference position is the origin, and so
there is no need to add a reference to the state vector, as it would be
zero. The PID control law is then given by

upid (�x) =
�
upd

1 (x)
upd

2 (x)

�
�

�
m1k1

i;z � 1e2

(m2 + mm )k2
i;z � 2e2

�
(4.58)

Observe that the integral part is essentially a force, as it is the prod-
uct of the vehicles masses by an acceleration along the+ Z axis of the
UAVs. The acceleration term is obtained from the integral error, as pre-
viously de�ned. Given this new control law, one can compute the new
closed loop state matrix. Knowing that �X cl(�x) := �X (�x; upid (�x), then �A
is

�A =
d

d�x
�X cl(012) (4.59)

Following the same approach as before, a similarity matrix P is in-
troduced to more easily study the stability of the overall system, given
by

�P :=
� �Pz

�P� b
�Pp

�P�

� T
2 R12� 12 (4.60)

�Pz :=
�
� A� A 2�

�
j � = 1

d1 � d2
(� d2e11 + d1e12 ) 2 R12� 3; (4.61)

�P� b :=
�
� A� A 2�

�
j � = 1

d1 � d2
(e11 � e12 ) 2 R12� 3; (4.62)

�Pp :=
�
p Ap A2p A3p

�
2 R12� 4; with p as in 4.15; (4.63)

�P� :=
�
� A�

�
j � = l2e4 � l1e5 2 R12� 2: (4.64)

Recall the augmented state �x in (4.56), and that, for the linearized
motion, _�x = �A �x. Then note that (for brevity, denote pb =: ( x; z))

(d1 � d2) �Pz �x = ( z(� 1); z(0) ; z(1) ) = ( � d2
_� 1 + d1

_� 2; z; _z); (4.65)

(d1 � d2) �P� b �x = ( � (� 1)
b ; � (0)

b ; � (1)
b ) = ( _� 1 � _� 2; � b; _� b); (4.66)

i.e., the sum of the integral errors (weighted by d1 and d2) is related
to the z motion of the bar (3rd order system); and the difference be-
tween the integral errors is related to the angular motion of the bar
(3rd order system). The intuition behind it con�rms this result - if
both vehicles have the same integral error, then the output thrust shall
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be the same (considering they are at the same distance of the objects
center). Therefore, the bar will not rotate, but will just move up or
downwards. However, if the thrusts are not the same, it introduces an
angular rotation on the bar.

For convenience, the following notation is introduced,

?sz =

2

4
f s1(ks1

si;z ; ks2
si;z )

f s2(ks1
sp;z; ks2

sp;z)
f s3(ks1

sd;z; ks2
sd;z)

3

5 2 R3; (4.67)

where f s1; f s2; f s3 are af�ne functions (from R2 to R). Given the aug-
mented similarity matrix �P and the augmented state matrix �A, it then
follows that

�P �A �P s� 1 =
� �Asz;� sb 06� 6

06� 6
�Asp;�

�
2 R(6+6) � (6+6) ; (4.68)

where �Ap;� 2 R6� 6 is exactly the same as in (4.28), while �Az;� b is differ-
ent, namely

�Az;� b =
� �Az e3?z1

e3?z2
�A � b

�
2 R(3+3) � (3+3) : (4.69)

In order to simplify the analysis one can then choose the gains such
that the matrix in (4.69) becomes block triangular. One may choose to
cancel either?z1 or ?z2 . Canceling ?z1 will imply that the z linear motion
of the bar is decoupled for the angular motion of the bar, which is
satis�ed if

k1
i;z

k2
i;z

=
k1

p;z

k2
p;z

=
k1

d;z

k2
d;z

=
(Jb + 2d2m1) �m2

(Jb + 2d2 �m2)m1
: (4.70)

That is, if the gains along the z direction of the vehicles satisfy the ratio
above, then

�Az;� b =
� �Az 03� 3

e3?z2
�A � b

�
2 R(3+3) � (3+3) (4.71)

�Az = C3(
 z(k2
i;z ; k2

p;z; k2
d;z)) ; �A � b = C2(
 � b(k

2
i;z ; k2

p;z; k2
d;z)) ; (4.72)

with 
 z and 
 � b as in (4.32) and (4.33). It then follows that �Az;� b is
Hurwitz if

k2
i;z < min(
 z; 
 � b)k

2
p;zk2

d;z: (4.73)
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The constraint above is stricter than for a normal PID, where k2
i;z <

k2
p;zk2

d;z applies. That is the case because
 � b < 1 (see (4.33)), and no-
tice that 
 � b – which is associated with the z angular motion of the bar
– vanishes when d vanishes. This agrees with intuition, which sug-
gests that controlling the attitude of the bar is dif�cult when the contact
points are too close to the bar's center of mass.

While so far it is considered that the UAVs are point masses that
could be fully actuated, in reality they are not. As the UAVs are not
holonomic, it is not possible to apply an arbitrary force directly on the
vehicle. The force needs to be decomposed into a thrust - a force on the
+ Z direction - and a rotation on the vehicle (so that the rotated thrust
is the desired input). Therefore, the state vector x in 3.24 is extended
to

~x = ( x; � 1; � 2; ! 1; ! 2) 2 R2dq+4 ; (4.74)

where � 1 and � 2 represent the attitude of the vehicles, while ! 1 and ! 2

represent their angular velocity. This system dynamics is given by

~X (~x; u) =

2

6
6
6
6
6
6
4

X (x; (u1n1n1; u2n2n2))
! 1

! 2

J � 1
1

�
� k1

d;� n1
u1

ku1k � k1
d;� ! 1

�

J � 1
2

�
� k2

d;� n2
u2

ku2k � k2
d;� ! 2

�

3

7
7
7
7
7
7
5

=

2

6
6
6
6
4

_x
_� 1

_� 2

_! 1

_! 2

3

7
7
7
7
5

; (4.75)

ni = (sin( � i ); cos(� i )) 2 S1 is the thrust direction of vehicle i 2 f 1; 2g,
Ji ; ki

p;� ; ki
d;� are the inertia, the attitude proportional gain, and the at-

titude derivative gain of vehicle i 2 f 1; 2g. For the model above, if
ni = u i

ku i k
for i 2 f 1; 2g, then (u1nT

1 n1; u2nT
2 n2) = ( u1; u2). As such, for

attitude gains suf�ciently big, one excepts X (x; (u1nT
1 n1; u2nT

2 n2)) �
X (x; (u1; u2)) , in which case one may invoke the results from the pre-
vious sections.
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Chapter 5

Experimental Validation

Experiments are crucial to assess if the solution found works the way
we expect it to, but also to have a better understanding that theory and
practice are not the same thing - sometimes, a good theoretical solution
can be infeasible in practice due to limits in technology, while if both
work synchronously the solution can be graceful. “ In theory, there is no
difference between theory and practice. But, in practice, there is!” 1 is a quote
that stayed with me for the past few years.

Four components were developed during the thesis:

� the Aerial Vehicles Network,

� the Popeye UAV,

� the aerial manipulator,

� the ROS-enabled safety switch.

In this section it is described the experimental setup - the agents
that were used, the �ying arena and its support systems - as well as
how they are connected, that is, the system architecture. Moreover,
results on the transportation task performed are shown, validating the
theoretical results obtained in Chapter 4.

5.1 Experimental Setup

All the experiments were performed on the Smart Mobility Lab (SML),
part of the Integrated Transport and Research Laboratory (SML) in the

1Quote attributed to Jan L. A. van de Snepscheut.

41
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Royal Institute of Technology (KTH), Stockholm. The SML provides
a �ying arena covering 6m � 6m � 3m in which aerial and ground
vehicles are allowed to operate. Figure 5.1 shows the facility.

Figure 5.1: Smart Mobility Lab: The arena covers a total volume of
6m � 6m � 3m in which aerial and vehicles are allowed to operate with
the support of a motion capture system.

In this laboratory a motion capture system (MoCap) is provided.
The MoCap is composed by 12 Qualisys cameras spread across the
ceiling, covering the entire �ying arena volume. These cameras allow
for a maximum error of 6mm while tracking a rigid body at frequency
of 100Hz and broadcasting both its pose, as well as its twist (twist is
composed by the linear and angular velocities of the rigid body).

Concerning the static support systems, a segregated network has
been setup in order to allow minimum latency while communicating
with the aerial vehicles. This network is hosted by a TP-Link AC1750
router, capable of managing both 2.4Ghz and 5.8GHz broadband. All
the aerial vehicles are operated on the 5.8Ghz band, as to minimize
response times, while all the ground control stations in the network
are connected through a wired Gigabit connection to the router.

For safety reasons, the �ying area is surrounded by a net that wrap
the UAV in case of collision against it, and so safely stopping its mo-
tion. Software-wise, a safety button stops the vehicles in case of emer-
gency. As it is not possible to connect physically the safety switch to
the vehicles while performing the experiment, this safety switch acts
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on the software level to bring all the vehicles to a stop - essentially,
by overriding their motor speeds to zero at the �ight controller level.
Both the router and the safety switch are shown on Figures 5.2 and 5.3.
Both the con�guration for the router, as well as the developed code for
the safety switch are available on Github 2.

(a) (b)

Figure 5.2: The safety switch is composed by a mechanical push-
button and a microcontroller. On the microcontroller runs code that
interfaces with a ROS Serial node, enabling to instantly stop the mo-
tors on both vehicles on emergency situations.

5.1.1 ASCTEC Neo

The ASCTEC Neo (referred through this section as Neo, for simplic-
ity) is an hexarotor capable of transporting 2kg of payload and with a
motor-to-motor size of 580mm. This vehicle was built by ASCTEC for
the Aeroworks project, and came equipped with an Intel NUC with a
Core-i7 CPU, 16GB of RAM, a 256GB Solid State Drive and a 5.8Ghz
capable Wi-Fi card. Figure 5.4 shows the UAV, as well its on-board
computer. This vehicles weights 2.2 kilograms.

As this vehicle comes pre-equipped with a reasonable heavy on-
board computer, it was decided that the Neo would be transporting
the tether with a permanent magnet as its end effector to create a non-
rigid link between the vehicle and the bar being transported.

2Github repository for Safety Switch: https://github.com/KTH-SML/
panic\_button and access is granted upon request
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Figure 5.3: Aerial Vehicles Network Router: The aerial vehicles net-
work is hosted by a TP-Link AC1750 router. This router creates a class
B subnet, allowing internal computers to communicate outside (for In-
ternet and MoCap).

(a) (b)

Figure 5.4: The ASCTEC Neo is UAV 1, and it will be carrying the
tether that will be connected to the object. The vehicle has a 2kg pay-
load capacity and an Intel NUC with a Core-i7 for on-board computa-
tions.

5.1.2 Popeye

Popeye is an in-house built hexarotor developed during this thesis.
The main design requirements for the vehicle were:

� Size: the vehicle should be about the same size as the Neo or, at
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maximum, 20cm larger in diameter. This requirement is related
with the total size of our system and the �ight arena, considering
that we need to move the object around the space and still have
at least a 50cm margin to the net around the �ying area;

� Payload: considering the possible scenarios for collaborative trans-
portation and future uses for the UAV, a minimum payload of
2kg shall be available, as this is is the payload supported by the
Neo (the other agent in this collaborative scenario) and so it shall
be able to share equally the load;

� Autonomy: the vehicle shall be able to have at least 18min of esti-
mated �ight time without payload, matching the speci�ed �ight
time of the Neo;

� Cost: the total cost for the vehicle parts should be kept under 20
000 SEK;

� Ease of use: the vehicle shall be easy to integrate into the aerial
vehicles testbed, both at a hardware and software levels.

The choice to design a custom vehicle lies on the scarce availability
towards platforms designed for aerial transportation due to novelty of
this area, and on the cost for such solutions.

According to the requirements, the choices for the Popeye core
components were the following:

� Frame: FY-680 hexarotor frame buit by Tarot. The motor-to-
motor distance is 680mm, being 10cm larger in diameter than
the Neo. The total weight for the structure is 600 grams;

� Propulsion System: DJI E800 tuned propulsion system. At nomi-
nal speed, each motor is capable of providing 800 grams of thrust,
for a total of 4800 grams of thrust distributed over 6 motors,
achieving the desired payload capacity;

� Battery: Multistar 6.6Ah: this battery is capable of doing a con-
stant discharge rate of 10 times its capacity, which is largely suf�-
cient for the total power drawn by the motors, and packs enough
power for the target vehicle autonomy at a reasonable small weight.
Theoretically, considering the current drawn by a single motor
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for 600g and considering that the current drawn is directly pro-
portional to thrust, it is expected that we have a rough hover time
of around 30min (disregarding �ight controller and onboard com-
puter, which power consumption is at least one order of magni-
tude less) without any payload, surpassing the Neo's autonomy;

� Flight controller: Pixhawk �ight controller: the choice for this
controller was based on three important aspects: 1) ease of inte-
gration with our architecture, as this �ight controller was being
used previously on the lab and so it is well known for us; 2) ac-
tive community support amongst researchers, as this is the go-to
platform on most universities doing research on UAVs, as well as
companies interested on UAV solutions, and 3) documentation is
widely available and developing software for this platform is rel-
atively easy.

� Onboard computer: Raspberry Pi 3B: the onboard computer se-
lection lied on three aspects: 1) power consumption, as we want
a minimal impact on the UAV autonomy; 2) community support,
and 3) Robot Operating System compatibility. While not being
the only available platform, the Raspberry Pi was selected due
to the large community support, ROS compatibility, price and
power consumption. Later on, it was added a 5.8Ghz Wi-Fi USB
adapter to enable the vehicle to connect this band.

Amongst the above features, Popeye also provides a foldable land-
ing gear that can be folded in tasks that require a 360 degree �eld of
vision or manipulation capability (for instance, if one desires to decou-
ple the arm direction from the vehicle yaw).

Figure 5.5 shows the core system components, while Figure 5.6
shows the assembled vehicle. The total weight of the vehicle is 2.7kg,
without payload, and total price is around 12 000 SEK, excluding ship-
ping.

Manipulator

To full�l the task of collaborative aerial transportation, a 2 link ma-
nipulator was assembled based on the WidowX 3, made by Trossen

3Link for product description: http://www.trossenrobotics.com/widowxrobotarm
, available on 23rd of November, 2017
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(a) Raspberry Pi 3 on-board com-
puter

(b) DJI E800 Propulsion System

(c) Multistar 6.6Ah 6S battery (d) Pixhawk Flight Controller

(e) Tarot FY680 Pro

Figure 5.5: Main components for the designed UAV, Popeye: the above
components provide an estimated 25min �ight time with 2.1kg of
available payload at an affordable cost - around 12 000 SEK. Images
courtesy of HobbyKing, PX4-Pro and Tarot RC.
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Figure 5.6: Popeye is the second UAV used for the experiment.

Robotics. The WidowX is 5-DoF manipulator that incorporates Dy-
namixel servos. These servos provide position, velocity, load, voltage
and temperature feedback and are connected in series. There is also
a torque-limiting option that was explored to develop a PD controller
for the arm, prior to this work. The decision to go with 2 links was
merely based on meeting a minimum arm length as to be able to grasp
the object with the landing gear folded down. An electromagnet was
used as an end-effector to simplify the grasping method which is not
the focus of this thesis. An Arduino-programmable controller for the
manipulator is also incorporated and custom functions to control the
electromagnet were added. Moreover, a 3D printed support was cre-
ated to hold the manipulator and controller to the Popeye frame. Fig-
ure 5.7 shows the 3D developed and printed support, while Figure 5.8
shows the fully-assembled arm. The total weight of the manipulator is
0.9 kilograms and its links are 0.32m and 0.1m long (from body to end
effector).

5.1.3 The Object

The test object for the transportation scenario is a bar with two iron
plates at its end. The weight of each of these plates is 600 grams, while
the bar weights 300 grams, achieving a total transportated mass of
around 1.5kg. Considering that both vehicles grasp the object at the
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(a) Plate top part. (b) Plate bottom part.

Figure 5.7: Manipulator holder: the 3D part was printed on a 3D
printer using PLA. It attaches itself to the frame rods and holds the
manipulator and low-level arm micro-controller. This micro-controller
also controls the landing gear.

(a) Plate mounted on the vehicle,
holding the manipulator and low-
level micro-controller.

(b) Assembled manipulator on the
vehicle.

Figure 5.8: The manipulator attaches to the vehicle using a custom-
built 3D plate that holds the arm and the low-level micro-controller.

same distance of its center of mass, then each vehicle carries approxi-
mately 750 grams during the whole task. The total length of the bar is
2:0m A picture of the object is shown on Figure 5.9.
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Figure 5.9: The bar has two grasping points at approximately the same
distance of its center of mass, one for the tether with permanent mag-
net and another for the manipulator with electromagnet. Both grasp-
ing points are detected by the MoCap.

5.2 System Architecture

The Robot Operating System (ROS)4 is at the core of the system archi-
tecture.

At its core, ROS is essentially a software stack that aims at simpli-
fying robot coding and interfacing with high-level layers. Topics and
services can be created to allow for periodic or single information ex-
change.

As the middleware layer, it connects high level algorithms to the
low level actuators and sensors of the system. To have a better un-
derstanding of the whole test setup, Figure 5.10 shows the network
diagram used during the experiments.

Both �ight controllers are connected to ROS using either Mavros 5

or ASCTEC Trinity ROS interface (provided with the Neo and avail-
able upon request to ASCTEC). From a functionality point of view,
these two interfaces allow for a low-level control of the motors speed,
setting pose setpoints, as well as extracting information from the sys-
tem sensors, such as IMU data. These ROS nodes run on the on-board
computer and interface with the respective �ight controllers over a
USB connection (for the Popeye) or over a USB to UART bridge (for
the Neo).

The PID controller runs on the on-board computer at a frequency
of 100Hz for both vehicles. This controller receives a desired pose set-
point and the latest measured vehicle pose and outputs a wrench, that
is, a 3D-force and 3D-torque. This wrench is afterwards converted ac-
cording to each vehicles input - for the Neo, it is converted into Roll,

4Project webpage: http://www.ros.org/
5Project webpage: http://wiki.ros.org/mavros
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Figure 5.10: Network architecture: in black, Gigabit Ethernet connec-
tions; in dashed black, wireless 5.8Ghz connections; in red, USB to
RS-232 connections; in green, USB 2.0 full-speed connection.

Pitch, Yawrate and Thrust, while for the Popeye it is converted into
PWM signals applied directly on the electronic speed controllers of
each motor.

On Popeye, a ROS node to control the arm is also used. This ROS
node was extended from previous Arbotix and WidowX drivers, to
allow for torque and electromagnet end-effector control. This node is
available on Github upon request 6.

The desired setpoints are generated on the groud station computers
with a reference planner. The planner can provide single setpoints to
the vehicles and also generate trajectories. Two computers are used
for the experiment for redundancy and safety reasons - in this way,
two persons can observe the experiment and decide on stopping it or
not. One of these computers runs the master ROS core and acts as the
center of the network.

Finally, the Qualisys MoCap is integrated with its own ROS node,

6ROS node webpage: https://github.com/KTH-SML/arbotix_popeye
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freely available on Github 7. It provides an odometry message and
twist message for each of the tracked bodies at a frequency of 100Hz.
These messages provide a Pose, as well as linear and angular velocities
for the vehicles.

A simpli�ed ROS graph is provided on the Figure 5.11.

Figure 5.11: ROS architecture: the ground station 1 acts as roscore on
the network, interfacing all the nodes with vehicles and MoCap. It
also runs the reference planner for Popeye, while the second ground
station runs the planner for the Neo and the emergency button service.
On the UAVs run the main controllers, which subscribe to the global
pose and reference given by the planners. On the UAVs there are as
well nodes to interface with �ight controllers (mavros or trinity), input
types (uav_interface) and manipulator (popeye_arm).

7Qualisys ROS interface project page: https://github.com/KumarRobotics/qualisys
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5.3 Experimental Results

5.3.1 Test Trajectory

In order to validate our approach, a test trajectory is de�ned in order to
benchmark our controller. This trajectory is composed by 6 segments,
in order:

1. a 0.5m translation in -X direction;

2. a 0.3m translation in -X direction;

3. a90o rotation around the bar +Z axis;

4. a 0.5m translation in -Y direction;

5. a 0.5m translation in +Y direction;

6. application of an external disturbance.

All tests start by hovering over the initial position, shown on Figure
5.12. Depending on the test case, the applied disturbance might be
applied in the direction of the bar or orthogonal to it. In the case it is
applied in the bar direction, setpoint 3 is omitted. In both cases, the
disturbance is applied to the vehicle carrying the manipulator and the
closest to its center of mass. To have a better understanding of each
setpoint, Figures 5.13 and 5.14 show the setpoints transition.

Finally, Figures 5.15 and 5.16 show how the disturbance is applied
on the system, both for the cases with and without rotation.

Figure 5.12: Initial setpoint for all experiments
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(a) Setpoint 1 (b) Setpoint 2

(c) Setpoint 4 (d) Setpoint 5

Figure 5.13: Setpoints, ordered from (a) to (d), performed without rota-
tion. This allows to test the movement, as well as disturbances, along
the bar's direction.
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(a) Setpoint 1 (b) Setpoint 2

(c) Setpoint 3: starting rotation (d) Setpoint 3: half rotation

(e) Setpoint 3: �nished rotation

(f) Setpoint 4 (g) Setpoint 5

Figure 5.14: Setpoints, ordered from (a) to (g), performed with rota-
tion. This allows to test the movement, as well as disturbances, on the
orthogonal direction to the bar.
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(a) (b)

(c) (d)

Figure 5.15: Disturbance is applied in Popeye center of mass, in the
direction of the bar and the second UAV, Neo.

(a) (b)

(c) (d)

Figure 5.16: Disturbance is applied in Popeye center of mass, orthogo-
nally to the bar direction.
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5.3.2 Test Results and Discussion

Results are grouped in two sets: one for the free manipulator, and the
other for the locked manipulator case. In each, we apply a disturbance
along the bar direction, as well as orthogonally to it, on Popeye. Fig-
ures 5.17 and 5.18 show the �rst scenario, while Figures 5.19 and 5.20
show the second. Overall, four tests are performed:

1. Free manipulator without rotation;

2. Free manipulator with rotation;

3. Locked manipulator without rotation;

4. Locked manipulator with rotation.

Figure 5.17 shows the results obtained for the experiment on Figure
5.13, where the transportation task is performed with the manipulator
in an unlocked state and without rotating the bar. Here it is possible
to access how the system behaves while moving in the direction of the
bar with an unlocked manipulator, as well as how well it can reject dis-
turbances in the same direction. The transportation starts at t1 = 20s,
as the integral terms start to accumulate the height error and increase
the thrust accordingly. At t2 = 60s, the �rst setpoint is set, followed
by another at t3 = 67s, moving the system orthogonally to the system
principal axis. At t3 = 80s and t4 = 90s, two setpoints are set in the
direction of the bar. These setpoint con�rms the stability while mov-
ing on the system plane modeled on section 4.2. The experiment ends
with a disturbance rejection test, at t5 = 103s. Three unmodeled forces
are applied in Popeyes center of mass. The system recovers correctly
and stabilizes around the previous setpoint. At t6 = 130s a landing
command is issued and both UAVs come to a halt.

Still considering the free manipulator scenario, Figure 5.18 shows
the results for the movement with rotation and disturbance orthogonal
do the bar. The �rst two setpoints are the same, but at times t1 = 48s
and t2 = 55s. At t3 = 62s, a rotation setpoint is applied to the bar,
resulting in a 90 degree rotation in  , around its + Z axis. Afterwards,
the system moves again on the orthogonal direction of its principal
axis, on the two setpoints at t4 = 78s and t5 = 85s. Again, the system
is excited three times with an unmodeled force in Popeye's center of
mass, att6 = 103s, t7 = 108s and t9 = 113s. The system remains stable
and the landing command is issued at t10 = 120s.
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These two experiments assess how well the controller proposed on
section 4.2 performs. Position and attitude convergence is achieved,
and robustness to external unmodeled forces is shown. Therefore, it
is concluded that the controller performs correctly and is capable of
stabilizing the system.

Figure 5.19 shows the results for the locked manipulator scenario
without rotation. The transportation starts at t1 = 22s and at t2 = 55
and t3 = 63s the �rst two setpoints are set. After the system stabi-
lizes around the last setpoint, translation commands along the global
� Y , and then + Y - at t4 = 76s and t5 = 81s are given. Here, the sys-
tem moves on the � x and + x axis de�ned on chapter 4. This setpoint
proves that, even in the conditions assumed in section 4.3, k2

p;x = 0 and
k2

p;x = 0, the system remains stable (in fact, they are approximately zero
when compared to the other UAV). Finally, at t6 = 92s and t7 = 101s
two unmodeled disturbances are applied on Popeye, showing that the
system reliably rejects them.

Finally, Figure 5.20e shows the results for the locked manipulator
scenario with rotation and, therefore, with disturbances orthogonal to
the bar direction. The task starts at t1 = 18s and the �rst two setpoints
are given at t2 = 38s and t3 = 45s. At t4 = 53s the system rotates
around the bar's + Z axis, which is followed by two setpoints on the
orthogonal direction of the bar, at t5 = 68s and t6 = 75s. Finally, three
unmodeled forces are applied on Popeye at t7 = 90s, t8 = 96s and
t9 = 102s, from which the system successfully recovers.

These �nal two test sets demonstrate that the controller proposed
on 4.3 is capable of stabilizing the system around the given setpoints
when the manipulator is locked. Even with the harsh assumption of
k2

p;x = 0 and k2
p;x = 0, the modeled controller behaves correctly, even

when with the presence of unmodeled forces.
Figures 5.21 and 5.22 show the steady-state error convergence for

setpoints on both x and y axis. These are on the world frame. With
respect to the system,x-axis in the world is � y in the system frame of
Figure 3.1, andy-axis is x-axis on the system frame of the same Figure.
It is possible to observe from the plots that a movement on the system
y-axis does not disturb the other axis movement, which con�rms that
our assumption was reasonable.

From tables 5.1 to 5.4 it is possible to conclude that the steady-state
errors are always below 8cm. These tables show the errors on the sys-
tem reference frame. Also, we observe that Popeye's steady-state error
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is usually smaller than Neo. Although isolated tests were not con-
ducted, a possible reason for this is the ground-effect, to which the
Neo is more susceptible than Popeye.

On the free-manipulator scenario, setpoints on the system y-axis
have slightly bigger errors than on the x-axis - in fact, the mean is 2cm
larger, � ey = 0:0585against � ex = 0:0315- which suggests that the
system response is similar on these axis

For the locked manipulator scenario, we observe that the Popeye's
errors are similar to the bar's. This suggests that the link rigidity is
assured. There is no difference on the mean of the errors for the 3
objects, and so we conclude that, again, the response is similar both in
x and y.

Comparing both scenarios, for y setpoints on the system frame we
have � ef ree = 0:0585and � elocked = 0; 0344. Although having a small
difference, this is expected as the locked system has a better oscilation
dampening.

In sum, the tests assess all the studied case scenarios and success-
fully demonstrate that the proposed controller can correctly transport
a load shared heterogeneously with two aerial vehicles. A video sum-
ming the output of the experiments is available at https://youtu.
be/NADR9_VffBk . The videos recorded for all experiments presented
in this section are available at https://drive.google.com/drive/
folders/12rt5-gA9gRYuUtXDhOlWVLQM08D1_spJ?usp=sharing .
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(d) Popeye position
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(e) Integral terms for Neo and Pop-
eye (Tarot FY680)

Figure 5.17: Experimental results for the �rst test: unlocked manipula-
tor and path without rotation. The system recovers from disturbances
along the bar direction and successfully performs the task.

endtable
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Figure 5.18: Experimental results for the second test: unlocked ma-
nipulator and path with rotation. The system reliably moves on the
orthogonal direction of the bar, recovering from disturbances in this
direction as well.
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Figure 5.19: Experimental results for the third test: locked manipulator
and path without rotation. This test assesses the controller proposed
on 4.3. The system correctly moved along the setpoints in the direc-
tion of the bar, as well as orthogonal to it, and safely recovered from
unmodeled disturbances.
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Figure 5.20: Experimental results for the fourth test: locked manipula-
tor and path with rotation. The system manages a rotation and distur-
bance rejection while Popeye is rigidly attached to the object. The task
is performed successfully.
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(f) Popeye error convergence - y
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Figure 5.21: Error converge for setpoints on x and y (world coordi-
nates) for the free manipulator scenario.
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Figure 5.22: Error converge for setpoints on x and y (world coordi-
nates) for the locked manipulator scenario.
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x convergence
X Y Z

Neo 0.0391 0.0560 0.0586
Popeye 0.0273 0.0295 0.0137

Bar 0.0280 0.0295 0.0141

Table 5.1: Steady state error (10%) MSE for free manipulator on system
x setpoint convergence.

y convergence
X Y Z

Neo 0.0509 0.0767 0.0258
Popeye 0.0297 0.0413 0.0167

Bar 0.0296 0.0574 0.0166

Table 5.2: Steady state error (10%) MSE for free manipulator on system
y setpoint convergence.

x convergence
X Y Z

Neo 0.0422 0.0552 0.0156
Popeye 0.0268 0.0352 0.0257

Bar 0.0324 0.0351 0.0260

Table 5.3: Steady state error (10%) MSE for locked manipulator on sys-
tem x setpoint convergence.

y convergence
X Y Z

Neo 0.0289 0.0647 0.0343
Popeye 0.0564 0.0190 0.0316

Bar 0.0561 0.0194 0.0319

Table 5.4: Steady state error (10%) MSE for locked manipulator on sys-
tem y setpoint convergence.



Chapter 6

Conclusions

On this thesis it is proposed a model for the collaborative aerial trans-
portation task using agents with heterogeneous manipulation capabil-
ities - a tether and a manipulator, in this case.

It is shown that our system behaves similarly to a crane, and hence
the control design derivation for it is done likewise. The problem is
divided in simpler blocks which are easier to analyze given a set of
simpli�cations. Results without simpli�cations were also considered
and can be seen on the accompanying Mathematica �les.

It is possible to conclude that the simpli�cations made to the real
systems do not compromise its stability. Experiments show that the
system is capable of stabilizing around a set of setpoints that test the
system response in its main axis of movement. Disturbance rejection
tests were also performed, resulting in a successfully disturbance re-
jection and consequent stabilization around the correct setpoint.

Finally, a comparison between a locked and free manipulator sce-
nario is made, in which a lower error is achieved on the �rst.

6.1 Future Work

This thesis presents a �rst step into a tether-manipulator transporta-
tion system. The experiments were performed indoors with the sup-
port of a motion capture system. A step towards an outdoor imple-
mentation would be to incorporate on-board vision processing to close
the position estimation loop. This vision sensor could at the same time
be used to inspect the object and decide where to attach to the load.

While navigating outside, vision algorithms could be incorporated

67
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along with path-planning that our suggested controller could track.
This path-planning could either use optimal metrics - such as a model
predictive control-based path planning - or rapidly-exploring random
trees.
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