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This thesis is concerned with modeling of driver behavior based on data collected from real traffic using an advanced instrumented vehicle. In particular, the focus is on driver-following behavior (often called car-following in transport science) for microscopic simulation of road traffic systems. In addition, the modeling methodology developed can be applied for the design of human-centered control algorithms in adaptive cruise control (ACC) and other longitudinal active-safety technologies.

Driver behavior is a constant research topic in the modeling of traffic systems and Intelligent Transportation Systems (ITS), which could be traced back to the work of General Motor (GM) Co. in 1950’s. In the early time, researchers were only interested in the development of driver models fulfilling basic physical properties and producing reasonable flow dynamics on a macroscopic level. With the booming interest on driver modeling on a microscopic level and needs in ITS developments, researchers now emphasize modeling using microscopic data acquired from real world. To follow this research trend, a methodological framework on car-following data acquisition, analysis and modeling has been developed step by step in this thesis, and the basic idea is to build a computational model for car-following behavior by exploration of collected data. To carry out the work, different techniques within the field of modern Artificial Intelligence (AI), namely Computational Intelligence (CI)\(^1\), have been applied in the research subtasks e.g. information estimation, behavioral regime classification, regime model integration and model estimation. Therefore, a preliminary introduction of the CI methods being used in this thesis work is included in the text.

\(^1\)CI is an internationally well-established scientific field with its research core focused on fuzzy systems, neural and evolutionary computing and a large number of numerical methods borrowed from various scientific and engineering fields, all of which are essential for building individual models and complex systems in intelligent machine design and imitation of human level intelligence. There are many journals that provide in-depth research contributions and conferences where the most up-to-date research can be found. An introductory website can be http://en.wikipedia.org/wiki/Computational_Intelligence.
Following data collection on selected Swedish motorways, the behavioral information of drivers was estimated using Kalman Smoothing algorithm based on a state-space model of the multivariate data series. This preprocessing work canceled measurement noise and provided more accurate and consistent car-following data for further analysis and modeling. Spectrum analysis was first conducted on the smoothed data in order to investigate driver properties and to estimate their reaction delay. The estimated results were further applied in the model estimation procedure. From the car-following data, it was not difficult to find that the general driver behavior showed apparent nonlinearity and stage adaptivity. This prompted us to resort to clustering methods and to classify data into behavioral regimes and then analyze and model statistical relations between perceptual variables and the acceleration output in each regime. In order to integrate the models in all regimes, a fuzzy inference framework is developed as a variant of the Sugeno fuzzy inference system. A neural fuzzy system is formulated as an extension of the idea of the adaptive neural-fuzzy inference system (ANFIS) in order to provide the computational model with ability to learn from real data.

In addition to the model structure determination, an important issue in the driver modeling research is the estimation method of driver-following models using acquired data. Traditionally, it is widely applied to use the least square deviation between real and modeled acceleration outputs as the performance measure and then search the parameter space based on derivative-based methods or genetic algorithm (GA) using observed model inputs. Proposed in the thesis is a dynamic estimation approach based on general physical states of the driver-vehicle unit. Kalman-Filting based algorithms including Extended Kalman-Filter (EKF) and Unscented Kalman-Filter (UKF) have been utilized for the implementation of this model calibration methodology. Furthermore, the model estimation methods have been evaluated based on real data and compared with the traditional approach using gradient-based methods or naive GA algorithm. The research subject and result offer a promising perspective for the improvement of simulation authenticity.
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Chapter 1

Introduction

Since the appearance of the steam-powered automobile in the late eighteenth century, humans have benefited from the convenience and advantages it brought to us. Moreover, the invention with its later developments promoted constant expansion of modern industries and became a milestone in human civilization. With the technical advances of road and railroad vehicles and the later development of airplanes, modern transportation industry was formed and has become an indispensable part of global economy. Undoubtedly, due to its pervasion in our common life, vehicle-road based transportation system is still the most popular in our common life. In the last decades, the blooming of global economy and the consequent urbanization in both developed and developing countries resulted in an imbalance between transport demand and service capacity of infrastructure. Nowadays, almost all metropolitan areas in the world have congestion problems, resulting in travel delay, fuel waste, air pollution and productivity loss worth of hundred billions of dollars every year. Meanwhile, the corresponding safety situations are getting worse and worse, especially in the fast developing countries. Therefore, it is necessary for authorities to continuously revise their transportation development policies, apply new technologies and develop new management tools to treat traffic jam and travel delay problems as well as improve transportation safety.

1.1 Intelligent transportation systems

Modern computer technology has changed, and is still changing, our daily living style. From desktops to personal digital assistants (PDAs) and to new generations of cellular phones,
computing devices become ubiquitous and communication via all kinds of networks becomes more and more easy and free. Our transportation systems have also been revolutionized with different information-based technologies: vehicle-based intelligent systems have been installed to assist the human drivers and may replace us in the near future, and the infrastructure becomes dynamic, flexible and more informative. All of these will continuously improve the efficiency and safety of the whole road-based transportation systems. Intelligent transportation systems (ITS) was nominated long time ago and can be classified into two categories: vehicle-based ITS and road-based ITS. The main idea is to equip current transportation systems with all kinds of IT technologies, mainly computing devices, in order to realize human-level intelligence and beyond among the interactions of vehicles, infrastructure and environment. The remainder of this section will focus on introducing some vehicle-based ITS systems.

1.1.1 Adaptive cruise control

Adaptive cruise control (ACC), also called intelligent cruise control (ICC), is a longitudinal active-safety oriented driving assistant system. Vehicles equipped with this kind of system can automatically follow other vehicles in the same lane and hence partial or even full automation in the longitudinal direction of the road can be realized. Thus, workload of drivers can be reduced and general safety can be improved. The design of ACC algorithms is inspired by driver-following behavior, a basic element in general driver behavior. Just like the fundamental position of car-following in the traffic flow theory, ACC is one of the most important underlying algorithms toward the ultimate goal of automated vehicles. The commercial automobiles with various ACC systems have been put on the market since many years ago, though most of the systems were still immature and with simple functions e.g. the constant pre-set speed mode and the distance-keeping mode. However, the research development of ACC has never stopped: with the technical developments of intelligent recognition of driving environment, more advanced ACC systems, e.g. stop-and-go systems and longitudinal crash avoidance systems, may be installed in cars of next generations. Judging from the trends in which airbag and anti-lock brake systems (ABS) have penetrated the automobile market, the future of ACC systems as an intermediate step toward fully automated vehicle seems optimistic.
1.1.2 Intelligent speed adaption

Unlike the ACC systems introduced above, Intelligent Speed Adaption (ISA) systems aim at improving the safety of manually driven vehicles by compelling the human drivers to adapt their speeds to the local speed limitations, which are often coded in vehicle-based GPS systems or informed directly by local intelligent infrastructure via real-time communication through public or ad hoc networks. ISA systems have been extensively tested in some of the west European countries including Sweden. Many of the research results show that they have good potential to improve traffic safety in terms of probability of accident and fatality. This thesis also includes a study of the relation between ISA penetration and safety.

1.1.3 Automated highway systems

The automated vehicle-highway system (AVHS) or (AHS) was originally designed for a different purpose from the ACC system. It is based on the assumption that fully automated control of and coordination between vehicles operating on dedicated lanes in high priority traffic corridors hold realistic promise of being the next means of substantially improving the performance and safety of the highway system. AHS offers the potential for substantial improvements in throughput, safety, travel time predictability, level of service, inclement weather operation, mobility and air quality. Technically, AHS is in essence a conceptual platform based on a collection of different kinds of vehicle and infrastructure based intelligent systems. Moreover, this concept has been explored by various research and development organizations. In principle, a fully automated highway system assumes the existence of fully dedicated highway lanes, where all vehicles running on it are fully automated like robots, with steering, brakes and throttle being controlled by computers. Like in the ACC systems, there are still many technical barriers hurdling the real implementation of such systems and computer simulation is one means to evaluate and further develop AHS systems.

1.2 Simulation models of traffic systems

Simulation is a technique to imitate operations of various kinds of systems in real world by a set of abstracts and assumptions on the systems, which are called models. It is often considered as a foot of a stool in science and engineering with both theory and experiment, and each of them helps us understand the others. In particular, theory of complex systems,
considered as a simplified representation or model of the complicated physical universe, can be tested by simulation.

Two types of models were traditionally referred to in system research [41]: physical models and mathematical models, both of which are built for the study and analysis of systems. In the past decade, the mathematical or quantitative relation model has been extended to a larger framework where computing is the main theme because of the indispensable role of computer technology and corresponding development of methodology. Thus, the vast majority of models for system study purposes are computational, representing a system in terms of mathematical and logical relationships. Occasionally, analytical solutions can be obtained from traditional mathematical models. In real applications, the systems are dynamic, stochastic and highly complex, precluding any possibility of obtaining a closed-form analytical solution. In this case, computational modeling and simulation become the only
means to study such a system. There are many texts discussing the theory of modeling and simulation, e.g. [70]. We will skip the details and focus on the modeling and simulation of traffic systems.

Traffic simulation became an indispensable tool for transport planning due to several driving forces: advances in modern traffic flow theory especially with respect to model complexities, and in computer hardware and software tools and in vehicle technology, development of general information-based infrastructure, and social demand for more detailed analysis of the consequences of traffic measures and plans. Traffic simulation models can be, according to the level of details, classified into: macroscopic, mesoscopic and microscopic. Macroscopic models represent road traffic as flow without considering its components and mutual interactions whereas microscopic models describe in very much detail the components of the traffic systems, e.g. vehicles, traffic signals, road based ITS systems, and their interactions. Mesoscopic models sit in between these two extremes and often represent vehicles based on traffic streams without considering their interactions. All these three levels of models have their own application focus: for example, microscopic simulation can be more adapted to the study of detailed driver behavior aspects while macroscopic models are more appropriate for the strategic evaluation of very large scale planning. Recently, much effort to mix those simulation models into one hybrid platform also deserves mentioning, e.g. in [8]. However, increasingly complicated microscopic simulation models will stand foremost in the long run due to the needs to design new ITS systems, especially vehicle based driving assistant systems, and to study safety and environmental effects of traffic systems. The fast evolution of computer and computational technologies is an impetus for this tendency.

1.3 Driver behavior

Driver behavior has been an academically fascinating area, alluring interdisciplinary research from different scientific or engineering fields including system modeling, psychology, automotive and transportation engineering and computer science. Nowadays, driver behavior models are mainly applied in the simulation of traffic systems and the design of intelligent cruise control and other in-vehicle driving assistant systems.

Driver tasks can be separated into a hierarchy of three levels: strategic, tactical and operational. On the strategic level, drivers make decisions concerning the route choice and trip planning not only before but also during their trip. This is a very important area in
transportation science where travel demand and trip generation are focused. Of course it is also indispensable for the traffic simulation since origin-destination (OD) matrix and en-route route choices affect the traffic distribution over a network. Decisions on the tactical level are driven by goals for speed, safety and comfort, and they determine the movement of vehicles on the roads. At last, operational level behavior includes the skill based activities such as steering, gearing, braking and so on. These activities are mostly done with little conscious effort.

1.3.1 Tactical driver modeling

Although tactical level behavior is directly affected by strategic decision and has to be implemented through operational control of vehicles, it is the main interactive interface between the driving vehicle and other vehicles and the traffic environment. So the models and algorithms on this level are always the main concerns within the topic of driver modeling. In microscopic traffic simulation, researchers are especially interested in mimicking drivers’ behavior as close as possible to reality on a tactical level. Tactical models in simulation describe the driver behavior based on the current traffic situation and focus on short-term interactions between the vehicle and its environment, without drawing details on how drivers perceive and operate. Car following model is probably the most essential tactical driving models and describe the driver longitudinal behavior when following another car and trying to adapt its speed and maintain a safe distance. Figure 1.2 shows the typical situation when a driver drives his car \( n \) when it is behind a leading car \( n-1 \) and advances without any intention of changing lane or overtaking. Gap acceptance models including lane changing, overtaking and merging behavior are also crucial for the authenticity of simulation models but our focus in this thesis is on particularly car-following behavior.

1.3.2 Review of car following models

As far as is known, driver behavior has been studied since the early 1950s. A considerable increase of researches has been taken place in the modeling of driver behavior, especially car following, during the last twenty years. In this section, the main car following models will be shortly reviewed by categories.
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Figure 1.2: A standard situation for car-following.

**General Motor (GM) model and its extensions**

The well-known mathematical car following model introduced by Gazis et al [17] in 1961 was both an extension of the early models developed in the General Motor laboratory [10] [25] and a summary of the early ideas on stimulus-response type car following models. The model takes the form below

\[ a_n(t + T) = \frac{v'_n(t + T)}{\Delta x_n(t)m} (v_{n-1}(t) - v_n(t)) \]  

(1.1)

where \( x(t), v(t) \) and \( a(t) \) are the position, speed and acceleration of the cars. \( T \) is the term called reaction time of the driver and \( l, m \) and \( \alpha \) are constants. This model is often called the Nonlinear General Motor (GM) model and has the intuitive hypothesis that the follower’s acceleration is proportional to the speed difference, \( \Delta v_n(t) = v_{n-1}(t) - v_n(t) \), and its own speed but being inversely proportional to the distance headway, \( \Delta x_n(t) = x_{n-1}(t) - x_n(t) - S_{n-1} \), where \( S_{n-1} \) stands for the length of the leading vehicle \( n - 1 \). The speed difference part on the right hand side is always translated as ‘stimulus term’ while the rest is called ‘sensitivity term’. Although we know that more factors are involved in a follower’s decision in the real traffic environment, these variables show obvious effects and can be identified by modern equipment. Based on this mathematical equation, lots of extensions were made by later research. Subramanian [59] introduced a statistical term assumed to be Gaussian and described reaction time by a truncated log-normal distribution. Yang [68] developed the GM car following model in MITSIMLAB, a microscopic traffic simulator, but assuming the acceleration and deceleration are not symmetric, which is more reasonable in reality. Ahmed [2] extended the GM model with more complexity by allowing the sensitivity term to be correlated with local traffic density and using a piecewise nonlinear function to represent the stimulus term. The model is expressed as follows

\[ a^{cf,g}_n(t) = s[X^{cf,g}_n(t - \xi \tau_n)] f[\Delta v_n(t - \tau_n)] + \epsilon^{cf,g}_n(t) \]  

(1.2)
where,

\[ g \in \{ \text{acc, dec} \}, \]

\[ s[X_{n}^{\text{cf,g}}(t - \xi \tau_n)] = \text{sensitivity term}, \]

\[ X_{n}^{\text{cf,g}}(t - \xi \tau_n) = \text{vector of variables affecting acceleration at time } (t - \xi \tau_n), \]

\[ f[\Delta v_n(t - \tau_n)] = \text{stimulus term}, \]

\[ \Delta v_n(t - \tau_n) = (v_{n-1}(t - \xi \tau_n) - v_n(t - \xi \tau_n)), \]

\[ \epsilon_{n}^{\text{cf,g}}(t) = \text{stochastical random term at time } t, \]

\[ \xi \in [0, 1]. \]

The parameter \( \xi \) in equation (1.2) describes the fact that drivers may update the perception of the traffic environment during the decision process. The acceleration and deceleration processes are modelled with different parameter sets. Besides the research on extending GM type models above, Addison and Low [1] suggested to add another term to the nonlinear GM model and so the model becomes

\[ a_n(t + T) = \alpha \frac{v_n^l(t + T)}{\Delta x_n(t)}(v_{n-1}(t) - v_n(t)) + \beta(\Delta x_n(t) - D_n)^3 \quad (1.3) \]

where \( D \) represents the desired separation that the follower attempts to achieve. The main consideration for adding this term is that the previous GM type model only intends to match velocity of the consequent cars without attempting to realize a safe inter-vehicle separation. The numerical study of this model shows that it produces chaotic oscillations along the platoon which is often expected from more complicated model forms. So this model can be used to replicate the seemingly random inter-vehicle oscillation e.g. in congested traffic, though the model actually takes a deterministic form.

In addition to the efforts to extend the GM model, a great deal of work has also been performed to calibrate and validate the GM model. However, results from different researches were reported to be more or less different and some of them were even contradictory possibly due to the large variations in the measurement means, traffic conditions and so on, all of which can not be completely captured by the GM models.

**Linear models**

Although the first car following model [10] developed in the General Motor laboratory is linear, this category of car following models was formally embarked by Helly [24] who
proposed that the acceleration of the follower should be not only correlated to the speed difference but adapted to whether the leading car brakes or not. A simplified form of Helly’s linear model is represented by

\[
a_n(t + T) = C_1 \Delta v_n(t) + C_2 (\Delta x_n(t) - D_n(t + T))
\]

\[
D_n(t + T) = \alpha + \beta v_n(t) + \gamma a_n(t)
\] (1.4)

where \(\Delta v_n(t) = v_{n-1}(t) - v_n(t)\) and \(\Delta x_n(t) = x_{n-1}(t) - x_n(t) - S_{n-1}\) are speed difference and space between the two cars at time \(t\). \(D_n(t)\) is the desired distance of the driver. \(T\) is the driver reaction time. It can be further showed that the acceleration of the following car in the model is linearly correlated with speed difference, previous acceleration, speed of the following car and distance headway between the two cars. Helly’s model has been revised and studied by some researchers during the last forty years. Especially, it was implemented in a simulation model SITRA-B [16]. However, this model form is often considered devoid of general validity in capturing traffic characteristics in different situations and intuitively less justifiable than GM type models. Koshi et al [37] proposed in 1992 to extend Helly’s model into a nonlinear form

\[
a_n(t + T) = \alpha_1 \frac{\Delta v_n(t)}{\Delta x_n(t)} + \alpha_2 \frac{(\Delta x_n(t) - D_n(t + T))}{\Delta x_n(t)}
\] (1.5)

where \(\alpha_1, \alpha_2, \alpha_3\) and \(m\) are all constants. Later, Xing [66] further extended the model to the general acceleration case using a more complex equation as follow

\[
a_n(t) = \alpha_1 \frac{\Delta v_n(t - T)}{\Delta x_n(t - T)} + \alpha_2 \frac{(\Delta x_n(t - T_2) - D_n(t))}{\Delta x_n(t - T_2)} + \alpha_3 \sin \theta + \alpha_4 (v_{des} - v_n(t))
\]

\[
D_n(t) = a_0 + a_1 v_n(t - T_2) + a_2 v_n(t - T_2)^2 + a_3 v_n(t - T_2)^3
\] (1.6)

where the last two terms handle the effect of a gradient and the free flow situation respectively. These nonlinear extensions of the Helly’s model have not been further studied by numerical data except the calibration made in the original publications.

**Gipps models**

Considered as a further development of the original collision avoidance or safety based ideas e.g. [36], a mathematical model was proposed by Gipps [18] in a form of the following equations

\[
v_n(t + T) = \min \{v_n^a(t), v_n^b(t)\}
\]
\[ v_n^a(t) = v_n(t) + 2.5 A_n T (1 - v_n(t)/V) \sqrt{0.025 + v_n(t)/V} \]

\[ v_n^b(t) = B_n T + [B_n^2 T^2 - B_n\{2\Delta x_n(t) - v_n(t) T - \frac{v_{n-1}(t)^2}{B_{n-1}}\}]^{1/2} \] (1.7)

where \( v_n^a(t) \) is the follower’s adopted speed when the headway between two contiguous cars is large enough so that it can accelerate freely. \( A_n \) is an acceleration parameter. The second part \( v_n^b(t) \) is our main interest which describes the adopted speed when the headway is smaller. The formula is based on the assumption that each driver sets his speed so as to be able to stop, if adopting the maximal braking rate \( B_n \), without hitting the vehicle in front given that the leading car brakes no more than a certain rate \( \hat{B}_n(t) \).

\[ \Delta x_n(t) = x_{n-1}(t) - x_n(t) - S_{n-1}(t) \] is the space between the leading and following vehicles.

Although the model was not completely calibrated using measurements, Gipps shows through simulation that the model propagated disturbances within a platoon in a manner close to reality. The model was, later on, preferred in a number of simulation projects and an in-depth numerical analysis of the model was given in [64]. Accordingly, one advantage of this model is that users can calibrate it based on their commonsense of driver behavior, mainly the maximal braking rates and prediction of the braking rate of the leading car. However, the speed model was derived based on the integration of acceleration with a crude time step size equal to the reaction time. Meanwhile, some empirical studies e.g. [55] showed that it performed not as well as other mathematical models.

**Psycho-physical models**

From a behavior standpoint, Leutzbach [42] introduced the psychological concepts of ‘perception threshold’ in the car following modeling since drivers do not follow cars at large distance and can not clearly perceive small difference in relative speeds or speed differences. Inspired by these ideas, Leutzbach and Wiedermann [43] presented a model based on drivers perception thresholds of the relative speed or speed difference, the perception limits of opening and closing for small relative speeds and that for perceiving changes in headway distance. In short, four thresholds can be summarized as follows:

- Minimum desired following distance, \( D_{mind} \):

\[ D_{mind} = D_{stop} + D_x \sqrt{v_n} \] (1.8)

where \( D_{stop} \) stands for minimum desired spacing between two vehicles when stationary, while \( D_x \) is the additional spacing to account for moving speed \( v_n \);
1.3. DRIVER BEHAVIOR

- Maximum desired following distance, $D_{maxd}$:

$$D_{maxd} = D_{stop} + \lambda D_x \sqrt{v_n}$$  \hspace{1cm} (1.9)

where $\lambda$ makes $D_{maxd}$ reasonably larger than $D_{mind}$;

- Small negative relative speed

$$\delta v^- = -\Delta x^2 / \theta$$  \hspace{1cm} (1.10)

where $\theta$ is a constant corresponding to the divergence rate of the visual angle;

- Small positive relative speed

$$\delta v^+ = \Delta x^2 / \epsilon$$  \hspace{1cm} (1.11)

where $\epsilon$ is a constant corresponding to the convergence rate of the visual angle.

Accordingly, drivers perceive unacceptable changes in distance headway and speed difference and will execute a level transition of their actions. Meanwhile, the desired speed and want for safety were also defined in the model, which make the model reflect not only the human’s common psychological limits but the individual difference within drivers. Empirically, Brackstone et al. [7] attempted to calibrate those psychological thresholds using data collected from UK motorways, but those parameters have not been validated by real observation.

**Rule-based multi-stage systems**

During the early era of developing car following models, researchers had already considered to divide the car following into different stages and situations. For example, Wiedermann described the car-following process by four situations including uninfluenced driving or free flow situation, approaching, braking and following the leader in order to reflect different levels of perception; Yang introduced both a free flow and an emergency braking stage in addition to the normal car-following. Hence a car-following process can be divided into different stages base on simple rules, and model parameters in different stages have to be estimated based on the data from the corresponding ones. All these models face an insurmountable challenge on designing calibration methods in the early period. Kosonen [38] modeled the general driver speed control behavior including the car following by a rule set in a microscopic simulation tool, HUTSIM. Later, this model was adopted in Swedish
TPMA [39]. In the model, the headway measured in time unit is divided into three zones: the free area, the stable region and the forbidden area. Driver actions are decided by the rules such as

$$\text{IF } D_{obs} < S_{\text{min}}(v_{\text{own}}, v_{\text{ahead}}) + W_{\text{stab}}(v_{\text{own}}, v_{\text{ahead}}) \text{ THEN no acceleration.}$$

where $S_{\text{min}}$ and $W_{\text{stab}}$ stand for the minimum safe distance and width of stable area respectively, which are functions of speeds of both leading vehicle and its own. While the rule-based approach has the advantage regarding driver knowledge representation by a human-like inference, the model does not capture the essential uncertainties during a driving task and the calibration of the model is hampered by the concepts involved in the parameters. In addition, the speed output of the model is discrete and crude, making the simulation output not realistic.

**Fuzzy inference models**

Fuzzy logic based system has been introduced in modeling driver behavior due to its successful applications in many industry areas. Especially, fuzzy set theory [69] was originally expected by its inventor, Loﬁt Zadeh, to solve problems in human science. The initial use of this method by Kikuchi et al [34] in driver modeling attempted to design a Sugeno Fuzzy Inference System (Sugeno FIS) by fuzzification of the speed difference $\delta v$, headway $\delta x$ and acceleration $a$. The FIS system is composed of rules like:

**Rule i:** IF $\delta x = 'ADEQUATE' \text{ THEN } a_n = (\delta v + a_{n-1}T)/\gamma$;

In the fuzzy rule above, the variables in the antecedence are described by fuzzy sets or linguistic terms while the consequence is represented by an equation. This system does not need the defuzzification process and is therefore computationally fast. Later on, both Wu et al [65] and Chakroborty et al [9] developed a Mandani Fuzzy Inference System (Mandani FIS) by representing the acceleration action with some fuzzy sets like: { 'Strong Acceleration', 'Light Acceleration', 'No action', 'Light Deceleration', 'Strong Deceleration' }. Armed with fuzzy sets in the consequence, the fuzzy rule becomes as follow:

**Rule j:** IF $\delta x = 'ADEQUATE'$ and $\delta v = 'LARGE \text{ POSITIVE}'$ and $a_{n-1} = 'LIGHT POSITIVE'$ THEN $a_n = 'LIGHT POSITIVE'$.

Hence, a defuzzification process is required to get a numerical value on the acceleration output. Despite the semantic advantages of Mandani FIS in delineating the human behavior,
the defuzzification is computationally expensive especially for large scale traffic simulation systems, in which computing speed is always critical.

As far as known, a fuzzy inference system can be calibrated by different techniques such as adaptive neural networks and evolution algorithms. But the calibration methods for the fuzzy systems above have formally applied in the context of modeling driver behaviors, and the applications of fuzzy driver models in large scale traffic simulations have not been reported.

Control-based approaches

Driver behavior modeling has also attracted researchers in automotive and control due to their common interest in designing and installing vehicle based ITS systems such as Adaptive Cruise Control (ACC) systems and analyzing their effects on safety and environment. Therefore, control based model approaches have been implemented as in [6]. Moreover, the state space modeling and subspace identification methods [4] are also applied in the ACC system design as a complementarity to the behavior based model approaches.

1.4 Identification of research needs

It is evident from the previous review that much effort has been spent on research of driver modeling, especially car-following behavior. However, early research focused on studying the physical and numerical properties of different types of car-following models and developing up-to-date traffic flow theory in which car-following model was a sub-task. With increasing interest on the accurate modeling of driver behavior, later researchers started to shift focus toward modeling the perception and reaction of the human driver using measurement data collected from real traffic. One main reason for this trend is the common use of microscopic traffic simulation as a tool for transportation modeling where an authentic replication of driver behavior becomes essentially important for successful applications. Another reason for this tendency in driver behavior research is its wide applications in Intelligent Transportation Systems (ITS) such as vehicle based driving assistant systems, which require detailed understanding of various behavior responses of drivers and their adaption to new systems.

One traditional way to interpret the cognition and decision process of drivers was by a pure mathematical formula based on a concept framework. The famous GM models are time
delay differential equations belonging to the stimulus-response type model. Mathematical formula can describe driver actions exactly and model parameters can be estimated from empirical data based on certain fitness function, e.g. summation of deviation between model and real acceleration. In addition, stochastic terms could also be introduced in order to represent the variances involved in driver behavior. However, a single mathematical equation does not have enough elasticities in representing human knowledge or intelligence. For example, a driver’s decision is based on imprecise perceptions of the stimuli from the traffic environment. On the other hand, when the model complexity is enough to reflect the dynamics, the resulting mathematical equations are often difficult to solve.

Since the early research in the development of car-following models, researchers have collected data using different means in order to calibrate their models. Although the quality of the data was limited in the early stage, the criteria for a good model was whether it could fit the empirical data well enough. During the last decade, different measurement devices have become available so that more properties of the interactive objects in transportation systems can be observed with significantly improved accuracy. Hence, new questions come to the research fronts, e.g.

- How can we improve the accuracy and consistency of collected behavior data?
- Are there more flexible ways to describe human ability in the driving task?
- How can we estimate (or train) the behavioral models using real data?

These questions reflect a basic fact: mimicking human level intelligence in both ITS applications and simulation requires better understanding and description of real driver behavior.

Kim et al. [35] emphasized the necessity to construct models from data in order to capture driving patterns completely from observations of traffic. The idea generalizes the new trends in driver modeling method and its evolution from the traditional approaches. This inspires us to explore a way to create our models from real data, i.e. model structure and parameters can be identified by exploration of data measured from real world.

1.5 Objective

The overall objective of this thesis is to develop a methodological framework represented in figure 1.3 for modeling driver behavior, especially car-following, in the following steps:
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Figure 1.3: A methodological framework for modeling driver behavior.

data collection using an advanced instrumented vehicle, information processing and estimation, data survey and model development. To emphasize the computational aspects of this data-mining procedure, a number of techniques have been extended and applied in different research subtasks, which can be summarized under the umbrella of modern Artificial Intelligence (AI) or Computational Intelligence (CI) methods. For example, fuzzy inference will be used as a modeling approach, and Kalman filter and Genetic algorithm will be applied as the model estimation algorithm (or machine learning method in AI). This thesis also intends to contribute toward a promotion of application of modern computational technology in the fields of driver behavior modeling and ITS development.

1.6 Research contributions

Research contributions of this work are in both transportation and computer science. The main contribution to transportation is the development of a general approach for driver behavioral modeling, as accurate driver modeling is fundamental for simulation in transport analysis. Advanced computing methods have been applied in the methodology development to solve different problems including

- Application of Kalman-Filter based information processing method for accurate estimation of car-following data from real measurement;

- Investigation of the driver properties and estimation of the driver reaction time based on spectrum analysis methods;

- Investigation of the statistical relations between perceptual variables and acceleration response in each regime using regime decomposition and regression analysis.
In this data-mining process, some computing methods have been developed or further extended in order to address corresponding problems given the application context i.e.

- Extension of the classical fuzzy clustering algorithm to a classification task of multivariate time series data;

- Adaption of Kalman-filter for a specific optimization objective and iterative usage of extended Kalman-Filter in a dynamic model estimation context;

- Development of an innovative neural-fuzzy system for regime-based computational modeling of car-following behavior.

Along with driver modeling study, an evaluation of the systematic safety effect of Intelligent Speed Adaption (ISA) was conducted using simulation.

1.7 Thesis outline

The remainder of this thesis consists of two chapters. In the second chapter, some basic computational and modeling techniques in the CI area are generally reviewed; chapter three presents a research summary based on six papers attached; moreover, the research findings in this thesis are concluded with limitation and future study perspectives. At last, six research papers are attached in the appendix.
Chapter 2

Methodological review

This thesis addresses driver modeling using measurement data from real traffic environment. Many approaches adopted in this research belong to the discipline of modern Artificial Intelligence (AI). Hence, a methodological review on modern AI is conducted here before setting foot in the main research topic. Modern AI methods are also called Computational Intelligence (CI) methods in which Soft Computing (SC) is in the research front. Instead of relying mainly on the symbolic manipulation, logic programming and fast searching algorithms in traditional AI, CI methods resort to the numerical computational ability of digital computers, adopt approaches inspired by human intelligence, biological evolutions and natural phenomena, and include many computational algorithms from adaptive system theory, signal processing and numerical analysis. For example, the Artificial Neural Network models are prompted by the structure and functionalities of human brain and neural system, the social behavior of bird flocks are mimicked to solve optimization problems and adaptive filtering theory is applied in machine learning. Although CI methods can be used to solve many problems as independent entities, they are often more powerful when hybridizing with each other as an integrated framework. An obvious example is the combination of fuzzy logic with neural networks and evolutionary algorithms, which formulates the core of the Soft computing methods. In general, CI is a cutting-edge research area in computer science and information technology, with high potentials to gain a broad market in all scientific and engineering fields.

Computational intelligence has shown its strength in a large number of applications in many fields such as automatic control, system identification and modeling, signal processing, time series analysis, decision making, operational research etc. In transportation science, CI
methods have been successfully applied in different subjects: simulation models (e.g. driver behavior), traffic forecasting, incident detections, operational optimizations etc. Although most of the CI methods are newly developed, they are essentially rooted in traditional mathematical concepts, e.g. least square method, and often derived using classical analytical tools, e.g. regression analysis and numerical optimization. Therefore, in this chapter we will give a review on some basic mathematical and algorithmic elements being frequently adopted in modern AI methodology. However, the modern AI area has been developed as such a broad field that we can only light a small candle in its universe, and it is difficult to go deep without analytical rigors and application contexts. Therefore, this chapter mainly provides some fundamental concepts and approaches as a background for later research content.

2.1 Least square and numerical optimization

Regression and optimization technologies provide solid mathematical foundations for the basic system modeling methodology in the model structure identification and parameter estimation. In this section, we will start from the basic linear least squares identification and then go further to the derivative-based nonlinear optimization schemes. In addition, heuristic optimization methods based on evolutionary principles such as naive genetic algorithm and swarm based algorithm are also shortly introduced. The review of these topics will only stay in a relatively ordinary form and advanced topics, e.g. generalized and partial least square methods, will not be covered due to the scope limitation. A more rigorous and throughout treatment of most topics in this section can be found in advanced literature e.g. [12].

2.1.1 Least square methods

The discovery of the least squares (LS) method dates back to 1795 when Gauss used it to refine his estimates of the orbit of Ceres. Since then, the LS method has attracted continuing interests and been beneficial for generations of scientists and engineers. In engineering application, it is often necessary to identify the model based on observation of system inputs and outputs in figure 2.1. The most fundamental model often takes a linear form as follows

\[ y = \theta_1 x_1 + \cdots + \theta_n x_n \]
or using matrix notations

\[ y = \Theta^T x \]  

(2.1)

where \( x = [x_1 \cdots x_n]^T \) is the input vector and \( \Theta = [\theta_1 \cdots \theta_n]^T \) is the vector of model parameters. When the inputs are simply deterministic, an energy function of LS optimization criterion can be built for the estimation of the parameter vector \( \Theta \) using observed inputs and corresponding outputs i.e.

\[ E(\Theta) = \sum_{t=0}^{m-1} (y(t) - \Theta^T x(t))^2 \]  

(2.2)

or in the matrix form

\[ E(\Theta) = (y - A\Theta)^T(y - A\Theta) \]  

(2.3)

where \( y = [y(0) \cdots y(M-1)]^T \) is the measurement of the output and

\[ A = \begin{bmatrix} x_1(0) & \cdots & x_n(0) \\ \vdots & \ddots & \vdots \\ x_1(m-1) & \cdots & x_n(m-1) \end{bmatrix} \]  

(2.4)

is composed of the measurement of the inputs where \( m > n \) and \( \text{rank}(A) = n \).\(^1\)

Normally, the problem can be solved by applying the first order condition i.e.

\[ \frac{\partial E}{\partial \Theta} = 0 \]  

(2.5)

\(^1\)Here \( A \) is simply assumed non-singular; in the singular case, its pseudo or generalized inverse can be obtained by methods e.g. singular value decomposition (SVD).
which leads to the normal equation

\[(y - A \cdot \Theta)^T A = 0. \tag{2.6}\]

Geometrically, the product \(A \cdot \Theta\) can be treated as a hyperplane, which is a linear combination or subspace span of the column vectors \([x_i(0) \cdots x_i(M - 1)]^T\) of \(A\). Hence the LS approach attempts to minimize the distance between the data vector \(y\) and the hyperplane. The error vector \(\tilde{y} = y - A \cdot \Theta\) is often called the innovation vector and the equation (2.6) can be obtained from the basic orthogonal principle in vector analysis. An alternative method is to reformulate the objective equation (2.3) as a complete quadratic as follows

\[
\delta(\Theta) = y^T y - 2y^T H \Theta + \Theta^T H^T H \Theta
\]

\[
= (y - A \Theta_{opt})^T (y - A \Theta_{opt}) + (\Theta_{opt} - \Theta)^T H^T H (\Theta_{opt} - \Theta) \tag{2.7}
\]

so that the optimal solution

\[
\Theta_{opt} = (A^T A)^{-1} A^T y, \tag{2.8}
\]

can be directly obtained, which has the same form as the solution of the normal equation (2.6). Meanwhile, the optimum of the objective function is

\[
\delta_{min} = (y - A \Theta_{opt})^T (y - A \Theta_{opt}) = y^T (I - A (A^T A)^{-1} A^T) y. \tag{2.9}
\]

When the system inputs are stochastic, the linear model becomes

\[
Y = \hat{Y}(X) = \theta_1 X_1 + \cdots + \theta_n X_n
\]

where \(X\) is random vector so that the old LS objective is replaced by the mean square error (MSE)

\[
\delta_{MSE}(\Theta) = E[(Y - \hat{Y}(X))^2] \tag{2.10}
\]

where \(E[\cdot]\) is operator of expected value. Using the first order condition to minimize the new objective above, we obtain

\[
\frac{d}{d\theta_k} \delta_{MSE}(\Theta) = -2E[(Y - X^T \Theta) X_k] = 0 \quad k = 1, \cdots, n \tag{2.11}
\]

which can be further written as

\[
E[X(Y - X^T \Theta)] = 0. \tag{2.12}
\]
This equation fulfills the orthogonal principle when the vector is random. It results in a unique optimal solution for the estimation parameters

$$\Theta_{opt} = R_{XX}^{-1}r_{XY}$$

(2.13)

where $R_{XX} = \mathbb{E}[XX^T]$ and $r_{XY} = \mathbb{E}[XY]$. Meanwhile, the linear MMSE estimate of $y$ given $X$ is

$$\hat{y}(X) = r_{YX}R_{XX}^{-1}X$$

(2.14)

and the minimum value of the mean square error can be derived as

$$\varepsilon_{MSE}(\Theta_{opt}) = \mathbb{E}[Y^2] - r_{YX}R_{XX}^{-1}r_{XY}.$$  

(2.15)

In the illustration above, we have simply assumed that the model output is scalar. In fact, it is quite convenient to extend the result to the case of a vector output.

### 2.1.2 Derivative-based optimization

After considering the linear model identification by the LS criteria, it is natural to extend the context to the nonlinear regression and model identification. Unlike the linear case, nonlinear identification problems cannot be commonly solved with an analytical solution, and resorting to numerical methods is often quite necessary. Hence,

Derivative-based optimization technologies serve as a fundamental class of methods for general numerical optimization problems in multidisciplinary research including system identification, numerical analysis, signal processing and among others. In particular, they work as a type of essential algorithms for model learning or training an intelligent machine, e.g. artificial neural networks. In this class of methods, the optimal point is determined by iteratively search in the directions related to the derivative of the objective functions. Steepest decent and Newton’s methods are basis of this group of numerical optimization technologies. Steepest decent and conjugate gradient methods are also major algorithms used in artificial neural network learning in conjunction with the backward-error-propagation algorithm. Moreover, methods such as Levenberg-Marquardt become a standard tool used in data fitting and regression involving nonlinear models such as the Neural Networks and Neural-Fuzzy models. Therefore, derivative-based optimization approach is a very important component in the general computational intelligence methodology.
Descent method

Consider the minimization problem

\[
\min_{\Theta} \mathcal{E}(\Theta)
\]

where \( \Theta = [\theta_1 \cdots \theta_n]^T \) is a \( n \)-dimensional input vector and \( \mathcal{E}(\Theta) \) is the objective function. Since the objective function is sometimes quite complex and nonlinear, we often resort to an iterative algorithm to explore the input space

\[
\Theta_{k+1} = \Theta_k + \lambda_k \cdot d_k
\]  (2.16)

where \( \lambda_k \) is step size, normally a small positive value and \( d_k \) is the searching direction vector. The iterative method tries to determine the descent direction in each step and then find a step size to go to ensure that

\[
\mathcal{E}(\Theta_{k+1}) = \mathcal{E}(\Theta_k + \lambda \cdot d) < \mathcal{E}(\Theta_k).
\]  (2.17)

If \( \mathcal{E}(\Theta) \) is differentiable and the gradient of the function is defined as

\[
g = \nabla \mathcal{E} = \begin{bmatrix} \frac{\partial \mathcal{E}}{\partial \theta_1} & \cdots & \frac{\partial \mathcal{E}}{\partial \theta_n} \end{bmatrix}
\]

the condition for the feasible descent directions satisfies

\[
\frac{d\mathcal{E}(\Theta_k + \lambda \cdot d)}{d\lambda}|_{\lambda = 0} = g^T d < 0.
\]

In general, the gradient-based descent methods has a form deflecting the gradients with a matrix \( H_k \), e.g.

\[
d = -H_k g_k
\]

\[
\Theta_{k+1} = \Theta_k - \lambda H_k g_k.
\]  (2.18)

When \( H_k = I \), it becomes the steepest descent method.

Newton’s method

If the initial point is sufficiently close to the optimal point, we can approximate \( \mathcal{E}(\Theta) \) as the Taylor expansion

\[
\mathcal{E}(\Theta) \approx \mathcal{E}(\Theta_k) + g^T (\Theta - \Theta_k) + \frac{1}{2} (\Theta - \Theta_k)^T H (\Theta - \Theta_k)
\]  (2.19)

where \( H \) is the Hessian matrix, consisting of the second partial derivatives of \( \mathcal{E}(\Theta) \). By taking the derivative of this approximation and setting it to zero, we get the equation of the Newton’s method

\[
\Theta_{k+1} = \Theta_k - H^{-1} g
\]  (2.20)
In practice, a small or adaptive step size is often applied to classical Newton method to improve its convergence property, that is
\[
\Theta_{k+1} = \Theta_k - \lambda H^{-1} g.
\] (2.21)

However, the Newton method will converge to local minimum only if \(H\) is positive definite. When it is not positive definite, the Newton iterations will converge to a local maximum or saddle point. The Levenberg-Marquardt approach can improve the method by adding some positive diagonal to \(H\) to make it positive definite and the iteration becomes
\[
\Theta_{k+1} = \Theta_k - \lambda (H + \eta I)^{-1} g.
\] (2.22)

**Nonlinear least-square problem**

As we have mentioned in advance, least square problem is most interesting from the model identification point of view. In the nonlinear LS, the general objective function can be further represented as
\[
E(\Theta) = e(\Theta)^T e(\Theta) = \sum_{p=1}^{m} e_p(\Theta)^2 = \sum_{p=1}^{m} (t_p - f(x_p, \Theta))^2
\] (2.23)

where \(e(\Theta)\) is the error vector, \(f(x_p, \Theta)\) is the model which takes inputs \(x_p\) and is characterized by a parameter set \(\Theta\); \(t_p\) is the real dataset that needs to fit. The gradient vector of \(E(\Theta)\) is
\[
g(\Theta) = \frac{\partial E(\Theta)}{\partial \Theta} = 2 \sum_{p=1}^{m} e_p(\Theta) \frac{\partial e_p(\Theta)}{\partial \Theta} = 2J^T e.
\] (2.24)

where \(J = [\frac{\partial e}{\partial \theta_1}, \cdots, \frac{\partial e}{\partial \theta_n}]^T\), the Jacobian matrix of \(e(\Theta)\). The Hessian matrix is represented by
\[
H(\Theta) = \frac{\partial^2 E(\Theta)}{\partial \Theta \partial \Theta^T} = 2 \sum_{p=1}^{m} \left[ \frac{\partial e_p(\Theta)}{\partial \Theta} \frac{\partial e_p(\Theta)}{\partial \Theta^T} + e_p(\Theta) \frac{\partial^2 e_p(\Theta)}{\partial \Theta \partial \Theta^T} \right] = 2(J^T J + S)
\] (2.25)

where \(S\) is defined as the summation of the second term. Applying the Newton’s approach and omitting the second order term in this least square problem bring us Gauss-Newton
formula as follow
\[ \Theta_{k+1} = \Theta_k - (J^T J)^{-1} J^T e = \Theta_k - \frac{1}{2} (J^T J)^{-1} g. \] (2.26)

It is also worth mentioning that a modification of Gauss-Newton formula adds step size in each iteration, which is called damped Newton methods.

Levenberg-Marquardt approach has also been applied to the Gauss-Newton scheme to handle ill-conditioned matrices \( J^T J \). Then the iteration becomes
\[ \Theta_{k+1} = \Theta_k - \frac{1}{2} (J^T J + \lambda I)^{-1} g, \] (2.27)
and there are also some variations on this formula. In general, Levenberg-Marquardt approach works well in practice and becomes the standard solution routines for nonlinear least-square problems.

**Recursive least-square method**

In this section, we consider an iterative method to identify linear model equation (2.1) using a more general LS criteria as follows
\[ \mathcal{E}_{RLS}(\Theta) = \sum_{t=0}^{m-1} \mu^{m-1-t} (y(t) - \Theta^T x(t))^2 \] (2.28)
where \( 0 < \mu \leq 1 \) is defined as a forgetting factor so that the new data is given a higher weight than the historical data. According to the Newton approach in equation (2.20), an iterative algorithm as follows can be applied
\[ \Theta_k = \Theta_{k-1} - \left[ \frac{\partial \mathcal{E}_{RLS}}{\partial \Theta \partial \Theta^T} \right]^{-1} \frac{\partial \mathcal{E}_{RLS}}{\partial \Theta}. \] (2.29)

Based on the following definitions:
\[ C_k^{xx} = \sum_{t=0}^{k} \mu^{m-1-t} x(t)x(t)^T \] (2.30)
and
\[ C_k^{xy} = \sum_{t=0}^{k} \mu^{m-1-t} x(t)y(t), \] (2.31)
and the recursive relations:
\[ C_k^{xx} = \mu C_{k-1}^{xx} + x(t)x(t) \] (2.32)
and
\[ C_{xy}^k = \mu C_{xy}^{k-1} + x(t)y(t), \] (2.33)
we get the basic form of recursive least square (RLS) algorithm
\[
\Theta_k = \Theta_{k-1} - [C_{xx}^k]^{-1} (C_{xy}^k - C_{xx}^{k-1} \Theta_{k-1}) \\
= \Theta_{k-1} - [C_{xx}^k]^{-1} x(k) (y(k) - x^T(k) \Theta_{k-1}).
\] (2.34)

Defining \( Q(k) = [C_{xx}^k]^{-1} \) and using the matrix inverse lemma\(^2\), we can finally get a compact and efficient format of RLS algorithm as follows
\[
\Theta_k = \Theta_{k-1} - Q(k)x(k) (y(k) - x^T(k) \Theta_{k-1}) \]
(2.35)
\[
Q(k) = \frac{1}{\mu} (Q(k-1) - \frac{Q(k-1)x(k-1)x^T(k-1)Q(k-1)}{\mu + x(k-1)^TQ(k-1)x(k-1)}). \] (2.36)

Note \( \mu = 1 \) (no forgetting or equally weighted form) is often used in practice. As an approximate second-order iterative method for nonlinear models, RLS algorithm has faster convergence rate than common LS methods. Hence, it is popular in many model estimation applications within the computational intelligence framework.

**Conjugate gradient method**

Conjugate gradient method belongs to Krylov subspace methods [12], which is a group of methods based on the conjugacy, a concept extended from orthogonality. In general, for a symmetric matrix \( H \), two \( n \)-dimensional vectors \( d_j \) and \( d_k \) are conjugate with respect to \( H \) if the following equation holds
\[ d_j^T H d_k = 0. \] (2.37)

When \( H \) is positive definite, the \( n \) mutually conjugate (nonzero) vectors \( d_k \) are linearly independent. It is well-known that Gram-Schmidt orthogonalization can be performed to convert an arbitrary basis \( \{s_1, s_2, \cdots s_k\} \) into an orthonormal basis \( \{u_1, u_2, \cdots u_k\} \), that is
\[ u_k = s_k - \sum_{j=0}^{k-1} \frac{u_j s_k}{u_j^T u_j} u_j. \] (2.38)

---

\(^2\)Let \( A \) be square matrix and \( B, C \) and \( D \) be matrices such that \( BCD \) is well defined and has the same dimension as \( A \), then \( (A + BCD)^{-1} = A^{-1} - A^{-1}B(DA^{-1}B + C^{-1})^{-1}DA^{-1}. \)
Since conjugacy is a concept extended from orthogonality, the basis \( \{s_1, s_2, \cdots s_k\} \) can be converted into descent vectors \( \{d_1, d_2, \cdots d_k\} \), which are mutually conjugate with respect to \( H \)

\[
d_k = s_k - \sum_{j=0}^{k-1} \frac{d_j^T H s_k}{d_j^T H d_j} d_j.
\]  

(2.39)

When the gradient vector is used to determine conjugate directions, we get

\[
d_k = -g_k + \sum_{j=0}^{k-1} \frac{d_j H g_k}{d_j^T H d_j} d_j.
\]  

(2.40)

Differentiating equation (2.19) yields

\[
H(\Theta_{k+1} - \Theta_k) = g_{k+1} - g_k
\]

where \( \Theta_{k+1} - \Theta_k = \lambda d_k \), so

\[
d_k = -g_k + \sum_{j=0}^{k-1} \frac{(g_{k+1} - g_k)^T g_k}{d_j^T (g_{k+1} - g_k)} d_j.
\]  

(2.41)

It can be proved that if \( d_j \ (j = 0, 1, \cdots, k - 1) \) are mutually conjugate with respect to \( H \) then the gradients satisfies

\[
g_k d_j = 0 \text{ for } j < k.
\]

Hence, we get the most common conjugate gradient iteration

\[
d_k = -g_k + \beta_k d_{k-1}.
\]  

(2.42)

where

\[
\beta_k = \frac{(g_k - g_{k-1})^T g_k}{d_{k-1}^T (g_k - g_{k-1})}.
\]

In principle, conjugate gradient method converges, if not considering rounding errors and other factors, within the steps of the space dimension \( n \) when treating with linear least square problem. For the nonlinear LS case, it still keep an approximately second order convergence rate [12]. Thus, it is a popular approach for LS identification.

**Convergence**

Although the derivative-based algorithms introduced above have been widely applied in practice, there is no guarantee for any of them to find the global optimum of a complex
2.1. LEAST SQUARE AND NUMERICAL OPTIMIZATION

2.1.3 Evolutionary-based optimization

Evolutionary-based methods have been extensively used in solving optimization problems due to their ability in searching global optimum. The most widely used methods include genetic algorithms (GA), simulated annealing (SA), particle-swarm-based algorithms (PSA) and so on; These methods do not need derivative information. Instead, they rely on the repeatedly evaluation of the objective function based on some heuristic guidelines motivated by the wisdom of nature, such as biology evolution, physical phenomena and social behavior of animals and insects. In this section, only GA and PSA algorithms are briefly introduced and figure 2.2 illustrates the principle and computational procedures of both methods.

GA might be the most widely used evolutionary optimization technique. It is inspired by the evolution of biological systems. A solution to the problem is corresponding to the characteristics of such a system coded in the form of gene sequence, chromosome. The algorithm starts with a random population of solution chromosomes. The fitness function is evaluated for each solution chromosome and the Darwinian law of natural evolution is simulated iteratively: best chromosomes are survived and a random part of them exchange or mutate the genes through the crossover and mutation procedure to produce more advanced offspring. A more detailed description can be found in the literature e.g. [19].

During the last decade, a number of other type evolution optimization schemes [14] are developed based on the simulation of social behavior of various species e.g. ants, birds, frogs and so on. The performance of these methods are different in solving various optimization problems, and the PSA algorithm was reported to be better performed than others [14]. Thus, this algorithm is briefly reviewed here. The PSA is inspired by the social behavior of a bird flock. A bird is corresponding to a particle. Instead of producing new generations, the birds evolve their behavior toward a destination. Each bird looks a certain direction and through communication they determine the best location. The birds have their own
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- Choose initial population
- Repeat
  - Evaluate the individual fitnesses of a certain proportion of the population
  - Select pairs of best-ranking individuals to reproduce
  - Breed new generation through crossover and mutation
  - Until terminating condition

- Initialize the particles with random positions and velocities;
- Repeat
  - Evaluate the desired minimization function;
  - Compare evaluation with particle’s previous best value and update the best position if current value is smaller;
  - Compare evaluation with group’s previous best value and change the best position if the current value is smaller
  - Change velocity and move position;
  - Until terminating condition

Figure 2.2: Illustrations of the genetic algorithm (left) and particle swarm based optimization algorithm (right).

speed according to their current positions. This process involves two essential parts: the intelligence of each bird makes them learn from the experience (local search) and the communication between birds allows them learn from others (global search).

2.2 Kalman filtering method

Kalman filter [32] is one of the greatest discoveries in the history of statistical estimation theory. It has found applications in almost every engineering field where real-time evaluation of complex dynamic systems is needed. In theory, Kalman filter is actually an estimator for the linear-quadratic problems in which the instantaneous states of a linear dynamic system are disturbed by white noise. However, as a filter it also plays an important role in the
adaptive filter theory [22], which has been applied in the machine learning problems. In the real applications, the measurements are often a linear function of the system states but also corrupted by white noise. Kalman filter is statistically optimal with respect to the quadratic loss function of the estimation errors. In this section, we will start from the basic linear system theory and then step further to the state space models. As a result, Kalman filter is illustrated for the state estimation of state space models.

### 2.2.1 Linear systems and state space models

Since the first application in the planet motion modeling by Newton, differential equation has been the most important and concise mathematical models for many dynamic systems. A first order ordinary differential equation (ODE) can be written as

\[
\frac{d}{dt}x(t) = F(t)x(t) + C(t)u(t)
\]  

(2.43)

where \(x(t)\) is the deterministic state vector at time \(t\) and \(u(t)\) is the system input. In fact, high order ODE can often be converted into the first order ODE by reformulating state variables as a vector. To solve this equation, it is often first considering the homogeneous case i.e. \(u(t) = 0\). A state transition matrix (evolution operator) from \(t\) to \(\tau\) can be defined for the homogeneous case

\[
\Phi(\tau, t) = \phi(\tau)\phi^{-1}(t)
\]  

(2.44)

where \(\phi(t)x(0) = x(t)\) and \(\Phi(\tau, 0) = \phi(\tau)\). Using the matrix \(\Phi\), we can obtain the solution to the inhomogeneous ODE (2.43)

\[
x(t) = \Phi(t, t_0)x(t_0) + \int_{t_0}^{t} \Phi(t, \tau)C(\tau)u(\tau)d\tau.
\]  

(2.45)

When the system is time invariant or stationary, the transition matrix will only depend on the time interval between \(t\) and \(\tau\), i.e.

\[
\Phi(t, \tau) = e^{F(t-\tau)},
\]  

(2.46)

so the solution of the ODE can be derived as

\[
x(t) = e^{F(t-t_0)}x(t_0) + \int_{t_0}^{t} e^{F(t-\tau)}C(\tau)u(\tau)d\tau.
\]  

(2.47)

Due to the popularity of modern digital computer, it becomes much easier and more convenient to solve the discretized systems or continuous systems by numerical methods. Using
first order approximation, a continuous system such as equation (2.43) can be represented as a discrete linear equation

\[ x_k = \Phi_{k-1}x_{k-1} + C_{k-1}u_{k-1}. \]  

(2.48)

Having considered the system representation, we still need to measure the system outputs for the estimation of system states. This leads us to the measurement equation

\[ z(t) = H(t)x(t) + D(t)u(t), \]  

(2.49)

which is often modeled as a linear combination of system states and the input vectors. For a discrete system, it can be rewritten as

\[ z_k = H_{k-1}x_{k-1} + D_{k-1}u_{k-1}. \]  

(2.50)

In real application, the system state sequence is usually a stochastic process, which is corrupted by noises. Meanwhile, the measured output may also involve some noise process. In general, the continuous system can then be formulated as

\[ \frac{d}{dt}x(t) = F(t)x(t) + C(t)u(t) + G(t)w(t) \]

\[ z(t) = H(t)x(t) + D(t)u(t) + v(t) \]  

(2.51)

where \( w(t) \) and \( v(t) \) are white noise process. The system becomes a stochastic differential equation and can not be solved by ordinary calculus. \( \text{It}\hat{o} \) calculus is often used to solve such type differential equations. On the other hand, the discrete model can be represented as a standard state space model

\[ x_k = \Phi_{k-1}x_{k-1} + C_{k-1}u_{k-1} + G_{k-1}w_{k-1} \]

\[ z_k = H_{k-1}x_{k-1} + D_{k-1}u_{k-1} + v_{k-1} \]  

(2.52)

where \( w_k \) and \( v_k \) are white noise sequences. In practice, the noise in the plant and observer may be colored, then shaping filters can be used to convert the state space model into another form in which noise sequences are white.

2.2.2 Kalman filter algorithms

Kalman filter is designed to solve state estimation problem by using measurements that are linear functions of the states. The control input \( u(t) \) is often not considered in estimation
problems. The remainder of this section will simply pave a road to the final derivation of Kalman filtering algorithms without going much to the theoretical details.

Kalman filter is originally developed to solve discrete systems, which happen in our common practice in engineering. A continuous version of Kalman filter is Kalman-Bucy filter and will not be treated within this text. Our main concern here is to estimate the states based on observation of the system outputs, and the plant and measurement models can be summarized as a special form of the previous general state space model

\[
\begin{align*}
\mathbf{x}_k &= \Phi_{k-1}\mathbf{x}_{k-1} + \mathbf{G}_{k-1}\mathbf{w}_{k-1} \\
\mathbf{z}_k &= \mathbf{H}_{k-1}\mathbf{x}_{k-1} + \mathbf{v}_{k-1}
\end{align*}
\]

(2.53)

where \(\mathbf{w}_k\) and \(\mathbf{v}_k\) are white noise sequences with

\[
\begin{align*}
\mathbb{E}[\mathbf{x}_k] &= \mathbb{E}[\mathbf{v}_k] = 0 \\
\mathbb{E}[\mathbf{w}_k\mathbf{w}_i] &= \Delta(k-i)\mathbf{R}_1^2 \\
\mathbb{E}[\mathbf{v}_k\mathbf{v}_i] &= \Delta(k-i)\mathbf{R}_2^2
\end{align*}
\]

and \(\mathbf{x}_k\) and \(\mathbf{w}_k\) are the \(n \times 1\) vectors whereas \(\mathbf{z}_k\) and \(\mathbf{v}_k\) are the \(l \times 1\) vectors. Meanwhile, \(\Phi_k\) and \(\mathbf{G}_k\) are \(n \times n\) matrices whereas \(\mathbf{H}_k\) is a \(l \times n\) matrix. \(\mathbf{R}_1^1\) and \(\mathbf{R}_2^2\) are auto-covariance or auto-correlation matrix of the plant and measurement noise sequences and will be constant matrices \(\mathbf{R}_1^1\) and \(\mathbf{R}_2^2\) if the process is stationary. \(\Delta(\cdot)\) is the Kronecker delta function. In real application, the noise sequences are often assumed to be white Gaussian processes and the initial value \(\mathbf{x}_0\) is known with respect to the mean and covariance matrix.

After formulating the state space model above, the main problem becomes to find the linear Minimum Mean Square Error (MMSE) estimator \(\hat{\mathbf{x}}(k|k)\) i.e. \(\mathbf{x}_k\) given the observation sequence \(\mathbf{z}_k\), \(1 \leq k \leq n\). To estimate \(\hat{\mathbf{x}}(k|k)\) based on observation \(\mathbf{z}_k\), we are interested in finding an optimal linear combination of \(\mathbf{z}_k\) and the a priori estimate \(\hat{\mathbf{x}}(k|k-1)\), which a linear estimation of \(\mathbf{x}_k\) give the observation of \(\mathbf{z}_0 \cdots \mathbf{z}_{k-1}\), that is

\[
\hat{\mathbf{x}}(k|k) = \Theta_k\hat{\mathbf{x}}(k|k-1) + \Gamma_k\mathbf{z}_k.
\]

(2.54)

This optimal linear estimate will be equivalent to the general nonlinear optimal estimator if the variates \(\mathbf{x}\) and \(\mathbf{z}\) are jointly Gaussian.

Based on the orthogonal condition

\[
\mathbb{E}[(\mathbf{x}_k - \hat{\mathbf{x}}(k|k))\mathbf{z}_i^T] = 0 \text{ for } i = 1, 2, \cdots, k
\]

(2.55)
equation (2.53) and (2.54), and the assumption that the system noise and the measurement noise are uncorrelated, that is

$$E[w_i v_i] = 0,$$ (2.56)

it can be showed that the following equation

$$\Theta_k = I - \Gamma_k H_k$$ (2.57)

has to be fulfilled. To further derive Kalman filter algorithm, some notations are necessary to be introduced

$$\tilde{x}(k|l) = \hat{x}(k|l) - x_k$$

$$P(k|l) = E(\tilde{x}(k|l)\tilde{x}(k|l)^T)$$ (2.58)

which is the error covariance matrix, and

$$\tilde{z}_k = \tilde{z}(k|k - 1) - z_k = H_k \hat{x}(k|k - 1) - z_k.$$ (2.59)

Since $\hat{x}(k|k)$ depends linearly on $x_k$, which also depends linearly on $z_k$, we can obtain the following relation

$$E[(x_k - \hat{x}(k|k))\tilde{z}_k^T] = 0.$$ (2.60)

Expanding the equation above, we can finally obtain

$$\hat{x}(k|k) = \hat{x}(k|k - 1) + \Gamma_k (z_k - H_k \hat{x}(k|k - 1))$$

$$\Gamma_k = P(k|k - 1)H_k^T [H_k P(k|k - 1)H_k^T + R_k^{-1}]^{-1}$$ (2.61)

where $\Gamma_k$ is often called Kalman gain in this form of notation. Meanwhile, from the state space model of equation (2.53) and the orthogonal principle, the following relation exists

$$\hat{x}(k|k - 1) = \Phi_{k-1} \hat{x}(k - 1|k - 1),$$ (2.62)

from which the a priori covariance matrix can be derived as

$$P(k|k - 1) = E[\tilde{x}(k|k - 1)\tilde{x}(k|k - 1)^T]$$

$$= \Phi_{k-1} P(k - 1|k - 1) \Phi_{k-1}^T + G_{k-1} R_{k-1} G_{k-1}^T.$$ (2.63)
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Still, we need to consider how to compute the posterior error covariance matrix \( P(k|k) \). According to the equation (2.61), we get

\[
\tilde{x}(k|k) = \hat{x}(k|k) - x_k = (I - \Gamma_k H_k)\tilde{x}(k|k-1) + \Gamma_k v_k
\]

(2.64)

and that bring us the following equation on the update of the posterior covariance matrix

\[
P(k|k) = \mathbb{E}[\tilde{x}(k|k)\tilde{x}(k|k)^T] = (I - \Gamma_k H_k)P(k|k-1)(I - \Gamma_k H_k)^T + \Gamma_k R_k^2 \Gamma_k^T.
\]

(2.65)

By substituting \( \Gamma_k \) by the equation (2.61), we get

\[
P(k|k) = (I - \Gamma_k H_k)P(k|k-1).
\]

(2.66)

Finally, the Kalman filtering algorithm is summarized in table 2.1 with both state update and measurement update procedures. Kalman filter has different versions according to the application purposes: filtering, prediction and smoothing. In the real time filtering, the algorithm is used to estimate the online states i.e. \( \hat{x}(k|k) \). In the prediction, it is applied to predict the future states using current measurements i.e. \( \hat{x}(k+m|k) \). In the fix-interval smoothing, the Kalman algorithm is further developed to estimate the states after obtaining information of a known process i.e. \( \hat{x}(k|N) \) with \( 0 \leq k \leq N \). It is very useful algorithm in the off-line noise cancellation if a state-space model is identified.

Kalman filter is an essential part of adaptive filter theory [22], especially its extended versions, e.g. extended Kalman filter and Unscented Kalman filter, has abilities to deal with nonlinear systems. Thanks to its iterative nature, it becomes powerful and efficient as an machine learning algorithm or a calibration method in modeling. We have in our research extensively applied the Kalman filter algorithm and its extensions.

2.3 **Artificial neural networks**

It is well known that modern computers have the Von Neumann architecture and outperform the human brain in numerical computations and symbol manipulations. However, humans can easily solve complex problems but difficult for a computer such as driving a car in different traffic conditions, which dwarf the fastest computer in the world. Inspired by the
State update:
\[
\dot{x}(k|k-1) = \Phi_{k-1}\dot{x}(k-1|k-1)
\]
\[
P(k|k-1) = \Phi_{k-1}P(k-1|k-1)\Phi_{k-1}^T + G_{k-1}R_{k-1}G_{k-1}^T
\]

Measurement update:
\[
\Gamma_k = P(k|k-1)H_k^T[H_kP(k|k-1)H_k^T + R_k^2]^{-1}
\]
\[
\hat{x}(k|k) = \hat{x}(k|k-1) + \Gamma_k(z_k - H_k\hat{x}(k|k-1))
\]
\[
P(k|k) = (I - \Gamma_kH_k)P(k|k-1)
\]

Table 2.1: The standard Discrete-Time Kalman Filter algorithm

functions and structures of biological neural network systems, researchers from a number of fields designed the artificial neural networks (ANN) or neural networks model to solve problems in pattern classification, clustering, function approximation, time series predictions and so on. ANN is modeled as a parallel and distributed machine consisting of a huge number of neural processors, between which connections are existed. Basically, ANNs are characterized by their architectures, neuron models and learning algorithms. Many texts, such as [23], [28] and [15], are available to introduce the ANN in details. In this section, only the principles of multilayer feed-forward neural networks (MLFNN) and radial basis function neural network (RBFNN) are presented. The feed-forward type neural network will be introduced first with the back-propagation training algorithm. The principles of RBF neural model is then explained with prototype initialization and learning methods. Finally, a brief overview of new learning algorithms for NN will be given.

2.3.1 Multilayer feed-forward neural networks

Network architecture

A 3-layer feed-forward Neural Network is shown in figure 2.3. Normally, there are three types of layers: input layer, hidden layer and output layer. Only one layer of input neurons and one layer of output neurons are used in the ANN model. But the number of hidden layers can be defined by the users according to their purposes. There are \( n \) neurons and
2.3. **ARTIFICIAL NEURAL NETWORKS**

A bias node in the input layer; \( p \) hidden neurons and a bias node in the hidden layers; \( m \) output neurons in the output layer.

**Computational model of neurons**

Similar to the biological neuro cells, artificial neurons are information processing units. The neurons collect information from the input signals based on the following formula:

\[
\text{net}_j = \mathbf{W}_j^T \cdot \mathbf{X} + b_j = \sum_{i=1}^{n} w_{ij} X_i + b_j
\]

where,
- \( \text{net}_j \) = the net input to the hidden neuron \( Z_j \);
- \( \mathbf{X} = [X_1, \ldots, X_i, \ldots, X_n]^T \) = the input vector;
- \( \mathbf{W}_j = [w_{1j}, \ldots, w_{ij}, \ldots, w_{nj}]^T \) = the weight vector on the connections to the neuron \( Z_j \) toward neuron \( j \).

At the hidden and output neurons, an activation function, \( Z_j = f(\text{net}_j) \), is defined in terms of the activity level at its input. In the literatures, a number of different function forms are adopted. One of the most typical activation function is in the form of:

\[
f(\text{net}_j) = \frac{1}{1 + e^{-\sigma_j \text{net}_j}}
\]

The activation function is monotonically non-decreasing and its output range can be scaled arbitrarily. The derivative of the activation function can be easily represented as:

\[
f'(\text{net}_j) = \sigma_j f(\text{net}_j)(1 - f(\text{net}_j)).
\]

**Back-propagation training algorithms**

The design purpose of ANN is to adjust the weights of the network connections during learning the input patterns and corresponding targets. The networks can be trained by the feedforwarding information processing and sequentially backwarding error corrections.

The training algorithm of multiple layer feedforward networks in Table 2.2 is derived by minimizing the sum of the square of the errors at each output neuron for each training sample, which can be represented by the objective function:

\[
E_p = \frac{1}{2} \sum_{k=1}^{m} (t_k - Y_k)^2.
\]
Figure 2.3: The architecture of a simplified 3-layer feedforward artificial neural network model.

Hence, by gradient descent searches the minimum of the objective function can be found iteratively. The gradient with respect to the $v_{jk}$ can be computed by:

$$
\frac{\partial E_p}{\partial v_{jk}} = -(t_k - Y_k) \frac{\partial}{\partial w_{jk}} f'(net_k)
$$

$$
= -(t_k - Y_k) f'(net_k) \frac{\partial}{\partial v_{jk}} (net_k)
$$

$$
= -\delta_k z_j
$$

(2.70)

where $\delta_k = (t_k - Y_k) f'(net_k)$.

The gradient with respect to $w_{ij}$ can be derived from the chain rule as follow:

$$
\frac{\partial E_p}{\partial w_{ij}} = - \sum_k (t_k - Y_k) f'(net_k) \frac{\partial}{\partial w_{ij}} (net_k)
$$

$$
= - \sum_k \delta_k \frac{\partial}{\partial w_{ij}} (net_k)
$$

$$
= - \sum_k \delta_k \frac{\partial net_k}{\partial z_j} \frac{\partial z_j}{\partial v_{ij}}
$$

initialize the weights of the connections \((w_{ij} \text{ and } v_{jk})\)
while stopping condition is false do
\hspace*{1em} for each training pair
\hspace*{2em} Feedforward information processing:
\hspace*{3em} Hidden layer: \(net_j = W^T X + b_j, H_j = f(net_j)\);
\hspace*{3em} Output layer: \(net_k = V^T H + b'_k, Y_k = f(net_k)\);
\hspace*{2em} Backward error propagations:
\hspace*{3em} Output layer: \(\delta_k = (t_k - Y_k)f'(net_k)\) (the error information)
\hspace*{3em} \(\Delta w_{jk} = \alpha \delta_k z_j, \Delta b'_k = \alpha \delta_k\).
\hspace*{3em} Hidden layer: \(\delta_j = \sum_{k=1}^{m} \delta_k w_{jk}\) (gather back-propagated errors)
\hspace*{3em} \(\delta_j = \delta_j f'(net_j)\);
\hspace*{3em} \(\Delta v_{ij} = \alpha \delta_j x_i, \Delta b'_j = \alpha \delta_j\).
\hspace*{2em} Updating weights and biases:
\hspace*{3em} \(w_{jk} = w_{jk} + \Delta w_{jk}\); \(v_{ij} = v_{ij} + \Delta v_{ij}\).
end for
end while

Table 2.2: Back-propagation training algorithms for multi-layer feed-forward Neural Networks.

\[
\begin{align*}
\Delta w_{jk} & = \alpha \delta_k z_j, \Delta b'_k = \alpha \delta_k. \\
\delta_j & = \sum_{k=1}^{m} \delta_k w_{jk} \phi_i(x). \\
\delta_j & = \delta_j f'(net_j) \\
\Delta v_{ij} & = \alpha \delta_j x_i, \Delta b'_j = \alpha \delta_j.
\end{align*}
\]

(2.71)

where \(\delta_j = \sum_k \delta_k v_{jk} f'(net_j)\).

### 2.3.2 Radial basis function neural network

Radial Basis Function (RBF) neural network was presented as a neural network model in 1980’s and since then have been applied in different applications such as pattern recognition and function approximation. However, the theory behind the RBF network can be attributed to the linear model taking the form of

\[
f(x) = \sum_{i=1}^{m} w_i \phi_i(x)
\]

(2.72)
where \( w_i \) is a weight and \( \phi_i(\cdot) \) is any basis function e.g. sinusoid, polynomial and so on. These directly relate it to the theory of Fourier series and numerical interpolation. The fact of its origin from a linear model makes the RBF network possess an advantage over nonlinear models e.g. multiple layer back-propagation networks, i.e. given the training data it is possible to derive and solve an equation set for estimation of connection weights.

RBF neural network can in general be understood as a method for the recovery of the hyperplane space from the existed training dataset. A special class of function, Gaussian function (other function, e.g. bell function, can also be used) is adopted in the form of

\[
\phi_i(x) = \exp\left[-(x - \mu_i)^T \Sigma_i (x - \mu_i)\right]
\]  

(2.73)

where \( \mu_i \) and \( \Sigma_i \) are the mean vector and covariance matrix of the \( i \)th Gaussian basis function. The architecture of RBF neural network can is illustrated in figure 2.4. An obvious difference between RBF and MLBP network is that RBF has only three layers and connection weights exist only between hidden layer and output layer. Being a linear model, an overdetermined equation system can be formulated given the training data vectors \( \{x_1, \cdots, x_p\} \)

\[
\Phi \cdot w = y
\]  

(2.74)
where $\Phi$, the design matrix, is

$$
\Phi = \begin{bmatrix}
\phi_1(x_1) & \phi_2(x_1) & \cdots & \phi_m(x_1) \\
\phi_1(x_2) & \phi_2(x_2) & \cdots & \phi_m(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_1(x_p) & \phi_2(x_p) & \cdots & \phi_m(x_p)
\end{bmatrix}
$$

(2.75)

with $p >> m$ and this is easy to solve by the least square method introduced early in this chapter with the objective to minimize

$$
J = \sum_{i=1}^{p} (y_i - f(x_i))^2.
$$

(2.76)

In real application, the conflict between bias and variance may lead to the problem of ill-conditioning, i.e. the bias in the equation (2.76) is minimized but the variance (probably caused by noise in the data) makes the identified model very poor in prediction. In the book of Haykin [23], the regularization theory is introduced in much detail and the ill-condition problem is solved by adding a constraint on the parameters so that the supplement of prior information can satisfy the balance between model bias and model variance, i.e.

$$
J = \sum_{i=1}^{p} (y_i - f(x_i))^2 + \lambda \sum_{k=1}^{m} w_k^2.
$$

(2.77)

This optimization problem leads to a new linear system

$$
\Phi^e \cdot w = (\Phi + \lambda I) \cdot w = y.
$$

(2.78)

The selection of $\lambda$ is quite difficult since it is problem oriented. Different cross-validation criterion can be adopted but a strategy of trial-and-error may be necessary. In real application, fast training methods that separate the tasks of radial basis determination and weight optimization were extensively adopted, though it might not take full advantage of the information of the training data. In the weight optimization, an online learning algorithm is widely applied for training the RBF model and delta rule [23] is the common choice. Table 2.3 shows a typical learning algorithm for the RBF neural network based on the delta rule and $\eta$ is the learning rate constant.

Another essential problem for RBF networks is how to initialize the RBF neural networks, i.e. choose the number of basis functions and identify the function parameters (mean and standard deviation). This is in fact the research front of RBF neural network. Several
initialize the weights of the connections \((w_0 = \{w_{jk}^0\})\)

while stopping condition is false do

for each training pair \((x_t, y_t)\) do

  **Feed-forward information processing:**
  - Hidden layer: \(\Phi^e(x_t) = [\phi^e_1(x_t) \cdots \phi^e_m(x_t)]^T;\)
  - Output layer: \(\hat{y} = \Phi^e(x_t)^T w_t;\)

  **Delta rule training phase:**
  \[ w_{t+1} = w_t + \eta(y - \hat{y}) \Phi^e(x_t). \]

end for

end while

Table 2.3: The algorithms of delta rule for training RBF Neural Networks.

approaches has been proposed, and one of them is to apply a competitive learning algorithm used in self-organization map (SOM), which is presented in many literature e.g. [15]. The basic idea is to cluster data into groups that the data is distributed. To fulfill this procedure, other clustering methods, e.g. K-means algorithm, are also applicable. A recent idea is to initialize the RBF neural network by decision tree [40].

### 2.3.3 Innovative training algorithms

In the last subsections, it was showed that gradient based methods (back-propagation and delta rule) could be applied in machine learning of neural network models. However, these methods normally adopt first order gradient-based approach and has relatively slower convergence and therefore computationally more expensive. In practice, various second order derivative based methods including recursive least square, conjugate gradient method and Kalman filter have been extensively applied in the learning phase of difference neural network models (e.g. [56] [60] [54] [57] and [67]). These approaches show superior performance than classic training algorithms e.g. back-propagation and delta rule, in both faster convergence rate and lower minima. Another research thread in the learning of neural networks is to apply evolution-based methods e.g. Genetic algorithm. This approach has advantages in more successful finding of global optimum but suffers drawbacks of slow convergence and lengthy computational time.
2.4 Fuzzy sets and inference principles

Fuzzy set and fuzzy logic are probably among the most important concepts of CI. There are many books describing the fuzzy logic and inference principle in details such as [28], [71] and [63].

2.4.1 Fuzzy sets

As the name implies, a fuzzy set is a set without a crisp boundary. A membership function is defined for the fuzzy set to map each member to a certain membership grade. Mathematically, a fuzzy set \( \tilde{A} \) is defined as:

\[
\tilde{A} \equiv \{(x, \mu_{\tilde{A}}(x)) | x \in X \}
\]

where \( x \) is a set element, \( \mu_{\tilde{A}} \) is the membership function and \( X \) is the universe of discourse. Based on the definition, the elementary set-theoretic representation and operators shall be redefined correspondingly \(^3\):

- **Integral**: a fuzzy set \( \tilde{A} \) is often represented by the integral or collection of pairs of set elements and their corresponding fuzzy memberships, that is:
  \[
  \tilde{A} = \int_{X} \frac{\mu_{\tilde{A}}(x)}{x};
  \]

- **Subset**: a fuzzy set \( \tilde{A} \) is a subset of a fuzzy set \( \tilde{B} \) if and only if \( \mu_{\tilde{A}}(x) \leq \mu_{\tilde{B}}(x) \), that is:
  \[
  \tilde{A} \subseteq \tilde{B} \iff \mu_{\tilde{A}}(x) \leq \mu_{\tilde{B}}(x).
  \]

- **Disjunction**: the union or sum of two fuzzy sets, \( \tilde{A} \cup \tilde{B} \), has the membership function:
  \[
  \mu_{\tilde{A} \cup \tilde{B}}(x) = \mu_{\tilde{A}}(x) \oplus \mu_{\tilde{B}}(x)
  \]
  where \( \oplus \) is the fuzzy sum operator that can be defined as for example \( \max\{\cdot, \cdot\} \).

- **Conjunction**: the intersection or product of two fuzzy sets, \( \tilde{A} \cap \tilde{B} \), has the membership function:
  \[
  \mu_{\tilde{A} \cap \tilde{B}}(x) = \mu_{\tilde{A}}(x) \otimes \mu_{\tilde{B}}(x)
  \]
  where \( \otimes \) is the fuzzy product operator that can defined as for example \( \min\{\cdot, \cdot\} \).

\(^3\)Some variations of notations from the conventional logic and set operations are used to highlight the difference.
• **Negation**: the complement of a fuzzy set \( \tilde{A} \), denoted by \( \neg \tilde{A} \) can be defined by relations e.g. 

\[
\mu_{\neg \tilde{A}} = 1 - \mu_{\tilde{A}}.
\]

Unlike the classic set, fuzzy set operators including conjunction, disjunction and negation can be defined by the user himself according to application context. The introduction of the concept of fuzzy set brings us flexibility but also sometimes confusion in selection of set operators. Fortunately, the criteria has been described in the text of [71] which suggests considering eight facets of the problem: axiomatic strength, empirical fit, adaptability, numerical efficiency, compensation and its range, aggregating and scale level of the membership function. In some literatures, the fuzzy union and intersection operators are generalized to T-conorm (or S-norm) and T-norm operator. The different definition of these operators gives different basic properties of the consequent fuzzy mathematics.

### 2.4.2 Fuzzy relations and reasoning

With the fuzzy set and redefined set operators, the relation between two sets evolves as:

\[
\tilde{R} \equiv \{(x, y, \mu_{\tilde{R}(x, y)})| (x, y) \in X \times Y \}
\]

where the membership function of the relation is based on the well-known extension principle [71]:

If function \( f \) is a mapping from a n-dimensional Cartesian product space \( X = X_1 \times X_2 \times \cdots \times X_n \) to an one-dimensional universe \( Y \) such that \( y = f(x_1, x_2, \cdots, x_n) \) and \( \tilde{A}_1, \cdots, \tilde{A}_n \) be fuzzy sets in \( X_1, \cdots, X_n \) respectively. Then we can define a fuzzy set \( \tilde{B} \) in \( Y \) by \( \tilde{B} = \{(y, \mu_{\tilde{B}}(y))| y = f(x_1, \cdots, x_n), (x_1, \cdots, x_n) \in X \} \) with

\[
\mu_{\tilde{B}}(y) = \begin{cases} 
\sup_{(x_1, \cdots, x_n) \in f^{-1}(y)} \{
\mu_{\tilde{A}_1} \otimes \mu_{\tilde{A}_2} \otimes \cdots \otimes \mu_{\tilde{A}_n}
\} & \text{if } f^{-1}(y) \neq 0 \\
0 & \text{otherwise.}
\end{cases}
\]

**Fuzzy relations**

Based on the extension principle above, it is possible to compose the binary relation to a fuzzy mapping between fuzzy sets and figure 2.5 shows a composition of two fuzzy relations.
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\[ \tilde{R}_1 \circ \tilde{R}_2, \text{ which can be defined as:} \]

\[ \tilde{R}_1 \circ \tilde{R}_2 = \{ [(x, z), \sup_y \{ \mu_{\tilde{R}_1} \otimes \mu_{\tilde{R}_2} \}] | x \in X, y \in Y, z \in Z \}. \]

**Fuzzy if-then rules and reasoning**

In the conventional logic, implication or inference is an operator between two sets. For example, we can assume the rule form:

\[ \text{IF } x \text{ is } A \text{ THEN } y \text{ is } B. \]

where \( A \) and \( B \) are crisp sets. This can be written as \( A \rightarrow B \), which is always explained as \( \neg A \cup B \) in basic logical operations. With fuzzy sets \( \tilde{A} \) and \( \tilde{B} \), however, we can either derive the fuzzy implication by using

\[ \neg \tilde{A} \cup \tilde{B} = \int_{X \times Y} \frac{\mu_{\tilde{A} \rightarrow \tilde{B}}(x, y)}{(x, y)} = \int_{X \times Y} (1 - \mu_{\tilde{A}}) \oplus (\mu_{\tilde{A}} \otimes \mu_{\tilde{B}})/(x, y) \]

or other implication functions introduced in [28].

Based on the quantification of fuzzy implication, it is possible to apply approximate reasoning with computation of compatibility degrees, e.g., giving a fuzzy input and a fuzzy
rule it is possible to derive the consequence as a fuzzy set. For example, if we have the fuzzy rule:

$$\text{IF } x \text{ is } \tilde{A} \text{ and } y \text{ is } \tilde{B} \text{ THEN } z \text{ is } \tilde{C}.\)$$

and the fact that $x$ is $\tilde{A}'$ and $y$ is $\tilde{B}'$, we can first transform the rule as a fuzzy relation mentioned above based on Mandani’s fuzzy implication function as follow:

$$\tilde{R}_M(A \times B \rightarrow C) = \int_{X \times Y \times Z} \mu_{\tilde{A}}(x) \otimes \mu_{\tilde{B}}(y) \otimes \mu_{\tilde{C}}(z)/(x, y, z). \quad (2.79)$$

Then, with fuzzy input $\tilde{A}'$ and $\tilde{B}'$ and the derived fuzzy relation above we can inference the consequence as follow:

$$C' = (A' \times B') \circ (A \times B \rightarrow C) = \int_Z \sup_{x,y} \{\mu_{\tilde{A}}(x) \otimes \mu_{\tilde{B}}(y) \otimes \mu_{\tilde{R}_M(A \times B \rightarrow C)}(x, y, z)\} / z. \quad (2.80)$$

It can be proved that the equation (2.80) is equivalent to

$$C' = \int_Z w_1 \otimes w_2 \otimes \mu_{\tilde{C}}(z) / z \quad (2.81)$$

where $w_1 = \sup_x \{\mu_{\tilde{A}}(x) \otimes \mu_{\tilde{A}}(x)\}$ and $w_2 = \sup_y \{\mu_{\tilde{B}}(y) \otimes \mu_{\tilde{B}}(y)\}$ are the firing strengths or compatibility degrees between the fuzzy input and the antecedents of the fuzzy rule. Using the same principles we can combine the fuzzy rule consequences by fuzzy T-conorm if there are multiple rules being fired by the inputs.

### 2.4.3 Fuzzy modeling

Based on the concepts reviewed before, the fuzzy inference system (FIS) serves as a popular modeling framework in many modern scientific fields. The basic principle of FIS is to construct a rule base which contains a selection of fuzzy rules, a database which defines the membership functions for the variables in the rule base, and a inference mechanism performing the reasoning procedures based on predefined fuzzy operations.

**Linguistic variables**

Before reviewing some common FIS systems, linguistic variables shall be introduced as an important concept. The invention of fuzzy set theory was partly aiming at applying human
knowledge in a computing environment and hence scientists needed to interpret the expert knowledge into a computable form. Different from the conventional symbolic approach, FIS reasons on human language by modeling the human linguistic meaning as a collection of fuzzy sets. For example, the linguistic variable 'age' can be represented as a collection of fuzzy sets \{'young', 'middle', 'old'\}. Therefore, linguistic variables serves an essential concept in the fuzzy inference systems.

**Mamdani fuzzy models**

Mamdani fuzzy models are one of the most commonly used fuzzy inference systems. It derive the consequence as a fuzzy set, therefore a defuzzification is needed to obtain a crisp numerical result as the output. Figure 2.6 shows the basic structure of a Mamdani FIS system. There are different ways to defuzzify the consequence such as centroid of the area, mean of the maximum and bisector of the area of the fuzzy consequence. Mathematically, the Mamdani fuzzy model using centroid of the area as defuzzification value can be written as:

\[
    f(\hat{x}) = \frac{\int_{\mathbb{Z}} z \cdot \sup_{C_i} \{R_i^j_{\{\tilde{A}_1 \times \ldots \times \tilde{A}_m \rightarrow \tilde{C}_i\}} \left(\mu_{\tilde{A}_1} \otimes \ldots \otimes \mu_{\tilde{A}_m} \cdot \mu_{\tilde{C}_i}(z)\right)\} \, dz}{\int_{\mathbb{Z}} \sup_{C_i} \{R_i^j_{\{\tilde{A}_1 \times \ldots \times \tilde{A}_m \rightarrow \tilde{C}_i\}} \left(\mu_{\tilde{A}_1} \otimes \ldots \otimes \mu_{\tilde{A}_m} \cdot \mu_{\tilde{C}_i}(z)\right)\} \, dz}
\]  

(2.82)
where $R^i$ is the implication operation at rule $i$ and \( \text{sup}_{C_i} \{ R^i_{\{\tilde{A}_1 \times \ldots \times \tilde{A}_m \rightarrow \tilde{C}_i\}} (\mu_{\tilde{A}_i} \otimes \ldots \otimes \mu_{\tilde{A}_m}, \mu_{\tilde{C}_i}(z)) \} \) gives the implication grade at $z$ after examining all fuzzy rules.

**Sugeno fuzzy models**

Mamdani model gives clear linguistic meaning not only in the antecedent part of the fuzzy rule but also in the consequent part of the rule. But the defuzzification process is computationally very expensive in some applications. Therefore, Sugeno fuzzy models were invented to unload the computation due to the defuzzification. In Sugeno model, the fuzzy set at consequence part of the rule is replaced by a polynomial, e.g., the fuzzy rule may look like as follow:

\[
\text{IF } x \text{ is } \tilde{A} \text{ and } y \text{ is } \tilde{B} \text{ THEN } z = \alpha x^l + \beta y^k.
\]

Hence, a reduction of computation is realized by losing linguistic meaning of the model to some degree. Meanwhile, determination of the parameters is always important but not very easy.

**Hybrid systems**

The generic fuzzy modeling methodology can be summarized into four procedures as follows:

- Choose the inputs and outputs;
- Determine the FIS type and the number of linguistic terms (fuzzy sets) and membership functions associated with each input and output;
- Determine the fuzzy rule set from expert knowledge or identify them by methods e.g. simple clustering methods;
- Refine the membership functions by optimization techniques such as genetic algorithm (GA).

The second and third steps are referred to fuzzy knowledge base construction, which is nowadays often explored from data based on automatic optimization methods such as GA. This leads to the Genetic-Fuzzy system (GFS) [11], a cutting-edge research topic in AI. In addition, tuning of membership functions can also be included in building general fuzzy knowledge base, which leads to a global optimum approach [11]. Another extensively used
method is to represent fuzzy system by Neural Networks and then optimize the fuzzy systems based on training algorithms of Neural Networks using numerical or linguistic data, which results in Neural-Fuzzy System (NFS) and Genetic-Neural-Fuzzy systems (GNFS) [11] [28] [63].

2.5 Clustering techniques

Clustering is one of the most primitive metal activities of human being, used to process huge amount of information we obtain everyday since comprehensive handling each piece information is an impossible task. Clustering scheme can categorize an information set into several information subsets, which we humans can efficiently deal with. This ability enables us to explore its principle and tries to apply that in building intelligent machines. In order to develop a clustering method, several steps are necessary: selecting features, determining proximity measure, giving an interpretable clustering criterion, designing the clustering algorithm, and explaining the results. Variety in those steps may result in different clustering consequence.

Algorithm design plays as the core of clustering analysis. Many clustering algorithms has been developed and used extensively to applications such as data classification, data encoding and model construction. Those algorithms partition an object set or a multivariate dataset into several groups such that the similarity within a group is larger than that among groups. Clustering algorithms can also be classified into three categories: sequential algorithms, Hierarchical algorithms and cost function based algorithms. A thorough explanation of all algorithms can be found in literature e.g. [61]. Because of the research contexts, the optimization function based clustering scheme is the focus of this section.

2.5.1 Bayesian approaches

Bayesian philosophy is a widely used reasoning scheme in many areas where statistical concepts are involved. In the basic task of clustering $N$ vectors $x_i, i = 1 \cdots N$ into $m$ categories $C_j, j = 1 \cdots m$ or clusters, an obvious criterion is

A vector $x_i$ is belonging to $C_j$ if $P(C_j|x_i) > P(C_k|x_i), \forall k = 1 \cdots m, k \neq j$.

where $P(C_j|x_k)$ is the conditional probability that the vector belongs to category $j$.
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In the literature of [13], Bayesian decision theory is introduced for pattern classification problems given the prior information of the classifications. Thus, a decision boundary can be derived using the statistical information or pdfs [13] [61]. However, the prior knowledge such as the form or parameters or both of pdfs is often unknown in a classification context. One possible idea is to estimate the pdfs from data. For example, if the forms of pdfs are known, the parameters of distributions can be estimated through the Maximum Likelihood (ML) method i.e.

\[ \hat{\theta}_{ML} = \arg \max_{\theta} p(\mathbf{X}; \theta). \]  

(2.83)

It is known that the ML estimator is asymptotically unbiased and consistent and achieves Cramer-Rao lower bound in its variance when \( N \to \infty \) [33]. In the clustering context, however, no information is given for the labels of the data. Thus, the clustering problem can be treated as classification of incomplete data. According to Bayesian theory, the pdf of data can be approximated by a linear combination of the conditional pdfs in the form of

\[ p(\mathbf{x}) = \sum_{j=1}^{m} p(\mathbf{x}|C_j)P_j \]  

(2.84)

with the constraints

\[ \sum_{j=1}^{m} P_j = 1 \]  

(2.85)

\[ \int_{\mathbf{x}} p(\mathbf{x}|C_j)d\mathbf{x} = 1. \]  

(2.86)

Hence, the ML method can be applied with the logarithm likelihood function defined as

\[ Q(\Theta) = \log \Pi_{i} p(\mathbf{x}_i; \Theta, P_1, \ldots, P_m) = \sum_{i=1}^{N} \log(p(\mathbf{x}_i; C_j; \Theta)P_{C_j}). \]  

(2.87)

It is necessary first to choose the appropriate parametric form of \( p(\mathbf{x}|C_j; \Theta) \). The maximization of the objective function with respect to \( \Theta \) above can be solved by a number of nonlinear optimization techniques. The literature [61] introduces Expectation-Maximization (EM) algorithm due to its great advantages in smooth convergence and invulnerable stability.

2.5.2 Fuzzy clustering

The difficulty involved in the Bayesian approach is the probability density functions, for which suitable models have to be assumed. Meanwhile, the Bayesian approach is more
suited for the compact clusters, where data is smoothly and centrally distributed. In this section, another family of clustering algorithms, fuzzy clustering scheme, is reviewed. K-means clustering, also known as ISODATA [3], is an earliest and widely used unsupervised clustering algorithm to attribute multi-dimensional data into different clusters according to certain dissimilarity measures. In this method, the cluster number has to be determined at first and each data point can be either a member of a cluster (membership degree $u$ is 1) or not a member of a cluster (membership degree $u$ is 0). By randomly determining the initial cluster centers, the algorithm searches iteratively the optimal combination of the membership degree matrix and cluster centers in order to minimize the summation of dissimilarity measures of data vectors to its cluster center, that is,

$$ J = \sum_{i=1}^{C} \sum_{k \in C_i} D(x_k, c_i) $$

(2.88)

where $x_k$ is the $k$-th data vector and $c_i$ is the cluster center of $i$-th cluster $C_i$. $D(\cdot, \cdot)$ is the measure of dissimilarity, and the Euclidean distance $D(x_k, c_i) = d_{ik}^2 = ||x_k - c_i||^2$ is one of the mostly applied.

Fuzzy C-means clustering [5] generalizes the K-means algorithm with adoption of the fuzzy membership degree, a concept introduced in the fuzzy set theory. That is, each data vector can be attributed to several clusters with certain membership degrees between 0 and 1. But the summation of the membership degrees for each data vector must be 1. Hence the objective function becomes as follow:

$$ J = \sum_{i=1}^{C} \sum_{k=1}^{N} u_{ik}^m d_{ik}^2 $$

(2.89)

with the constraint

$$ \sum_{i=1}^{C} u_{ik} = 1 \forall i \in [1, N]. $$

(2.90)

Solving the optimization problem leads to the Fuzzy C-means algorithm in table 2.4. However, this algorithm is only local optimal and can find the global optimum only if the initial guess is close enough to the optimum point. Hence, multiple random initial guesses are often used in order to increase the chance to obtain the global optimum.
Initialize a random membership matrix $U$ with Eq. (2.90) fulfilled; While stopping condition is false do

1. calculate $C$ cluster centers $c_i$ for $i = 1, ..., C$ using
   $$c_i = \frac{\sum_{k=1}^{N} u_{ik} x_k}{\sum_{k=1}^{N} u_{ik}};$$

2. update the membership matrix $U$ using
   $$u_{ik} = \frac{d_{ik}^{-2/(m-1)}}{\sum_{c=1}^{C} (d_{ic}^{-2/(m-1)})};$$

3. compute the objective function.

end do

Table 2.4: The Fuzzy C-means clustering algorithm.

2.6 Summary

In the last sections, many of the important components of modern AI techniques have been briefly covered. Unlike the initial flourishing development of different computational intelligence methods, modern AI has been evolved into a maturing stage with a tendency to forge those hammers in various applications. It is in the application context that all the developed tools can be utilized in a collaboration fashion and thus the theory of AI can make further progress. Therefore, the research methodology in modern AI fields has become problem-oriented with a hybrid of different techniques. Consequently, the overview of modern AI techniques in this chapter is limited as the soul of AI pervades in the broad content of various applications.
Chapter 3

Research summary

This chapter is a comprehensive summary of the research outcome achieved mainly in the selected research papers attached. To illustrate the research content in a structured form, the text follows research procedures and briefly covers each step with references to the corresponding papers. Six referred papers are attached behind.

3.1 Measurement on driver behavior

In order to study the driver patterns from real traffic and mimic them in a driver model, data collection is an essential procedure. There are a number of types of driving data acquired by different means, e.g. laser and radar sensor data, GPS data, and image data. An instrumented vehicle designed as a floating car has been adopted in our data collection experiment.

In paper I [49], a detailed description of the experiment hardware and software has been demonstrated. The equipped car was produced at Volvo technology in Göteborg. With a speedometer, GPS receiver and computer system installed, the vehicle can log the real-time information on its own states (acceleration, speed and position) as well as indexes of driver actions e.g. pedal and brake pressure and wheel angle. To observe other vehicles, two video cameras and laser sensors are concealed in the front and rear of the equipped car. Laser sensor is a widely available and inexpensive equipment, but very sensitive to poor weather and road conditions (blocked by fog and dirt in the air). However, the laser beam scans with a frequency of 50 Hz, high enough for tracking other objects. In addition, it has a full view range of 180 degrees and a long distance range of 100 m. The camera is connected
with a central computer and records images synchronized with real-time data.

The experiment design of driver behavioral data collection has been demonstrated in [47] and [49]. The measurement was conducted on a section of the Swedish motorway E18, north of Stockholm, composed of “2 + 2” four lane divided road and “2 + 1” three lane divided road. Behavior of more than 30 random followers was observed in 15 test runs and recorded through a data-fusion software, Volvo ERS logger. States of both vehicles in the driver-following stage were abstracted from raw data as multivariate time series.

3.2 Information estimation

After obtaining the state time series data of all pairs of vehicles, the true car-following information was estimated by canceling measurement noise using Kalman smoothing algorithm. This estimation procedure is illustrated in paper I [49] and [47]. The collected information of the following vehicles includes position, speed and acceleration. However, only the position is directly measured by laser scanning whereas the speed and acceleration are derived by difference equations and processed through a linear adaptive filtering algorithm enabled in Volvo ERS logger.

In the basic idea of vehicle tracking, a state-space model for leading and following vehicles can be formulated respectively. Vehicle dynamics can be easily represented by the well-known differential equation as follows

$$\frac{d^2 s(t)}{dt^2} = a(t)$$

or in the discrete form i.e.

$$s(t) = s(t - 1) + v(t - 1)\Delta t + \frac{1}{2}a(t - 1)\Delta t^2$$
$$v(t) = v(t - 1) + a(t - 1)\Delta t.$$  \hspace{1cm} (3.2)

where $\Delta t$ is the system time interval. After investigation on autocorrelation and partial autocorrelation functions of acceleration time series, it was modeled as a first order autoregressive (AR) process i.e.

$$a(t) = \phi a(t - 1) + \theta_a(t - 1)$$

where $\theta_a(t)$ is white noise and random walk model is adopted i.e. $\phi = 1$ as $\Delta t$ is very small. Although the ERS logger has ability to adaptively filter the direct distance measurement
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\[
\hat{x}(k|k-1) = \Phi_{k-1}\hat{x}(k-1|k-1)
\]
\[
P(k|k-1) = \Phi_{k-1}P(k-1|k-1)\Phi_{k-1}^T + G_{k-1}R_{k-1}G_{k-1}^T
\]
\[
\hat{x}(k) = \hat{x}(k|k-1) + \Gamma_k(z_k - H_k\hat{x}(k|k-1))
\]
\[
P(k) = (I - \Gamma_kH_k)P(k|k-1)
\]

Figure 3.1: A diagram representation of driver-following data estimation procedures using Kalman filtering and smoothing techniques.

from the laser sensor and to estimate first and second order derivatives, the result is not satisfying as noise appears apparently in the speed and acceleration profiles. In paper I, a state-space model was formulated as follows

\[
X(t+1) = F \cdot X(t) + V(t)
\]
\[
Y(t) = H \cdot X(t) + W(t).
\]

where \(X(t) = [s_n(t) \ v_n(t) \ a_n(t)]^T\) is the state vector; \(V(t) = [\theta_n(t) \ \theta_v(t) \ \theta_a(t)]^T\) is the system noise vector; \(Y(t) = [\hat{s}_n(t) \ \hat{v}_n(t) \ \hat{a}_n(t)]^T\) is the measurement vector; \(W(t)\) is the measurement noise, whose dimension depends on \(H\). In the car-following estimation, \(H = [1 \ 0 \ 0]^T\) shows that only the trajectory measurement is considered as real measurement and

\[
F = \begin{pmatrix}
1 & \Delta t & \Delta t^2/2 \\
0 & 1 & \Delta t \\
0 & 0 & \phi
\end{pmatrix}
\]

is the state transition matrix. Kalman filter and smoother were then applied in the data estimation process according to their ability to cope with the state-space model in an on-line
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In addition to driver-following information estimation by noise cancellation, it is also necessary to determine driver properties. Among them, bandpass property and reaction
3.2. INFORMATION ESTIMATION

delay are widely known. A study on the bandpass property can help us validate the quality of data collected and understand the relations between perceptual variables and acceleration outputs. In *paper II* [50], the de-noised data process was further analyzed for those driver properties. The main idea is to investigate the car-following time series in the frequency domain by applying the theoretical Fourier transform (FT) [58]

\[
\hat{f}(\omega) = \int_{-\infty}^{\infty} f(x)e^{-j\omega x} dx
\]

which becomes discrete Fourier transform (DFT) in practice, i.e.,

\[
X(k) = \sum_{n=0}^{N-1} x(n)e^{-j2\pi nk/N}.
\]

where \(k\) is the discrete frequency component and \(j = \sqrt{-1}\). This discrete implementation leads to estimation bias in the frequency domain due to the finite length of data \(x(n)\). However, this has not obstructed our investigation through spectrum analysis of car-following data, in which the FTs of auto-covariance of time series and cross-covariance between input and output time series are studied. Power spectra of perceptual input and reactive output data are found to be narrow-band signals; the transfer function estimate gives various band-pass filters, though similar shape, for different drivers. Further analysis shows that humans only react to certain bandwidth stimulus of input signal and an inherent difference exists between human drivers.

In addition to the bandpass property, delay can be clearly observed in the phase plots of estimated transfer functions of all drivers. Based on the fixed delay assumption, two methods are adopted to identify driver reaction time from real data in the paper. The reaction delay estimates are further used in the model calibration study. In fact, delay times computed from large data sample can be used to estimate reaction time distribution, which is widely used in any microsimulation tool. In our initial estimation of a population of 12 drivers, the estimated reaction time is between 0.52 and 1.24 secs. The limited number of subjects observed in our initial experiment run prevents us from giving an estimation of the distribution. Although spectrum based delay estimation is theoretically sound, the estimation suffers a critical flaw in spectrum estimation bias, which undermines the reliability of obtained results. Thus repeated spectrum computation has to be performed using different parameters (window type, frequency number of fast FT etc. [21]) in order to find a reasonable delay. Based on the estimated delay time, a generalized GM model is estimated
Table 3.1: The estimated parameters of the generalized GM-type model in the stable following regime

<table>
<thead>
<tr>
<th>Action</th>
<th>Parameter 1</th>
<th>Parameter 2</th>
<th>Parameter 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>acceleration</td>
<td>0.0025</td>
<td>1.49</td>
<td>0.25</td>
</tr>
<tr>
<td>deceleration</td>
<td>-5.20</td>
<td>1.49</td>
<td>2.71</td>
</tr>
</tbody>
</table>

Table 3.1: The estimated parameters of the generalized GM-type model in the stable following regime using data in stable following regime in Paper II. The estimated parameters are presented in the table 3.1.

3.3 Driving regime analysis

In real world, it is not uncommon to observe various characteristics for a physical phenomenon in different conditions or environments. Learning from the nature, we humans also have adaptive reactions to the physical world in our cognition and decision procedure i.e. we behave differently in various physical conditions and environmental contexts. This “natural” talent of human being has been applied as a strategy in different scientific developments, namely “divide and conquer” (DAC).

In a driving task, regime adaptivity, which indicates that drivers show different operational characteristics in different regimes, is a remarkable feature of human behavior. This feature has been recognized and utilized in modeling of driver behavior, especially car-following, in literature summarized in chapter one. For example, in both psycho-physical models [43] and MITSIMLab models [2], different behavioral regimes have been defined and model parameters in those regimes are estimated using empirical data. Different from their approach, we try to identify the regime properties from collected real data by exploring and classifying the patterns. At the same time, video recordings in Volvo ERS help us understand the general behavioral process in the images. Five regimes are considered, including following, acceleration, braking, approaching and opening. Special regime like cut-in will be merged into following.

Clustering is a computing method to group data into regimes of similar properties. Fuzzy C-means algorithm, introduced in chapter 2, is an efficient way to cluster a multivariate dataset into several categories by obliging a general distance measure. However, it suffers from an inherent assumption of independence between different data points. In our application, time series of car-following data need to be classified and the neighboring data
3.3. DRIVING REGIME ANALYSIS

Initialize a random membership matrix $U$ with Eq. (3.10) fulfilled; While stopping condition is false do

1. calculate $C$ cluster centers $c_i$ for $i = 1, ..., C$ using
   
   $$ c_i = \frac{\sum_{t=1}^{N} u_{im}^t x_t}{\sum_{t=1}^{N} u_{im}^t}; $$

2. update the membership matrix $U$ using
   
   $$ u_{it} = \frac{d_{it}^2 + 2\alpha \sum_{t'=-l, t'\neq t}^l \Phi_{lt} R_{it,lt}}{\sum_{c=1}^{C} (d_{ct}^2 + 2\alpha \sum_{t'=-l}^{l} \sum_{t''=-l}^{l} \Phi_{cl} R_{ct,lt''})^{1/(m-1)}}; $$

3. compute the objective function.

end do

Table 3.2: The consolidated Fuzzy C-means clustering algorithm.

points have a natural correlation. This property of time series data forces us to develop a more robust clustering method in paper I [49] with consideration of dependence between neighboring data points. This leads to an idea to reformulate a general clustering objective with an additional regulation term, and a new optimization function is proposed as follows:

$$ J_n = \sum_{i=1}^{C} \sum_{t=1}^{N} u_{it}^m d_{it}^2 + \alpha \sum_{i=1}^{C} \sum_{t=1}^{N} \sum_{t'=-l}^{l} \sum_{t''=-l}^{l} \Phi_{lt} R_{it,lt''} $$

(3.8)

and

$$ R_{it,lt} = \sum_{p=1, p \neq i}^{C} u_{p,t+\delta t}^m $$

(3.9)

where $u_{it}$ is the membership of sample $x_t$ belonging to the $i$-th cluster whose center is $c_i$. $R_{it,lt}$ is the summation of the $m$ exponent of the membership degrees that the neighbor point at $t + \delta t$ belongs to all clusters except cluster $i$; $\alpha$ represents the impact factor of the regularization term and the function $\Phi_{lt}$ describes the contribution weight from the data point’s neighborhood, which can be defined based on e.g. local correlations information of
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Figure 3.3: An example of classification of car-following data into several regimes based on fuzzy clustering methods.

the time series. A constraint on the optimization objective is necessary to be fulfilled

$$\sum_{i=1}^{C} u_{it} = 1 \ \forall t \in [1, N].$$

(3.10)

By introducing the additional term in equation (3.8), we can restrict the case that a data vector belongs to a certain class with a high degree and at the same time its neighbors have a high degree of association with other classes (vice versa). So the final membership function will be somehow regularized. Based on the new objective function, a clustering algorithm originated from the fuzzy C-means algorithm is derived in paper I. Table 3.2 illustrates this robust version of the fuzzy C-means algorithm. The algorithm has been applied successfully in classification of the car-following time series data unable to be classified by standard
fuzzy C-means algorithm. However, this method has a limitation on its suboptimal fact i.e. the algorithm can not ensure finding a global optimum solution to the equation (3.8). Meanwhile, the determination of the penalty weight $\alpha$ is empirical, not necessary optimal in respect of the general objective function, and extensive trial-and-error procedures have to be conducted to separate the multivariate time series data into reasonable regimes. In addition, the cluster number needs to be determined in advance. We decide the cluster number based on analysis of video record as well as results from experiments. In figure 3.3, we plot an example that a car-following process is successfully clustered into three regimes.

After clustering more than thirty time series into five main behavioral regimes, it is necessary to study the relation between perceptual variables and acceleration output in each regime. The main objective is to evaluate whether regime classification can help model construction and estimate a proper model with respective to each regime. In paper III [51], we started with regression and correlation analysis in each regime. Analysis of data of each regime gives us better understanding of how to model the behavior e.g. acceleration can be modeled in a linear form with high adequacy. Analysis result confirms that regime classification can cluster data into groups with high similarity and then reduce the complexity involved in the modeling phase. Correlation analysis between acceleration of leading and following vehicles suggests that acceleration of the leading vehicle shall be adopted as a predictor variable of a car-following model in certain regimes.

There are two key questions for building a computational model based on multiple behavior regimes: how to build a general computational model to incorporate the sub-models in each regime? how to estimate the model based on real data? The first question can be interpreted as a task to design a model generalization framework. The second question involves development of a global model estimation method for realistic description of driver-following dynamics. In fact, a good model estimation scheme is not only a challenge for regime based model estimation but also for any other types of models. In the next section, we will focus on the study of model estimation methods for general car-following models.

### 3.4 Model estimation scheme

Model estimation is an essential procedure in general model construction. Model parameters are required to be identified from real data so that the model can be used in real-time
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Prediction or simulation. In transport studies, this procedure is often called model calibration. Traditionally, car-following behavior models were frequently estimated based on the least square approach with an objective to minimize the deviation between model output and real acceleration data, i.e.

$$\min_{\theta} \mathbb{E}[\epsilon_n^i(t)^2] = \min_{\theta} \mathbb{E}[(\tilde{a}_n^i(t) - f(\hat{x}_n^i(t), \hat{x}_{n-1}^i(t), \Theta))^2]$$  \hspace{1cm} (3.11)

where $\tilde{a}_n^i$ is the real acceleration of the following vehicle $n$ for the data sequence $i$ and $\hat{x}_n(t)$ is the physical state of vehicle $n$ at time $t$; $\Theta$ is the parameter set and $f(\cdot)$ is the car-following model. In general, this is a nonlinear optimization problem, and numerical optimization algorithms including gradient or conjugate gradient based methods and Gauss-Newton approaches are common tools to handle this problem. In fact, the numerical optimization methods involved in our model calibration study have been reviewed in the second chapter.

A common critical flaw of all these methods is that they are suboptimal local search algorithms and run a risk to get trapped into local minimum solution. An improvement to these methods is to sample several random initial points, then run the numerical algorithm from those initial points in parallel and finally choose the minimum solution. The introduction of a stochastic scheme to those methods consolidates their ability to find the global optimum solution but boosts up the computational cost. In paper II [50], both gradient search and Gauss-Newton methods are applied to estimate an extended GM model with fixed reaction delay obtained in spectrum analysis of car-following data. The calibrated GM-type model was evaluated by closed-loop simulations on both state replication and cross validation tests. The tests showed that it could replicate, though with certain bias, speed and trajectory profiles of followers in the stable-following regime where inter-vehicle space fluctuates within a small range. A major question to calibration objective of equation (3.11) is that the model inputs are empirical data, and this makes it inefficient in capturing the car-following dynamics, in particular when large oscillations exist in the process. In addition, trajectory and speed are normally the variables directly measured and the optimization functions based on them are smoother than the acceleration based objective function.

The insufficiency of the static calibration method promotes us to explore a dynamic calibration approach using a general optimization function on the basis of whole vehicle states in paper IV [53]. According to the idea from adaptive filtering theory [22], a nonlinear state-space model is formulated with an extended state vector including model parameters.
State update (prediction):

\[
\hat{x}(t|t-1) = f(\hat{x}(t-1|t-1), u(t-1), t-1),
\]
\[
F(t-1) = \nabla_x f(x, u(t-1), t-1)|_{x=\hat{x}(t-1|t-1)}
\]
\[
P(t|t-1) = F(t-1)P(t-1|t-1)F(t-1)^T + R_r
\]

Measurement update (correction):

\[
\Gamma(t) = P(t|t-1)H(t)^T[H(t)P(t|t-1)H(t)^T + R_m]^{-1},
\]
\[
H(t) = \nabla_x h(x, t)|_{x=\hat{x}(t|t-1)}
\]
\[
\hat{x}(t|t) = \hat{x}(t|t-1) + \Gamma(t)(y(t) - h(\hat{x}(t|t-1), t))
\]
\[
P(t|t) = (I - \Gamma(t)H(t))P(t|t-1)
\]

Table 3.3: An illustration of discrete extended Kalman Filter algorithm

and vehicle states

\[
X_n(t+1) = F(X_n(t), x_{n-1}(t), e(t))
\]
\[
y_n(t) = H \cdot X_n(t) + m(t)
\] (3.12)

where \(X_n(t) = [s_n(t) v_n(t) a_n(t) \Theta(t)]^T\) is an extended state vector of the following vehicle and \(x_{n-1}(t)\) is the physical state vector of the leading vehicle, which can be treated as a control input vector; \(y_n(t) = [\hat{s}_n(t) \hat{v}_n(t) \hat{a}_n(t)]^T\) is the measurement vector (if all state variables are used in the car-following model calibration problem); \(m(t) = [m_1(t) m_2(t) m_3(t)]^T\) is the measurement noise vector. A new objective function has been formulated as follows

\[
\min E[(y_n(t) - H \cdot X_n(t))^T W (y_n(t) - H \cdot X_n(t))]
\] (3.13)

where \(X_n(t)\) and \(y(t)\) are the physical state and measured state of the following vehicle \(n\) at time \(t\) and \(H = [I_3 \ 0]\) and \(I_3\) is a 3-order unit matrix. To optimize the objective function using real data, extended Kalman-Filter (EKF) algorithm (demonstrated in table 3.3 based on the notation of the standard KF algorithm in chapter 2) has been iteratively used to solve the dual estimation problem. In paper IV, we have revealed the implicit connection between recursive least square (RLS) method and Kalman filter in order to build a theoretical foundation to fulfill the new objective function of equation (3.13) using the Kalman filter algorithm. The IEKF method has been implemented for the estimation of both linear Helly’s
model and generalized GM model in our numerical experiments. The results show that models estimated using the dynamic calibration approach have more robust performance in describing car-following dynamics than the static calibration method.

One limitation of the IEKF based approach is the requirement on existence of derivatives or Jacobin matrix, but some car-following models, e.g. rule based system and neural fuzzy systems, do not have a direct derivative form. Another limitation of model estimation approach based on iterative EKF method is the possible divergence. Factors leading to divergence are not easy to discern immediately. In the standard Kalman filter, rounding errors may result in filter divergence. For EKF, the nonlinear system is approximated by its first order Taylor expansion and the approximation bias can result in worse performance of the filtering algorithm. Of course, whether a model form is proper also affects the performance of the estimation scheme. To illustrate the linear approximation bias, we can be simply look at a typical example in radar tracking in which Polar coordinates needs to be transformed into Cartesian coordinates by the following equations:

$$
\begin{pmatrix}
  x \\
  y 
\end{pmatrix}
= \begin{pmatrix}
  r \cos \theta \\
  r \sin \theta 
\end{pmatrix}
\text{with } \nabla = \begin{pmatrix}
  \cos \theta & -r \sin \theta \\
  \sin \theta & r \cos \theta 
\end{pmatrix}
\tag{3.14}
$$

Problems arise when the bearing error is much more significant than the range error, e.g. $d\theta = 15^\circ$ and $|\frac{dr}{r}| = 2\%$. In figure 3.4, we illustrate the transformation bias of linearization based on the Jacobian in equation (3.14) using Monte-Carlo simulation. This type of bias
together with rounding error in the filter may lead to divergence of the filtering algorithm in the model learning process, in particular when the car-following model is highly nonlinear.

To overcome the defects brought by Jacobin derivation, we are now improving our model estimation scheme based on Unscented Kalman-Filter (UKF) [30] [31]. Since this research is still ongoing, we only reveal the mathematical principle in this section. UKF uses deterministic \( \sigma \)-points to approximate the probability distribution after transformation through the nonlinear model and it replaces the extended Kalman-Filter as a more accurate and efficient method in the development of the estimation mechanism for highly nonlinear and chaotic systems, e.g. the extended GM model [1], and models without a mathematical representation of Jacobian matrix, e.g. a neural-fuzzy systems in paper V [46]. According to the original idea in [31], \( (2n+1) \sigma \)-points can be chosen through following algorithms

\[
\begin{align*}
\mathcal{X}_0 &= \bar{x} \\
\mathcal{X}_i &= \bar{x} + \left( \sqrt{(n+\kappa)}P_{xx} \right)_i \\
\mathcal{X}_{i+n} &= \bar{x} - \left( \sqrt{(n+\kappa)}P_{xx} \right)_i
\end{align*}
\] (3.15)

with the corresponding weights

\[
\begin{align*}
W_0 &= \kappa/(n+\kappa) \\
W_i &= 1/2(n+\kappa) \\
W_{i+n} &= 1/2(n+\kappa),
\end{align*}
\] (3.16)

where \( \kappa \in \mathbb{R} \) and \( \left( \sqrt{(n+\kappa)}P_{xx} \right)_i \) is the \( i \)th row or column of the matrix square root. \( \sigma \)-points have important properties of capturing the same mean and covariance irrespective of which square root matrix is adopted. In addition the parameter \( \kappa \) provides a freedom to tune the approximation of high-order moments, which can be used to reduce the overall prediction error. A detailed mathematical proof of properties of \( \sigma \)-point set can be referred to [31] and the early work referenced. Since \( \sigma \)-point set can be used to propagate statistical distributions through nonlinear systems, it is simply applied the nonlinear Kalman-Filters. A general UKF algorithm is illustrated in table 3.4 and adopts a different form from the standard Kalman filtering algorithm in table 2.1 of chapter 2. In order to sufficiently understand the general UKF algorithm for nonlinear systems, the following indirect relations, normally appeared in the mathematical proof of the standard linear Kalman filtering algorithm [20] [26], are worth mentioning:

\[
P_{\bar{x}\bar{y}}(t|t-1) = P_{\bar{x}\bar{x}}(t|t-1)H_t^T
\]
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1. Create $\sigma$-point set using algorithm of equation (3.15) and (3.16);

2. Transform the $\sigma$-points through the plant model:
   $$X_i(t|t-1) = f(X_i(t-1|t-1), u(t-1), t-1) \forall i \in \{0 \leq k \leq 2n|k \subset Z\};$$

3. Predict the mean by weighted summation of transformed $\sigma$-points:
   $$\hat{x}(t|t-1) = \sum_{i=0}^{2n} W_i X_i(t|t-1);$$

4. Predict the state covariance based on transformed $\sigma$-points:
   $$P_{\hat{x}\hat{x}}(t|t-1) = \sum_{i=0}^{2n} W_i \{X_i(t|t-1) - \hat{x}(t|t-1)\}\{X_i(t|t-1) - \hat{x}(t|t-1)\}^T + R_k;$$

5. Transform the $\sigma$-points through the observation model:
   $$Y_i(t|t-1) = h(X_i(t-1|t-1), u(t-1), t-1) \forall i \in \{0 \leq k \leq 2n|k \subset Z\};$$

6. Predict the observation state by weighted summation of transformed $\sigma$-points:
   $$\hat{y}(t|t-1) = \sum_{i=0}^{2n} W_i Y_i(t|t-1);$$

7. Compute the covariance of predicted observation state:
   $$P_{\hat{y}\hat{y}}(t|t-1) = \sum_{i=0}^{2n} W_i \{Y_i(t|t-1) - \hat{y}(t|t-1)\}\{Y_i(t|t-1) - \hat{y}(t|t-1)\}^T + R_2;$$

8. Compute the cross-covariance between process and observation states:
   $$P_{\hat{x}\hat{y}}(t|t-1) = \sum_{i=0}^{2n} W_i \{X_i(t|t-1) - \hat{x}(t|t-1)\}\{Y_i(t|t-1) - \hat{y}(t|t-1)\}^T;$$

9. Measurement updates in the correction phase:
   $$\Gamma(t) = P_{\hat{x}\hat{y}}(t|t-1)P_{\hat{y}\hat{y}}(t|t-1)^{-1}$$
   $$\hat{x}(t|t) = \hat{x}(t|t-1) + \Gamma(t)(y(t) - \hat{y}(t|t-1))$$
   $$P_{\hat{x}\hat{x}}(t|t) = P_{\hat{x}\hat{x}}(t|t-1) - P_{\hat{x}\hat{y}}(t|t-1)P_{\hat{y}\hat{y}}(t|t-1)^{-1}P_{\hat{x}\hat{y}}(t|t-1)^T$$

Table 3.4: Illustration of an iteration step of general UKF algorithm in prediction and correction phases using unscented transform of $\sigma$-point set.
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1. Create $\sigma$-point set using algorithm of equation (3.15) and (3.16);

2. Transform the $\sigma$-points through the plant model:
   \[ X_i(t|t-1) = f(X_i(t-1|t-1), u(t-1), t-1) \forall i \in \{0 \leq k \leq 2n | k \subset \mathbb{Z}\}; \]

3. Predict the mean by weighted summation of transformed $\sigma$-points:
   \[ \hat{x}(t|t-1) = \sum_{i=0}^{2n} W_i X_i(t|t-1); \]

4. Predict the state covariance based on transformed $\sigma$-points:
   \[ \tilde{P}_{\tilde{x}\tilde{x}}(t|t-1) = \sum_{i=0}^{2n} W_i \{X_i(t|t-1) - \hat{x}(t|t-1)\} \{X_i(t|t-1) - \hat{x}(t|t-1)\}^T + R_k^1; \]

5. Measurement updates on the correction phase:
   \[ \Gamma_k = P_{\tilde{x}\tilde{x}}(k|k-1)H_k^T[H_kP_{\tilde{x}\tilde{x}}(k|k-1)H_k^T + R_k^2]^{-1} \]
   \[ \hat{x}(k|k) = \hat{x}(k|k-1) + \Gamma_k(z_k - H_k\hat{x}(k|k-1)) \]
   \[ P_{\tilde{x}\tilde{x}}(k|k) = (I - \Gamma_kH_k)P_{\tilde{x}\tilde{x}}(k|k-1) \]

Table 3.5: An illustration of an iteration step in semi-unscented Kalman filter (SUKF) algorithm using $\sigma$-point set.

\[ P_{gg}(t|t-1) = H_t P_{\tilde{x}\tilde{x}}(t|t-1)H_t^T + R_t^2. \]  (3.17)

In our car-following model identification application in equation (3.12), only the plant or state equation is nonlinear whereas the measurement equation is linear. Hence, the general UKF algorithm in table 3.4 can be simplified to a semi-unscented Kalman-Filtering (SUKF) algorithm in table 3.5.

3.5 Computational model based on a neural-fuzzy system

In section 3.3, the car-following data collected was clustered into several regimes so that proper models could be determined for each regime based on data analysis. This DAC based strategy helps us step aside from the challenging task of identifying a general mathematical model form complex enough to capture behavior in all regime conditions. However, an essential purpose in our study is to build a real-time model able to predict the car-following process e.g. in a simulation environment. Thus, regimes have to be determined in real time in order to apply a single model at each regime. In the former regime based car-following
models (e.g. extended GM model in MITSIMLab), the stage that a vehicle belongs to is crisply determined against a single state variable e.g. space or time headway [38]. When such kind of model is applied in simulation, frequent leaps might appear among regimes. This is contradictory to real human behavior. Meanwhile, the regime concept involves behavioral uncertainty since human drivers can transit between different regime conditions in a smooth manner according to the goal of driving comfort.

In paper V [46], we propose to determine the regime according to regime centers, described by a vector composed of space headway, speed difference, acceleration etc. Therefore, the following inference can be used to predict the run-time simulation output i.e.

\[
\text{IF } \mathbf{x}(t) \text{ belongs to } C_i \text{ THEN } a_n(t+1) = f_i(\mathbf{x}(t)) \tag{3.18}
\]
where \( C_i \) can be either approaching, stable following, braking or other. \( f_i \) is the mathematical model corresponding to the regime \( C_i \). Hence a rule based system is constructed to describe human knowledge in car-following. For run-time simulation, a crisp determination of the regime can be obtained by comparison on a similarity measure i.e.

\[
j = \arg \min_i ||x - c_i||_s
\]

where \( x \) is the current state, \( c_i \) is the regime center of \( C_i \) and \( || \cdot ||_s \) is the similarity measure e.g. \( L_2 \) norm. Since whether a vehicle driver is in a certain regime is not deterministic in reality, fuzzy set theory [69] is applied to cope with regime uncertainty. Membership degrees are assigned to represent the quantitative information on the belongingness of a data point to each regime. They are basically computed by

\[
u_{it} = \frac{\exp \left( - \frac{||x(t) - c_i||^2}{2\sigma_i^2} \right)}{\sum_{k=1}^C \exp \left( - \frac{||x(t) - c_k||^2}{2\sigma_k^2} \right)}
\]

where \( c_i \) and \( \sigma_i^2 \) are the center and variance (assuming spherical-cluster shape after multiscaling in all dimensions) of a regime \( i \) respectively. Therefore, a regime-based fuzzy inference system is formulated as a computational model for driver-following behavior. To afford the model learning ability, the new inference system is reformulated as an adaptive neural network comparable to the original ANFIS model [29] for TSK fuzzy inference system (FIS). Figure 3.5 shows how the new computational model is represented as a modified adaptive neural-fuzzy network. Details are further illustrated in paper V.

There are two main features that make the computational model differ from the ANFIS system. First, the inference is based on regime, not on single input variable of each dimension. Second, the inference consequence involves general nonlinear model forms, not only polynomials. These two fundamental variations lead to diversifications of its model learning algorithm from the ANFIS model. In the paper, we proposed and implemented a Genetic algorithm (GA) based learning algorithm using a static calibration objective of equation (3.11). Numerical experiment e.g. in figure 3.6 shows that the model can successfully learn the acceleration as a function of perceptual input values, i.e. input and output mapping. But it has the same problem as other models in its ability to replicate car-following dynamics. This returns to our early study on model estimation scheme. Therefore, efficient learning approaches, especially using a dynamic estimation objective function, have large potential to improve the prediction ability of the model on car-following processes.
3.6 Safety study on ISA

Besides modeling of driver-following behavior, a study of Intelligent Speed Adaption (ISA), a type of vehicle-based ITS systems, had been conducted in the early phase of this doctoral research. The results were reported in two publications, paper VI [48] and [52]. The main idea of the research project is to extend the reduction effect on free flow speed of single ISA vehicles [62] to an aggregated scale (reshaping of speed distribution) so that the relation between ISA penetration level and traffic safety can be revealed using the macroscopic traffic flow data. As it is economically unrealistic to install a large number of ISA equipments, simulation becomes the main study means. With simulation, an obvious difficulty of the research is modeling of behavioral difference between ISA and normal drivers, an area rich
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of arguments according to the previous publications. Hence, the research scope in our study is limited by only considering the transformation of desired speed distributions between normal and ISA vehicle in the simulation environment. TPMA [39] is adopted as the traffic simulation tool due to the availability of source code; and in particular, it has been reported being calibrated using data collected on Swedish roads. ISA vehicle is defined as one type of vehicle in the simulator and a speed adaption object was further developed to be able to trigger reshaping of desired speed distribution according to the random seed assigned to each ISA vehicle when it was generated, that is,

$$R_s = \frac{v - v_m}{\sigma_m} = \frac{v' - v'_m}{\sigma'_m}$$

(3.21)

where $R_s$ is the seed, $v$ and $v'$ are the desired speed assigned at the vehicle generation and the new desired speed respectively, $v_m$ and $\sigma_m$ are the mean and standard deviation before a distribution reshaping whereas $v'_m$ and $\sigma'_m$ are the mean and standard deviation after the transformation. By adjusting the percentage of ISA type vehicles, different traffic compositions can be simulated based on the Monte-Carlo method. Two types of roads were considered for simulation study: single-lane road (no overtaking) and double-lane road (overtaking). The traffic flow characteristics, e.g. spot speed, time headway etc, were measured 1 km to 2 km downstream from the speed adaption sign. Consequently, simulation can generate traffic flow data with different flow levels, traffic compositions (mainly ISA penetration), detecting distances at the downstream, initial speed distributions and road types. All simulated traffic flow data are then analyzed for safety evaluation from a microscopic perspective.

From the early study on individual ISA vehicles [27], significant reductions on both free flow mean speed and variance were reported for individual ISA vehicles. Reshaping effect on aggregated free flow speed distribution was also demonstrated in a field study [45] on free flow speed of ISA drivers in urban areas of Lund, a Swedish city. The results on free flow speed distributions were adopted in our simulation study. Gap distributions under different ISA and normal vehicle compositions are an important index for safety research since all gaps less than 3 second are considered as risky platoon mode, a safety score [44] in traffic engineering. Simulations on the single-lane road show that the risky platoon percentage is, although trivially, reduced with the increasing ISA penetrations in many cases [52]. One possible explanation is that the impact on traffic flow from reshaping of desired speed distribution of ISA vehicles overwhelms that from covariance between speed distributions
Figure 3.7: Gap distribution in different ISA penetration with speed limit 70 km/h and flow level 750 vehicles/h.

of two types of vehicles. However, the change on the distribution is not obvious and no significant conclusion can be drawn based on the numerical results. On the double-lane road, simulation result also can not lead to any safety conclusion in terms of gap distribution since the ISA effect is mitigated by the overtaking possibility.

In general, reduction of speed variance may lead to direct explanation on safety improvement. In particular, speed management potentially affects the pedestrian safety. Thus, an investigation (paper VI [48]) on the pedestrian safety in terms of probability of collision and death was conducted through recursive Monte-Carlo experiments based on speed outputs from traffic simulator and a vehicle-pedestrian collision model in which an unwary pedestrian darts out without care of possible collision with an oncoming vehicle. A significant reduction on pedestrian risk has been conclusively obtained and details are explained in the paper VI. To reveal the safety effect of ISA in depth, detailed microscopic modeling of ISA drivers seems inescapable because safety simulation needs more accurate and explicit description of behavior adaption to the new system, e.g. longitudinal following. Thus, one conclusion on safety study is that current microscopic simulation tools have limitations for direct evaluation of safety effects of all ITS systems.
3.7 Synthesis and future perspectives

Computational modeling of driver behavior from real data has met its research needs in recent transport development, in particular for accurate representation of normal driver behavior in microscopic simulation and driving simulator. A realistic driver behavior model can improve the simulation fidelity as well as provide abundant clues for evaluation and improvement of the state-of-the-art for driving assistant systems.

In this thesis, a comprehensive modeling methodology has been established on car-following behavior, from original data acquisition on the Swedish motorways to behavioral modeling by exploration of real data. Apart from data collection experiment design, our particular focus was on data processing methods, driver property estimation and development of a computational model driven by microscopic car-following data.

Different from traditional model development approach, the methodology developed begins with the information estimation and exploration of real data. Information estimation has not been properly emphasized in previous driver behavior study based on real data collection. In this study, it plays a key role since all further studies assume highly accurate and consistent perceptual and decision information. Apart from the estimation of accurate car-following data, we also explore the dataset in the frequency domain. In particular, delay estimation on the basis of spectrum analysis is proved to work as a quantitative approach, alternative to the traditional graphical method. The utility of spectrum analysis supports it as a useful tool for traffic psychologists and safety researchers to estimate driver property from observed data.

Regime adaptivity has been identified as a common characteristic of human drivers in the domain of traffic analysis. Given that it is unrealistic to formulate a general mathematical model for car-following, regime decomposition has been introduced in the modeling task in order to handle different regime conditions. Among the multiple definitions of regime concepts in the car-following process, psycho-physical based definition is the most widely accepted one. Following the regime concepts, clustering analysis has been applied in real data to identify regime boundaries. Instead of concerning with only a single state variable, the clustering approach explores car-following data in a multi-dimensional space. A consolidated fuzzy C-means algorithm is developed and applied for the multivariate time series whenever the classical fuzzy C-means algorithm does not bring understandable results.
Data classified into regimes are studied using regression and correlation analysis. According to the model adequacy result, braking and acceleration regimes can be modeled based on simple linear regression approach. The correlation analysis supports that acceleration information of the leading vehicle has its impact on the follower acceleration profile. In general, data analysis in regimes provides much information and could be a very useful approach for the design of driving assistant systems.

An ultimate goal of this research is to build a computational model from the collected data in order to apply at run-time in simulation. After regime decomposition, traditional mathematical models can be adopted in each regime, giving a general model transparency in those regimes. A fuzzy computing model on the basis of the regime inferences is developed to integrate the single regime sub-models in a seamless and unobscured manner. Moreover, the fuzzy system is represented as an adaptive neural network so that the model can be trained with empirical data under the framework. A GA-based estimation method has been proposed as the learning algorithm for this neural-fuzzy system.

In analogy to parameter identification in a function approximation task, traditional calibration methods for car-following models suffer from the defect of static estimation. Inspired by the adaptive filtering theory, a state space system is formulated with concerns on dual estimation of parameters and system states. Different Kalman filters have been applied to solve the problem, in particular when the basic car-following model is nonlinear. This method bring us promising result in simulating car-following dynamics, not just fitting the function output on acceleration.

In general, driver modeling covers many research subjects and is a multidisciplinary research task. This thesis focuses on the methodological development from data collection to data analysis, and to model development. Computational aspects of this procedure are emphasized but their application has not been deeply explored from the views of transport science. Nevertheless, the methods developed have a large potential to be used in transport analysis if corresponding datasets are available, e.g.

- The state-space approach and Kalman smoothing algorithm could be applied for car-following data preprocessing using other data-collection means, e.g. GPS data and image data from remote sensing;

- Spectrum analysis methods could be used for estimation of driver reaction time distribution given enough empirical datasets;
• Clustering analysis could be used for identification of psycho-physical thresholds;

• The dynamic model estimation based on Kalman-filtering could be applied as a standard scheme on car-following model calibration for traffic simulation.

In fact, to advocate and extend the proposed methods, further application and validation are quite necessary.

An innovative computational model on car-following based on regime inferences has been proposed in this work. Initial numerical test based on two regimes data supports the applicability of the model but further evaluation using data from all regimes are indispensable before its real implementation in simulation. In addition, model estimation scheme based on the dynamic approach has not been fulfilled, and model forms adopted in each regime should be further justified by numerical experiment in order to capture real dynamics. At last, to evaluate the computational model, it should be implemented in a simulation environment (traffic simulation model or driving simulator). Besides the future work in modeling car-following behavior, the methodological approach to create simulation model from real data has promising perspectives for other behavior models such as lane changing.
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