
 
This doctoral thesis consists of four chapters all related to the field of time series 
econometrics. The main contribution is firstly the development of robust methods 
when testing for Granger causality in the presence of generalized autoregressive 
conditional heteroscedasticity (GARCH) and causality-in-variance (i.e. spillover) 
effects. The second contribution is the development of different shrinkage estima-
tors for count data models which may be used when the explanatory variables are 
highly inter-correlated.

The first essay investigated the effect of spillover on some tests for causality in 
a Granger sense. As a remedy to the problem of over-rejection caused by the spill-
over effects White’s heteroscedasticity consistent covariance matrix is proposed. In 
the second essay the effect of GARCH errors on the statistical tests for Granger 
causality is investigated. Here some wavelet denoising methods are proposed and 
by means of Monte Carlo simulations it is shown that the size properties of the 
tests based on wavelet filtered data is better than the ones based on raw data. 

In the third and fourth essays ridge regression estimators for the Poisson and 
negative binomial (NB) regression models are investigated respectively. Then  
finally in the fifth essay a Liu type of estimator is proposed for the NB regression 
model. By using Monte Carlo simulations it is shown that the estimated MSE is 
lower for the ridge and Liu type of estimators than maximum likelihood (ML).
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1  Introduction 
In time series econometrics the error term and/or the observations are almost always assumed 
to be identically and independently distributed (iid). However, in the real-life context the iid 
assumption is often too strong. For financial data it is nowadays well-known that the error 
term often follows an autoregressive conditional heteroscedasticity (ARCH) process 
introduced by Engle (1982) or a generalized ARCH (GARCH) process proposed by 
Bollerslev (1986). Further developments were then made by Granger (1986) where the author 
showed that causality-in-variance (i.e. spillover) often exists. When the error term is not iid 
then the commonly applied statistical tests often over-rejects the true null-hypothesis. This 
has been shown when testing for unit roots by for example Sjölander (2008) and when testing 
for causality in a Granger (1969) sense (i.e. Granger causality) by for example Mantalos et al. 
(2007). The problem of GARCH and spillover effects will be treated in this thesis and some 
solutions are proposed which are based on Whites heteroscedasticity consistent covariance 
matrix (HCCME) introduced by White (1980) and some wavelet denoising methods 
suggested by Donoho and Johnstone (1994).  
 
Another example where the iid property is broken occurs when analyzing count data that 
follows a Poisson or negative binomial (NB) distribution. In this situation the observations are 
not iid and the relationship between the dependent variable and the explanatory variables are 
non-linear. Then the classical ordinary least square (OLS) method is not proper and the 
regression model is usually estimated by means of maximum likelihood (ML) by applying the 
iterative weighted least square (IWLS) algorithm. However, this estimation method is very 
sensitive to multicollinearity which is defined by Frisch (1934) as the situation where the 
explanatory variables are highly inter-correlated. This thesis treats this problem and suggests 
shrinkage estimators which are based on the classical ridge regression estimator proposed for 
linear regression by Hoerl and Kennard (1970a,b) and the Liu estimator suggested by Liu 
(1993). 
 
This introduction chapter includes a discussion of the issues mentioned so far and a summary 
of the papers in the thesis. 

2.  Testing for Granger causality in the 
Presence of GARCH Effects 

In this thesis some commonly applied statistical tests for causality in a Granger (1969, 1980) 
sense is investigated in the presence of GARCH and spillover effects. By causality in a 
Granger sense it is meant that the time series y2 contains unique information about the 
development of time series y1. Thus, the requirement set by Granger (1969, 1980) is that a 
cause in y2 creates an effect in y1 and this cause in y2 happens before the effect in y1. The 
causality test is most commonly performed in a vector autoregressive (VAR) framework by 
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applying OLS. The effect of GARCH errors may be explained by considering the following 
VAR model: 
 

1 1
1 11 12 11 12

1 1
2 21 22 21 22

11 1 1 1

2 2 1 2 2

p p

p p

yy y ut pt t t
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− −
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where the error component itu equals υit ith  for 1,2=i , tυ  is standard normal distributed and 
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In this situation there exist spillover effects if the non-diagonal elements of the parameter 
matrices are non-zero. According to Granger and Newbold (1986) one can test for Granger 
causality by estimating each of the single linear equations in the VAR-model using ordinary 
least squares (OLS) and then evaluate a zero restriction in each of the estimated equations. In 
matrix notation this may be done by evaluating the following restriction: 
 

0Rβ =:0H ,  

 

where β  is a + ×(2 1) 1p   vector containing all of the coefficient parameters of one of the 
equations in the VAR(p) model, R is a fixed × +(2 1)p p  matrix with each row consisting of 

zeros except for the ones corresponding to an element in β  being restricted to zero, and 0 is a 
1p× vector. The tests for Granger causality used in this thesis are the following: 

 

( ) ( )1ˆ ˆˆ
uW T

−′  ′= Σ Rβ R R Rβ ,   (2.3) 

( ) ( )1ˆ ˆˆln 1uLR T
− ′  ′= Σ +   

Rβ R R Rβ ,   (2.4) 

( ) ( )1ˆ ˆˆ
rLM T

−′  ′= Σ Rβ R R Rβ ,   (2.5) 

( ) ( )1ˆ ˆˆ
uF

q

−Δ ′  ′= Σ Rβ R R Rβ ,
   (2.6)

 

 

where ˆ
uΣ  and ˆ

rΣ  are the estimated variances-covariance matrices of the unrestricted and 

restricted model respectively. Under an assumption of the error term being white noise the 



Issues of multicollinearity and conditional heteroscedasticy in time series econometrics 

11 

first three tests are all asymptotically ( )2 pχ distributed and the final test is ( ),F q Δ  

distributed where 2 1T pΔ = − − . Under the white noise assumption we may estimate the 
variances-covariance matrices using the following formulas: 
 

( ) 12ˆ ˆu uσ −′=Σ X X  and ( ) 12ˆ ˆr rσ −′=Σ X X ,   (2.7) 

 

where 2ˆ ˆ ˆu u uσ ′= u u  and 2ˆ ˆ ˆr r rσ ′= u u  where ˆ uu  and ˆ ru  are the estimated residual series from the 

unrestricted and restricted model respectively. As a remedy to the problem of over-rejection 
of the true null hypothesis one may use the following White’s HCCME: 
 

( ) [ ]( )1 1− −
T X'X X'SX X'X ,

    
(2.8) 

where     

( )2 2
1̂ ˆ, ,=  tdiag u uS .    (2.9) 

 

Another potential remedy is to use a wavelet decomposition of the time series. This method 
attempts to reproduce a Fourier analysis method but with functions (wavelets) that are better 
suited to capture the local behavior of time series. By using wavelet denoising proposed by 
Donoho and Johnstone (1994) one can divide a time series into signal and noise according to 
the following formula: 
 

 t t ty D ε= + ,     (2.10) 

 

where tD  is the signal and tε  is the noise assumed to be ( )20,N σ . Based on wavelet 

methods one may then extract the signal from the noise by firstly conduct a wavelet 
decomposition of the time series using either discrete wavelet transform (DWT) or maximal 
overlap discrete wavelet transform (MODWT). The difference between these two methods is 
that DWT uses averages and differences over contiguous pairs of observations and is 
therefore limited to sample sizes that are elements of the didactic series (T = 2j for some 
integer j). In contrary MODWT uses moving averages and differences and can thus handle 
any sample size. Therefore, in this thesis MODWT is chosen instead of DWT. Hence, the 
wavelet decomposition is made using weighted moving averages where the moving averages 
are denoted scaling coefficients and the weighted differences wavelet coefficients. Then the 
wavelet coefficients are denoised using the soft, mid and hard denoising methods where some 
of the coefficients are shrunk towards zero while some are kept. Finally a denoised time series 
is produced based on the scaling coefficients and the denoised wavelet coefficents. For this 
method the distribution of the tests are not assumed to be ( )2 pχ  

distributed or ( ),F q Δ  

distributed. Instead new critical values are generated using Monte Carlo simulations.  



Jönköping International Business School 

12 

3.  Estimating Count Data Models in the 
Presence of Multicollinearity 

Count data models is commonly applied to model a dependent variable that is either Poisson 
or NB distributed. This type of models are usually estimated by ML using the following 
IWLS algorithm: 
 

         
( ) zWX'XWX'β

1

ML ˆˆˆˆ −
= ,

    
(3.1) 

 

where Ŵ  is equal to [ ]ˆ idiag μ  and 
ˆ

ˆ ˆ1
i

i

diag
μ
αμ

 
 + 

 for the Poisson and NB regression model 

respectively. Furthermore ( )ˆˆ expiμ = ix β  is an estimation of the conditional average of 

observation i based on the estimated parameters in the previous iteration while α̂  is an 
estimator of the overdispersion parameter. Finally îz  which is the ith row of ẑ  equals 

( ) ˆ
ˆlog

ˆ
i i

i
i

y μμ
μ
−+  for both the Poisson and NB distributions. The ML estimator is 

asymptotically normally distributed and the MSE equals:   

 

( ) ( ) ( ) ( ) 12

1

1ˆ ˆ'
J

ML
j j

E L E tr
λ

−

=

 = − − = =  ML MLβ β β β X'WX ,
 

(3.2) 

 

where λ j  
is the jth eigenvalue of the X'WX  matrix. When the explanatory variables are 

highly correlated the weighted matrix of cross-products, X'WX , is ill-conditioned which 
leads to instability and high variance of the ML estimator. In that situation, it is very hard to 
interpret the estimated parameters since the vector of estimated coefficients is on average too 
long. As a solution to this problem this thesis proposes that one should use a shrinkage 
estimator instead of ML. We firstly propose the ridge type of estimator: 
 

( ) MLMLRR βZβXWX'IXWX'β ˆˆˆˆˆ 1
=+=

−
k ,  (3.3) 

 

where k is a ridge parameter that may only take on values between zero and infinity. For the 

ridge estimator we have that when k is greater than zero then ˆ ˆ<RR MLβ β . Since ˆ
MLβ  is, on 

average, too long in the presence of multicollinearity ˆ
RRβ  is assumed to perform better than 

ˆ
MLβ . Then a Liu type of estimator is considered: 
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( ) ( )ˆ ˆˆ ˆ d=
-1

d MLβ X'WX + I X'WX + I β ,   (3.4) 

 

where d is a shrinkage parameter that may only take on values between zero and one. For this 

estimator we have that when d is less than one ˆ ˆ<d MLβ β . Hence, this estimator is also 

assumed to perform better than ML in the presence of multicollinearity. 

4.  Summary of the Papers 
Article 1: Granger Causality Test in the Presence of Spillover Effects 
 
This paper investigates by means of Monte Carlo simulations the effect of spillover on the 
reliability of eight different tests for Granger causality. As a remedy to the problem caused by 
spillover effects we propose that one could use Whites HCCME. The result from the 
simulation study show that the over-rejection of the true null-hypothesis in the presence of 
spillover effects decreases for all tests when Whites HCCME is used. Furthermore we may 
see that the best option, where the estimated size is closest to the nominal size, is to apply the 
LM test with Whites HCCME. Hence, this is the test we may recommend to practitioners.  
 
Article 2: A Wavelet-Based Approach of testing for Granger Causality in the Presence of 
GARCH Effects 
 
This paper proposes a new wavelet-based approach of testing for Granger causality. This 
method uses different type of wavelet denoising methods proposed by Donoho & Johnstone 
(1994) in order to obtain tests for Granger causality that are robust to GARCH effects. By 
means of Monte Carlo simulations it is shown that the commonly used causality tests tend to 
over-reject the true null hypothesis when the error term follows a GARCH process. 
Furthermore it is shown that the new wavelet-based approach improves the size properties of 
the Granger causality tests for all of the different situations evaluated. Based on the result 
from the simulation study we may recommend using the Haar filter with the soft thresholding 
rule.  
 
Article 3: A Poisson Ridge Regression Estimator 
 
This paper introduces a ridge regression estimator for the Poisson regression model.  This 
new Poisson ridge regression estimator (PRR) is suggested since multicollinearity leads to a 
high variance and instability of the estimated coefficient vector when the traditional ML 
method is used. By means of Monte Carlo simulations it is shown that the new PRR estimator 
outperforms the ML method in the presence of multicollinearity. Based on the result from the 
simulation study we may also recommend some estimators of the ridge parameter which were 
first proposed by Muniz and Kibria (2009). 
 
Article 4: On Ridge Estimators for the Negative Binomial Regression Model 
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In this paper a ridge regression estimator for the NB regression model is suggested. The NB 
regression model should be used instead of the Poisson regression model in the case of over-
dispersion (i.e. the variance of the dependent variable exceeds the mean). To estimate the NB 
regression model one still has to use ML for which the estimated parameters have a high 
variance when the explanatory variables are highly inter-correlated. Using Monte Carlo 
simulations we show that the ridge regression estimator outperforms ML. Based on the result 
from the simulation study we may also recommend some estimators of the ridge parameter 
which were first proposed by Muniz and Kibria (2009). 
 
Article 5: Developing a Liu Estimator for the Negative Binomial Regression Model: Method 
and Application 
 
This paper introduces a Liu (1993) type of shrinkage estimator for the NB regression model.  
This shrinkage estimator is easier than the ridge regression estimator since the estimated 
parameters are a linear function of the shrinkage parameter. This paper also suggests some 
methods of estimating the shrinkage parameter and by using Monte Carlo simulations it is 
shown that the new Liu type of estimator outperforms the ML method in the presence of 
multicollinearity. 
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