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 I 

Abstract 
Simulation based design enables rapid development of products with increased customer value in 
terms of accessibility, quality, productivity and profitability. However simulation of metal cutting 
is complex both in terms of numeric and physics. The work piece material undergoes severe 
deformations. The material model must therefore be able to accurately predict the deformation 
behavior for a large range of strain, strain rates (>50000 s-1) and temperatures. There exist a large 
number of different material models. They can be divided into empirical and physically based 
models. The far most common model used in simulation of metal cutting is the empirical 
Johnson-Cook plasticity model, JC model. Physically based models are based on the knowledge 
of the underlying physical phenomena and are expected to have larger domain of validity. 
Experimental measurements have been carried out in order to calibrate and validate a physical 
based material model utilizing dislocation density (DD) as internal variable.  
 
Split-Hopkinson tests have been performed in order to characterize the material behavior of 
SANMAC 316L at high strain rates. The DD model has been calibrated in earlier work by 
Lindgren et al. based on strain rate up to 10 s-1 and temperatures up to 1300 °C with good 
agreement over the range of calibration. Same good correspondence was not obtained when the 
model was extrapolated to high strain rate response curves from the dynamic Split-Hopkinson 
tests. These results indicate that new deformation mechanisms are entering. Repeating the 
calibration procedure for the empirical JC model shows that it can only describe the material 
behavior over a much more limited range.  
 
A recalibrated DD model, using varying obstacle strength at different temperatures, was used in 
simulation of machining. It was implemented in an implicit and an explicit finite element code. 
 
Simulation of orthogonal cutting has been performed with JC model and DD model using an 
updated Lagrangian formulation and an implicit time stepping logic. An isotropic hardening 
formulation was used in this case. The results showed that the cutting forces were slightly better 
predicted by the DD model. Largest error was 16 % compared to 20 % by the JC model. The 
predicted chip morphology was also better with the DD model but far from acceptable.  
 
Orthogonal cutting was simulated using an updated Lagrangian formulation with an explicit time 
integration scheme. In this case were two hardening rules tested, isotropic hardening and a mixed 
isotropic-kinematic hardening. The later showed an improvement regarding the feed force 
prediction. A deviation of less than 8% could be noticed except for the feed force at a cutting 
speed of 100 m/min. The time stepping procedure in combination with the mesh refinement 
seems to be able to capture the chip segmentation quite well without including damage evolution 
in the material model. 
 
Further works will mainly focus on improving the DD-model by introducing relevant physics for 
high strain rates.  
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Chapter 1 

Introduction 
1 Introduction 
Machining is one of the most commonly occurring manufacturing processes within 
the industry to produce components based on specific requirements. Demand for 
new products with increased customer value in terms of accessibility, quality, 
productivity and profitability along with demands for a shorter time to market has 
lead to that simulations are given a central role in product development cycle. 
However machining can be characterized as a chip-forming process that is complex 
in its nature. The chip is formed under severe and rapid deformation in combination 
with increased temperature due to plastic dissipated energy and friction from the 
workpiece/tool contacts. Furthermore, the material may undergo various micro-
structural changes, which also contributes to the complications. This will of course 
also depend on the work piece material and its stability. Hence, simulation of metal 
cutting is complex both in terms of numeric and physics. The physical phenomena 
may include large elasto-plastic deformation under rapid process, thermo-
mechanical coupling, microstructural changes, nontrivial interface between chip 
and tool and chip formation mechanisms. Hence the material model must be able to 
adequately represent the deformation behavior as hardening and softening under a 
great range of strain, strain rate and temperature. Correct description of material 
behavior is therefore crucial for simulation of metal cutting in order of reliable 
results for prediction of chip shape, cutting forces, temperature distribution, wear, 
and surface integrity including residual stresses.  
 
There exist a large number of different material models and many are designed to 
take into account various phenomena. Material models can be divided into 
empirical and physically based material models. Empirical models do not take the 
underlying physical phenomena in account. Equations and parameters are adapted 
to experimental data by curve fitting. One of the most frequently used models is the 
Johnson & Cook power law model. Physical models are on the other hand models 
based on knowledge of the underlying physical phenomena and are expected to 
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have a larger domain of validity. This is necessary for simulation of metal cutting 
where strains, strain rates and temperatures vary over a wide range. 
 
Plastic deformation of crystalline metals may occur by different mechanisms and is 
by no means trivial. Slip is the far most common deformation mechanism where 
the plastic flow is primarily governed by the motion of dislocations [1, 2]. Results 
from experimental tests reveal that the stress increases slowly with the logarithm of 
strain rate for low strain rates up to about 1000 s-1. A marked increase in the strain 
rate sensitivity has however been noticed in excess of approximately 1000 s-1 [3, 4]. 
This change in rate dependency may be attributed to a change of rate controlling 
mechanisms. The most common explanation is that dislocation drag becomes 
dominant. This example illustrates that a model based on a given physics can not be 
stretched to a larger strain rates without adding the relevant mechanism. However, 
it is expected to be valid outside its calibration range provided the mechanisms it 
has been calibrated for are still dominating.  
 
Characterization of the mechanical behavior of metals and alloys are important and 
can be done by different methods and machines. Available methods are usually 
grouped into two classes depending if the inertial forces are negligible or not [5, 6]. 
Conventional testing with screw or servo hydraulic machines are mainly used for 
quasi-static tests in strain rates range 10-4-1 s-1 [7]  while the Taylor test, the Split 
Hopkinson pressure bar (SHPB) test and the expanding ring test are used for high 
strain rates. The most widely used test method for high strain rates is SHPB. 
 

1.2 Scope of this work 
The aim of this work is to develop validated models for machining. Particular 
emphasis is placed on the material modeling, which is crucial, and particularly 
from a physical perspective. The current work has been limited to a stainless steel, 
AISI 316L, although the models can be calibrated for other metals. 
The approach has been to review the literature about flow stress models and 
phenomena at high strain rates. Furthermore, experimental work has been done to 
calibrate and validate material models. Experiments have also been performed for 
orthogonal cutting in order to validate the machining model. 
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Chapter 2 

Mechanics of metal cutting 
2 Mechanics of metal cutting 
Metal cutting occurs frequently within the manufacturing industry and can be 
regarded as the most common and widely used machining operations. The main 
objective of metal cutting can be described by generation of newly created work 
surface through removal of unwanted material by a chip removal process. Several 
industrial applications of metal cutting exist for e.g. turning, milling and drilling. 
However the principal of metal cutting is the same regardless of application. 
Generally, a wedge-shaped tool with a cutting edge is moving relative a workpiece 
material with an overlap. The material that flows towards the cutting edge is 
instantaneous forced to change flow direction and forming a chip. The wedge-
shaped tool consists basically of a tool face (rake face) along which the created 
chip flows and a flank on the other side of the cutting edge. However, various 
micro-geometric designs exist. The positioning of the cutting edge is described in 
relation to the movement of the cutting tool. When the cutting edge is 
perpendicular to the movement of the tool orthogonal cutting is performed. 
Otherwise the metal cutting is referred to as oblique cutting, see Figure 2.1. 
 

 
Figure 2.1 – a) Orthogonal and b) oblique cutting, from [8]. 

 



Dislocation density based material model applied in FE-simulation of metal cutting 

 4 

Earlier theories assumed that the chip formation was due to a crack in front of the 
cutting edge, which separated the chip from the workpiece material like in splitting 
of wood [8, 9]. However it is well recognized today that fundamentals of chip 
formation are restricted to the two major deformations zones referred to as the 
primary deformation zone and the secondary deformation zone, see Figure 2.2.  
 
The former region extends from the cutting edge of the cutting tool to the transition 
between the work-piece material and the chip. When work-piece material enters 
this region it is forced to instantaneous change direction. The material undergoes 
severe shear plastic straining under high strain rates and the heat generated due to 
plastic deformation will all together influence supremely the behavior of the work-
piece material. Hardening and softening will interact. The secondary deformation 
zone occurs at the interface between the tool face and the chip and is oriented 
behind the primary deformation zone. Hence, the work-piece material is first 
deformed in the primary zone and then in the secondary zone. The heat in 
secondary zone is generated through plastic deformation but also through friction. 
Hence, the maximum temperature occurs at the cutting face and usually in the 
sliding region. However, heat transfer is a time related process. At high cutting 
speed the time for heat conduction is insignificant and adiabatic conditions are 
usually assumed [10].   
 

 
 

Figure 2.2 – Definition of the primary and secondary deformation zone. 
 
Metal cutting can be said to be a chip-formation process and it is not hard to 
imagine that the geometry of the wedge-shaped tool, the properties of the insert 
including the coatings, the cutting process parameter and the workpiece material 
have a great impact on the behavior of the system. Hence, understanding of the 
metal removing process are important to successively develop new cutting tools as 
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well as utilizing the cutting tool in order to meet the requirements on surface 
integrity, dimensional accuracy and production efficiency. This section aims to 
introduce the basic of metal cutting. 
 

2.1 Cutting forces 
Cutting forces have a great impact on the cutting system and are therefore of great 
interest. For e.g. cutting forces causes deflections and provide energy to the cutting 
system which in turn may raise the cutting temperature and/or excite one of 
structural modes of the system causing vibrations. The latter may be detrimental for 
the cutting tool and the machined surface. The cutting speed, the feed and the tool 
angles are some important factors that influence the cutting forces [10, 11, 12].  
 
The acting force on the cutting tool during the cutting process is distributed over 
the chip-workpiece-cutting tool contact area and may for a turning lathe commonly 
be divided into three force components, cutting force Fc, feed force Ff and a force 
in the radial direction. The latter is the smallest of the force components and strive 
to push the cutting tool outwards in the radial directions. The largest force 
component is the cutting force which acts in the same direction as the cutting 
velocity. The feed force acts in the direction of the feed. Figure 2.3 shows the 
orientation of the forces. 
  

 
Figure 2.3 – Acting cutting forces on the tool in oblique cutting, Z-radial force, Y-cutting force, 
X-feed force. From [10]. 
 
Cutting tools are not perfectly sharp and some kind of transition, cutting edge, 
exists. Hence the force in orthogonal cutting is variable distributed along the chip-
workpiece-cutting tool contact area. However, the force that acts over the cutting 
edge and the flank is referred as plowing force and will not contribute to the chip 
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formation [8]. This effect become more and more pronounced as the feed is 
reduced. 
 

2.2 Tool and chip interaction 
The interaction between tool and chip along their common interface is complex. It 
is difficult to study and model. Experiments for studying this process in detail and 
under similar conditions as during cutting is currently not possible. The relative 
motion between two bodies in contact is opposed by the friction force in the area of 
contact where the friction behavior is referred to the work by Amonton and 
subsequent Coulomb. The work states that the friction is proportional to the normal 
load, independent of the apparent area of contact and independent on the speed of 
sliding [8, 13]. However, the mean coefficient of friction in metal cutting has been 
observed to vary with rake angle and cutting speed indicating a behavior that does 
not follow the classical friction models. 
 
The real area of contact, Ar, under ordinary loading conditions is established 
between the asperities of the irregular contact surfaces. This area is usually much 
smaller than the apparent contact area, Aa, giving rise to a metallic contact. The 
normal pressure is extremely high in case of metal cutting, especially around the 
tool edge. Pressure up to several GPa has been observed. These circumstances 
influence the area of contact so that the real area of contact approaches the apparent 
contact area, 1/ →ar AA . The real area of contact becomes independent of the 
normal load and the ordinary laws of friction are no longer valid. Hence the 
frictional force will be independent of the normal load. Under these extreme 
conditions the frictional force becomes the force needed to shear the weaker of the 
two materials along the apparent area of contact, not at asperities. The interface 
region where this appears in metal cutting is referred to as the sticking region [8, 
10] and occurs adjacent to the tool edge where the normal stress is high. A well 
established model of the chip-tool friction is shown in Figure 2.4. Further up the 
tool face where both the normal and the shear stress are lower and have a declining 
profile a sliding region appears. It should also be mentioned that the interface 
between the chip and tool affects the heat transfer and thus the amount of heat that 
may flow into the tool. Good heat transfer is obtained if the real area in the contact 
interface is large. 
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Figure 2.4 – Interaction model between chip and tool in orthogonal cutting whereσf is the normal 
stress distribution, τf is the shear stress distribution, lf is the chip-tool contact length, lst is the 
length of the sticking region. From [8]. 
 

2.3 Heat generation in metal cutting 
Most of the energy used to deform a material plastically is converted into heat. 
Since cutting cause large plastic strains, part of the plastic dissipated energy will be 
converted into heat and increase the temperature in the cutting zone. This will 
affect the behavior of the work piece material and most probably will its strength 
and ductility decrease respectively increase and thereby change the metal cutting 
conditions. Conversion of energy into heat occurs mainly in the primary 
deformation and the secondary deformation zones. Shear stress from the friction 
will also contribute to generation of heat in the latter deformation zone. The 
generated heat will usually dissipate by heat conduction, convection and radiation. 
However the cutting velocity has a strong influence on the heat conduction in metal 
cutting. As the cutting speed increases, the time for heat conduction reduces. This 
produces adiabatic conditions, with sometimes high local temperatures.  
 

2.4 Chip formation 
The chip formed in metal cutting depends among others on the cutting process 
parameter, tool geometry and of the workpiece material being machined - the 
mechanical properties as well as the thermal properties. The cutting tool thermal 
conductivity has also shown to have an influence on the cutting forces, contact 
length, chip form and chip breaking due to temperature gradient in the contact zone 
[14]. Hence the cutting forces, temperature and strains are directly related to the 
chip formation and flow [15] and thus chip control is necessary. Although there 
exist many different shapes of chips they are generally classified as continuous, 
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continuous with built up edge (BUE), discontinuous, and shear-localized [8, 10, 
11]. Formation of continuous chips occurs basically when machining ductile 
materials under steady-state conditions at relatively high cutting speeds [8, 10] for 
e.g. mild steel, copper and aluminum. The chip does not move straight up but turns 
off and goes on sliding along the rake (tool) face before it curls away. Reducing the 
cutting speed increases the risk of continuous chip with built up edge. In this case 
the workpiece material welds it self to the tool face which in turn obstruct the 
following materials and a pile of materials is formed in front of the insert, see 
Figure 2.5. Hence cutting is now performed outside the cutting edge of the tool 
with a blunt created cutting edge of the accumulated material and this will most 
likely leave detrimental footprints on the machined surface and increase the cutting 
forces [8]. A common action to overcome this is to increase the cutting speed so the 
built up edge become unstable, breaks down and is carried away by the chip.  
 

 
 

Figure 2.5 – Schematic view of BUE, from [8]. 
 
The work piece material in the cutting zone undergoes severe strains. These will, in 
combination with discontinuities, continuously break the chip into small segments 
when the critical fracture strain is reached. This is referred to as discontinuous chip 
formation. This chip form appears usually when machining brittle materials and/or 
machining with low cutting speeds and high feeds [8]. The final shape, the shear 
localized chips have a well appearance serrated form on there free surface. These 
chips contain heavily recurrent deformed shear bands which are a consequence of 
thermo-plasticity instability. Shear localization starts usually at discontinuities and 
when the generated heat doesn't dissipate quickly enough the material softens and a 
localized straining occurs leading to failure. Materials with low thermal 
conductivity and heat capacity have an increased capability to form these kinds of 
chips [8, 16]. Likewise machining at very high cutting speed may also cause this 
chip formation. 
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Chip formation is fundamental in metal cutting and comprises severe plastic 
deformations under high strain rates and heat generation. Sometimes is it desirable 
to examine the workpiece material in the vicinity of the cutting edge in order to 
study the chip morphology. One useful technique is the quick-stop technique where 
the cutting process is "frozen" by instantaneous removal of the cutting tool. This 
technique is usually based on shear-pin design which breaks and removes the tool 
under an impact load [17].  
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Chapter 3 

Plastic behavior of solid polycrystals 
3 Plastic behavior of solid polycrystals  
The word "plastic" comes originally from the classical Greek meaning "to shape" 
[18]. This meaning corresponds well with the remaining deformation that can be 
observed after plastic straining and unloading of a metallic material. However, it is 
well known that the shear stress needed to cause plastic deformation of metallic 
materials is significant lower compare to the theoretical shear stress of a perfect 
crystal [1, 19] and that the behavior are to be explained by irregularity in the crystal 
structure disturbing the regular atom structure. The words defects or imperfections 
are commonly used in order to describe these irregularities. The word defect will 
henceforth be used. Hence, defects play an important role since they are closely 
related to the behavior of the material, not always in an adversely way. 
 
Plastic deformation is characterized by permanent deformation at crystal level 
involving different kinds of mechanism. Metals and alloys are mainly an aggregate 
of many crystals. During plastic deformation an evolution of the microstructure 
will take place which impacts the overall behavior of the material. Hence there is a 
link between the so frequent mentioned stress-strain diagrams on the global scale 
and the microstructure and its evolution. Good understanding of the structure-
sensitive mechanism, their interaction and evolution is indispensable for physical 
based material modeling. This chapter aims to give a brief introduction into plastic 
behavior, strain hardening and softening. Firstly, different kinds of defects in the 
crystal lattice are discussed as they play important roles in plastic deformations. 
Thereafter some processes or mechanisms are shortly described. Finally, the effects 
of these processes together with the defects and other microstructural features on 
the flow stress are discussed. The effects are split into hardening and softening 
behavior. 
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3.1 Imperfections in solid polycrystals 
The atoms in a perfect crystal are arranged in a regular and repeated three-
dimensional array. Several different possible arrangements of the individual atoms 
exist and hence, different crystal structures exist. Hexagonal close packed (hcp), 
body-centered cubic (bcc) and face-centered cubic (fcc) are the most common 
crystal structures in metals.  
 
The original microstructure of the material is principally determined from the 
solidification process where different grains are formed from the crystallization 
characterized by solid nucleation and grows [2]. Nucleation starts at many different 
positions at the same time. The embryos that reach a critical size, will continue to 
grow along favorable direction into crystalline aggregate where the structure of the 
grains can differ considerably or be more congruent. In case of great diversity 
between adjacent grains a high-angle grain boundary is formed characterized with 
great misfit in crystal orientation. These grain boundaries constitute favorable sites 
for diffusion, phase transformation, precipitation reactions and obstacles for 
dislocations and contribute to the properties of the material [2, 20]. They may also 
acts as sources as well as sinks for dislocations [21]. Hence this will facilitate and 
contribute to the different phenomenon that occur during plastic deformation and 
will affect the material's mechanical response. The smaller substructure features, 
LEDS, discussed in 4.1, can be even more important than the grain boundaries 
affecting the motion of dislocations. However, this section will focus on different 
kinds of defects. They are usually divided after their geometrical extension into 
point, line, planar defects [19, 25] and volume defects [1]. Voids are examples of 
the latter defect. 
 

3.1.1 Point defects 

Point defects are generally associated with a small localized disturbance in the 
crystal structure as well as the stress field and can be divided into vacancies, 
interstitials and impurities [1, 19, 23]. Vacancy is an atom site where the atom is 
missing and an interstitial is when an atom is occupying the space in between the 
atoms in the regular crystal structure. Vacancies and interstitials can be formed by 
self-interstitials when atoms from the crystal structure moves to interstitial sites. 
The concentration of both vacancy and interstitials are affected by the temperature, 
increase with increasing temperature. However the formation of vacancy is 
generally favored due to lower energy for formation [1, 19].  
  
Impurities defects are formed by substitutional or interstitial of foreign atoms. The 
former originates when the original atom is replaced with a foreign atom in the 
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crystal structure. The differences in size are closely related to the distortion in the 
crystal structure as well as the activation energy. In case of small or insignificant 
difference the distortion and activation energy is small. The temperature has a 
strong influence on formation of point defects. Increasing the temperature increase 
the probability of forming point defects. Irradiation, plastic deformation and 
quenching are other ways introducing point defects. 
 

3.1.2 Line defects 

Line defects are two-dimensional defects that geometrical can be characterized by a 
line. The so important dislocation belongs to this category, see Figure 3.1. Two 
types of dislocations occur frequently in the literature, edge and screw dislocations. 
Edge dislocations are disruptions in the crystal structure constituted by an extra half 
plane of atoms squeezed in between the regular atom sequence forming a 
dislocation line. This extra half plane of atoms cause a distortion and affect the 
local stress field in a way that compression and tension stresses are created above 
respectively below the slip plane for a positive edge dislocation. A screw 
dislocation can be visualized by moving half of the upper part of the crystal to right 
relative the lower part so that a hack is created on each side. However dislocations 
do not need to form straight lines or even lie in a single plane.  Both types of 
dislocation may appear together forming a mixed dislocation. To be noted is the 
difference in the direction of propagation towards direction of applied force. 
 

 
 

 
 

                            Figure 3.1 – Edge dislocation. 
 
There are a large number of dislocations that have become immobile during the 
plastic deformation. They contribute to the hardening of the material as discussed 
later. The density of the moving dislocations is smaller. A dislocation causes a 
misfit in the lattice. This is a stored energy in the lattice and thus a stored energy is 

Edge dislocation 

Burger´s vector 
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associated with the dislocation. They form different patterns in order to reduce the 
total stored energy due their existence. These patterns are called LEDS and are 
further discussed in section 4.1. 
 

3.1.3 Planar defects 

Metals are in their usual form composed of a large number of randomly oriented 
grains forming a polycrystalline aggregate where each grain has an atom 
arrangement of a single crystal. The different crystal orientations form a grain 
boundary which separates the various individual grains. The created crystal 
structure has it source from the dispersed nucleation and following growth and 
therefore the extent of miss-fit between the grains may vary. Generally, the miss-
fits are defined as Low Angle Grain Boundaries (LAGB) and High Angle Grain 
Boundary (HAGB) where the tilt and twist boundaries belong to the former group 
[19, 25].Other planar defects are twinning and stacking faults [1, 18]. The former is 
a mechanism where a portion of the crystal structure will form a mirror image of 
the unchanged crystal structure under applied shear stress. The atom movements 
are small but a noticeable change in the regular crystal structure appears. Stacking 
faults is an error in the regular stacking sequence of atom planes. The atoms are not 
in the expected position they would have with respect to a perfect crystal. The 
width of the stacking fault is closely related to the energy the stacking fault 
possesses [2]. 
 

3.2 Deformation mechanisms 
Plastic deformation of crystalline metals may occur by different mechanisms, slip, 
twinning and phase transformation [6, 22]. Diffusional creep is another mechanism 
[20]. However slip is the far most common deformation mechanism, especially at 
low temperatures [1, 2]. Therefore plastic flow is primarily governed by the motion 
of dislocations. Slip and twinning are discussed below. 
 

3.2.1  Deformation by slip 

Two basic types of movements exist, glide and climb [1]. Slip is a manifestation of 
many dislocation glides.  
 
The movement of an edge dislocation occurs subsequently by small interatomic 
distance through out the crystal with Burgers vector perpendicular to the 
dislocation line. The applied stress is relative low since only the nearest atoms in 
the continuous plane beside the extra half plane will disconnect and form bonds 
with the atoms in the extra half plane (dislocation). A screw dislocation move with 
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Burgers vector parallel to the dislocation line and do not form a unique glide plane. 
By this a screw dislocation can cross slip onto another slip plane unlike edge 
dislocations that only move in a specific slip plane, see Figure 3.2. 
 

 
 

Figure 3.2 – Dislocation movements and final state of deformation for a) edge dislocation and b) 
screw dislocation. From [25]. 
 
In case of absence of point defects the motion of dislocation is more or less limited 
to glide. However, the crystal structure is rarely perfect, it contains defects that may 
contribute to as well as prevent dislocation glide. The latter is the case when 
dislocations get trapped at an obstacle. The ability to cross slip may in this case 
contribute to the movement. Climb is a thermally activated process which also may 
assist dislocations to circumvent the obstacle. It occurs by diffusion of atoms and 
vacancies towards or away from the dislocation [1, 2]. When vacancies or atoms 
diffuses to dislocations in a way that part of the dislocation line move to an 
adjacent slip plane, then a jog is created. If diffusion takes place forming a jog in 
the slip plane, then a kink is formed. Both jogs and kinks are characterized by a 
step rectangular deviation from the dislocation line, see Figure 3.3. The local stress 
state around dislocation has an influence on its behavior. The probability that an 
atom will diffuse from the dislocation increases in case of compressive stresses and 
vice versa. Jogs and kinks may also be produced when dislocation intersect each 
other during the movement. For example intersection between two orthogonal edge 
dislocations with Burgers vector at right angle will form a jog [23]. 
 

 
Figure 3.3 – Schematic view of a single jog on an edge dislocation. From [1]. 



Dislocation density based material model applied in FE-simulation of metal cutting 

 15 

The deformation is seldom homogenous, regions with different orientations are 
usually formed within the grains characterized by different features. These different 
heterogeneous features, formed by slip, are shown schematically in Figure 3.4.  
Shear bands, Figure 3.4a, is a form of plastic instability and are extended across 
grains and grain boundaries independently of the grain structure. The temperature 
and the size as well as the orientation of the grains have shown to influence the 
shear band formation. The ability to shear banding increases with the grain size. 
Increased temperature has shown to have the opposite effect [24]. Shear bands are 
commonly seen after rolling. The next scale is grains divided by deformation 
bands, Figure 3.4b. They form the coarsest subdivision of the grains. In cases 
where there is a big difference in orientation between the regions, a deformation-
induced grain boundary is formed [24]. However deformation bands are 
consequences of the deformation and the deformation condition and are dependent 
of the grain orientation, grain size and temperature. Deformation banding is more 
easily formed in coarsed grains and decreases with increasing temperature [24].  
Formation of cell structures is the next feature in the hierarchy, Figure 3.4c, 
followed by dislocations, Figure 3.4d. Dislocations and cell formation is discussed 
in section 4.  
 
 

 
Figure 3.4 – Schematic view of the hierarchy of the microstructure deformed by slip a) shear 
bands b) deformation bands c) dislocation boundaries d) dislocations. Reference [24]. 
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3.2.2 Deformation by twinning 

Twining is a mechanism where a portion of the crystal structure will undergo a 
transformation upon shear loading, twin about a mirror plane and forming a mirror 
image of the undeformed crystal structure. The atomistic mechanism for formation 
is still unclear [24]. The atom movements are smaller than an atomic distance and 
takes place on preferable planes and directions [23]. Hence the plastic strain is 
small. Twinning is more easily developed when slip systems are restricted and 
hence can be regarded as a low temperature deformation mechanism [23, 25]. 
However twinning does not only occur during plastic deformation. It may also 
occur during solid state transformation and annealing. One differs between 
mechanical and annealing formed twins. Annealing twins may be formed during 
recrystallisation, recrystallisation and during grain growth [24].  
 

3.2.3 Deformation via martensite transformation 

Austenitic stainless steels may go through a transformation where part of the 
austenitic microstructure transforms into a martensitic structure. This is of 
particular interest since it increases the work-hardening and affects the ductility of 
the steel [26, 27]. Spontaneous thermal driven martensite formation during cooling 
may starts when the temperature sinks below the Ms-temperature. This may occurs 
in the least alloyed grades [28]. However, deformation induced martensite 
transformations may starts above the Ms-temperature at much higher temperatures 
[26, 29, 30]. Estimation of the temperature for which 50% α′-martensite are formed 
after a true strain of 30% can be done by the following relationship for AISI 316L 
[29, 30, 31] 
 

)%(462%5.182.9%1.8%7.13%5.9413)( NCMoSiMnCrNiM d +−−−−−−=′α  [°C]  (3.1) 
 
Deformation induced martensite is divided into two categories; stress assisted 
martensite (SAM) and strain-induced martensite (SIM) [29, 32]. Observation 
reveals, however, that there exist two types of deformation induced martensite with 
a microstructural diversity, ε-martensite (hcp) and α′-martensite (bcc). The former 
has an hcp structure while the latter is made up of a bcc structure. Nucleation and 
growth of SAM by aid of the applied stress has been reported [32] to take place in a 
similar way as the formation of the thermal martensite. Nucleation of α′-martensite 
is well established to take place at intersections of shear bands [26, 27, 32, 33]. The 
growth occurs by nucleation and coalescence. The plastic deformation behavior is 
influenced by the stacking fault and the stacking fault energy should therefore have 
a considerable influence on the α′-martensite since it nucleates at intersected shear 
bands. Further, stacking fault energy depends among other things on temperature 
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and alloying likewise α′-martensite formation. Generally, the ability to form α′-
martensite depends strongly on the alloying, temperature and strain rate as well as 
strain. Results in [27] showed that the fraction of α′-martensite increase with strain 
and decreases with increasing temperature and alloying. The effects of strain rate 
was similar to the effects of temperature for the stainless steel AISI 301LN while it 
was inversely at small strains for AISI 304. The latter results were consistent with 
the results in [26] for steel grade AISI 304LN. There increased strain rate generated 
more α′-martensite as more shear bands was formed at the higher strain rate. This 
is counteracted by the increase in temperature due to the plastic dissipation at 
higher rates as the time for heat conduction is too short. This is called adiabatic 
heating. Results presented in [26] revealed that the α′-martensite formation is 
suppressed due this adiabatic heating despite an increase in shear bands. The grain 
size has also an effect on the formation on α′-martensite. More α′-martensite was 
found in coarse-grained specimens of AISI 304LN [26, 32]. The strengthening 
effects were also higher compared to fine-grained specimens. 
 

3.2.4 Martensite formation in AISI 316L 

The stacking fault of the stainless steel AISI 316L is low as well as the Md-
temperature. Chemical composition according to EN 10088-1:2005 (E) gives a Md-
temperature of -35 °C based on the equation (3.1). The Ms-temperature is even 
lower and the grade is stable regarding spontaneous martensite transformations 
[28].  However the chemical composition and the temperature have a large 
influence on the stacking fault energy [27]. During deformation the stacking fault 
may even change, increase with strains and temperature [27]. This would generally 
reduce the Md-temperature and suppress the α′-martensite. Presented results in [32] 
for AISI 316 showed that no α′-martensite is formed under tensile testing but it 
also reveals that the deformation mode is important. α′-martensite was formed 
under a rolling operation, increased with increasing strains. The grain size was also 
reported to influence during this deformation mode. The volume fraction martensite 
increased with the grain sizes. However measurements of the magnetic phase of the 
original material and of a deformed test specimen showed only an insignificant 
increase in the magnetic phase. The magnetic phase increases from 0.25 % to 
maximum 1.20 % at a strain rate of 8143 s-1. Martensite formation is more common 
in metastable austenitic steels where austenite is more easily transformed into 
martensite. 
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3.3 Consequences of the deformation mechanisms 
The different phenomena discussed in previous sections contribute to the plastic 
deformation of polycrystals. The effect can be an increase in flow stress, hardening, 
or decrease in flow stress. This is discussed next.  
 

3.3.1  Hardening  

Plastic deformation may take place due to several mechanisms. Different slip 
systems exist and several mechanisms will occur simultaneously to prevent 
motions. Dislocation and their motions have a pivotal role. At temperatures lower 
than approximately 0.5 Tm the plastic deformation is primarily govern by slip [2]. 
The plastic strain rate is proportional to the density of mobile dislocations. 
However, they become immobilized as they encounter different types of obstacles. 
These may be grain boundaries, precipitates or other immobile dislocations. Then a 
higher stress is required in order to create more moving dislocations in order to 
maintain the plastic deformation. This is the basic mechanism underlying what is 
called strain hardening or work hardening. 
 
Solid solution and precipitates are examples of point defects that may restrict the 
dislocation motion. To pass by the dislocation have to climb over, move between or 
cut through. In case of the latter precipitations are divided into smaller particles 
with lower resistance for the subsequent dislocations. The splitting may produce 
cycling softening [2].  
 
When crystals with different orientation form a polycrystalline aggregate, then 
restraining effects are imposed by the surrounding grains. Thus, dislocations are 
held up at grain boundaries. It has also been shown that more slip systems are 
active at grain boundaries and that grain boundary acts as dislocation sources 
contributing to strain hardening [2, 20]. This observation, that the flow stress in 
inverse proportional to the square root of the grain size is called the Hall-Petch 
effect. The grain size has also an effect on the twinning threshold stress, decrease 
with increasing grain size [34]. 
  
Taylor proposed 1931 that the dislocation density constitutes the most important 
strengthening parameter [2]. It has however been shown that dislocation seldom are 
uniformly distributed. Dislocation tends instead to form low energy dislocation 
structures (LEDS). They may form subcells, with high-density-dislocation tangles 
in the cell walls, and subgrains as deformation proceeds [1, 2, 23]. The size of these 
cells will then affect the flow stress more than the grain size, as they are smaller 
than the grains. 
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3.3.2 Softening  

During plastic deformation the microstructure of the material undergoes changes. 
Most of the work done by the external loads will dissipate as heat and only a small 
portion of the work will be stored in the material. This stored energy works as 
driving force for restoration. Restoration is a concept that involves both recovery 
and recrystallisation. These are competing processes driven by the same stored 
energy. Hence the extent of recovery depends how easy recrystallisation can occur 
[24]. Recovery is usually divided into static and dynamic recovery where the latter 
mechanism competes and counteracts with the hardening during plastic straining 
[2]. Recovery and recrystallisation is discussed below. 
 
Recovery involves reduction of dislocations, stresses and the local energy level [2] 
and is very much affected by the temperature. Remobilization of dislocations is 
also enhanced by thermal activation. Higher temperatures increase the mobility of 
vacancies and dislocations. Slip is however a process that likewise annihilates 
dislocation segments at low temperatures. Two primary processes exist, 
annihilation and rearrangement of dislocations [24]. Recovery is a process that 
consists of several events. It involves annihilation of dislocations, formation of 
cells, formation of subgrains and grain growth.  Climb is a process that together 
with glide enables annihilation of dipols which requires thermal activation. In the 
high temperature regime the climb is governed by lattice diffusion of vacancies 
while core diffusion is suggested to govern at intermediate temperatures [35]. 
However one separates between dynamic and static recovery. Dynamic recovery is 
active during the deformation while static recovery operates after the deformation 
and when the external loads have been removed. In the former case, the existing 
stress field due to the external loads will contribute to the rearrangement of the 
dislocations into a lower energy structure as well as to their annihilation [2]. 
Dynamic recovery may occur at lower temperatures than static recovery. An 
example of dynamic recovery is the change from dislocation tangles to cells that 
may occur during deformation in many materials. However, to be noted, stacking 
faults are important for the recovery. It affects the dislocation climb and the cross 
slips and hence obstructs the recovery process in metals with low stacking fault 
energy. Another influencing factor is solutes. Solutes may affect the stacking fault 
energy. But they have also a direct effect like pinning of dislocations and affecting 
the concentration and mobility of vacancies [24]. 
Recrystallisation involves nucleation and growth of new grains [36] with a reduced 
dislocation density. The driving force is the stored energy due to the immobile 
dislocations interior of the grains. They form subcells that, with increasing 
immobile dislocation density, is defined as subgrains as their misorientations with 
the rest of the lattice increases. Then it may be more energy efficient for the 
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microstructure to form new, smaller grains with a lower dislocation density in their 
interior. The existing immobile dislocations then go into the grain boundary and the 
reduction in stored energy is driving the process. The deformation needs to exceed 
a certain limit before recrystallisation start. The higher dislocation density, the 
lower temperature is required for recrystallisation [19]. The sizes of the newly 
created grains are influenced by the existing immobile dislocation density as well 
as current temperature.  However increased temperature increases the risk of 
unfavorable grain growth, which affects the ductility negatively. Otherwise, the 
recrystallisation increases the ductility. Recrystallisation occurs at temperatures 
above approximately 0.5 Tm in alloys [19]. Grain boundaries, transition bands, 
shear bands and twins are examples of inhomogenities that trigger recrystallisation.  
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Chapter 4 

Strengthening at high strain rates 
4 Strengthening at high strain rates 

Several experimental tests have been performed on different metals and alloys in 
order to characterize the mechanical response at different strain rates and 
temperatures. Results reveal that the stress increases slowly with the logarithm of 
strain rate for low strain rates up to about 
1000 s-1. A marked increase in the strain rate sensitivity has however been noticed 
for strain rates higher than approximately 1000 s-1 [3, 4]. The rate dependency can 
be attributed to different rate controlling mechanism. The significant increased 
strain rate sensitivity has been interpreted as change in controlling deformation 
mechanisms. The authors in [3] attributes this to increased dominance of 
dislocation drag mechanism. Others [4] discuss enhanced rate of dislocation and 
twin generation as possible explanations. Formations of subcells, subgrains and 
martensite are other parameters affecting the behavior of steels that may contribute 
to the observed enhanced rate sensitivity of the flow stress. These effects were 
discussed in section 3.2.3 and 3.2.4.  
 

4.1 Strain rate effects on dislocation substructure 
The role of defects and different deformation mechanisms were discussed in 
sections 3.2.The focus in the current work is on dislocation motion as the important 
contribution to plastic deformation. It is observed that dislocation may form 
coplanar arrays during the early stage of plastic deformation. The plastic straining 
leads to a nonuniform dislocation low energy dislocation structure (LEDS). The 
dislocations may form subcells, with high-density-dislocation tangles in the cell 
walls, and subgrains as deformation proceeds [1, 2, 23]. Other configurations of the 
LEDS are also possible. The driving force for the cell formation has been 
recognized as the strain energy and it efforts of finding a lower energy state. The 
dislocations must have sufficient mobility to organize into the LEDS 
configurations. Hence the stress, temperature, elastic constants and the stacking 
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fault energy will all have an important influence [37]. Kuhlman-Wilsdorf [38] 
writes that dislocation structures are always as close to thermodynamical 
equilibrium as the constraints of limited mobility and geometry of slip system 
permit. Holt [37] starts out from the interaction energy between the dislocations 
and derives a relation between the dislocation cell diameter and the dislocation 
density according to  
 

2/1−= icKs ρ         (4.1) 
 

where Kc is constant. However the equation is not valid when the dislocation 
mobility is low or high. Michel et al [39] investigated the temperature influence on 
the evolution of the substructure in the stainless steel AISI 316. A gradual increase 
in the cell diameter could be notice up to ~0.5 Tm where a transition from cell 
structure to subgrains could be observed causing a significant increase in the 
measured diameter with increasing temperature. Increased recovery effect 
promoted by increasing temperature was mentioned as reason for the rapid increase 
in the subgrain diameter. Kc was found to be 16 for temperatures above 704°C. 
Hence temperature sensitivity has been noticed. Studies performed on Cu showed 
that that the dislocation cell size decreases and converge towards a critical value 
when the strain increases [40, 41].  
 
It has been observed in some studies that an increase in temperature has the same 
influence on rate dependent phenomena as a decrease in strain rate and vice-versa. 
The effects of strain rate on dislocation cell formation have been studied by Sil and 
Varma [42], Rao and Varma [43] and Shankaranarayan and Varma [44] for the fcc 
metals Al, Ni and Cu in the strain rate range 24 103.8107.1 −− ⋅−⋅  s-1 in a tensile testing 
machine. One unexpected observation in Ni was that smaller dislocation cells were 
observed at smaller strain rates and as the strain rate increased their size increase 
but also that the cell walls become less sharp. Increase in size of cell walls with 
strain rate was also observed in Al for strain rates up to 3104~ −⋅ s-1 but as the strain 
rate increased further, then the dislocation cell size started to shrink again. In Cu 
with the lowest stacking fault energy of the three metals the cell size decreased 
initially with increasing strain rate but started then to increase as the strain rate 
increased. This is however contrary to expected results in [40].  Hence the strain 
rate seems to have an impact on the cell evolution but in various ways. Other 
notable observation was that smaller cell sizes could be observed in smaller grain 
sizes and vice versa which also have been observed in [40]. In [45] was the 
microstructure evolution examined for AISI 4340 at higher strain rates ranging 
from 32 104.4102 ⋅−⋅ − s-1. The results revealed that the strain rate has an influence on 
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the evolution of the dislocation formation and it was observed that the dislocation 
cell size was reduced with increasing strain rate.  
However, it would be expected that increased strain rate will affect the time-
dependent dynamic recovery. Cheval and Priester [46] compared the evolution of 
the dislocation structure in Cu for low and high strain rates, 

4105 −⋅ respectively 3105.2 ⋅ s-1, and observed a significant difference. In contrast to 
the dynamic deformation a well defined dislocation cell structure was developed 
with increasing strains in the case of the static deformation. Most of the cell 
structure had however vanished after 65 % compression strains. The conclusion 
was that the dislocations do not seem to manage to recover to lower energy cell 
formations during dynamic deformations.  
 

4.2 Dislocation drag 
Many metals and alloys have been reported to have a significant increase in the 
strain rate sensitivity of the flow stress. This is usually observed around 1000 s-1 
[3], see beginning of section 4. This marked increase in flow stress is often in the 
literature attributed to a change in the dominated deformation mechanism. It 
changes from thermal activation control of dislocation at low strain rates to 
dislocation drag effects at high strain rates [47, 48, 49, 50, 51]. The latter has a 
retarding effect on the moving dislocations and therefore a larger stress is required 
to maintain a high strain rate. 
 
The resistance to the movement of dislocations may be considered from a viscous 
perspective. Hence, the dislocation drag coefficient may be defined from a 
Newtonian viscous material according to 
 
 Bvfv =         (4.2) 
 
where fv is the force acting on a unit length of a dislocation, B is the viscous 
damping coefficient and v is the dislocation velocity [52]. Dislocation drag is a 
process that prevents dislocations motion through interaction with phonons and 
electrons [53]. In addition to phonon drag and electron drag movement of 
dislocations may under certain circumstances be counteracted by a third 
mechanism. Moving dislocations may emit or absorb phonons and this result in 
something called radiation drag [54]. Hence the overall dislocation drag process 
may be described by 
 
 B=Bp+Be+Br       (4.3) 
 



Dislocation density based material model applied in FE-simulation of metal cutting 

 24 

where Bp is the phonon drag, Be is the electron drag and Br is the radiation drag. 
Phonon drag is temperature dependent in contrast to what electron drag and 
radiation drag are. When the temperature decreases the density of phonons is 
reduced and this will affect its activity and hence affect the drag coefficient. If the 
temperature drops much it may thereby affect the dominant mechanism so the 
electron drag will for example become dominant [54]. 
 
The movement of dislocations for low strain rates is dominated and controlled by 
short range obstacles. Thermal activated vibration will together with the applied 
stress help the dislocation to pass the obstacle. Thus a higher temperature requires a 
lower stress for a given strain rate. If the stress is high enough, then it is assumed 
that the dislocations may emancipate themselves and the movement becomes solely 
limited by dissipative drag mechanisms. It was early shown that the critical 
resolved shear stress for single aluminum crystals was a linear function of the strain 
rates for very high strain rates, 104 s-1and it was believed to be due to the drag 
forces [52]. The flow stress in the high strain rate damping region was modeled by 
the equation 
 
 DG ττττ ++= *        (4.4) 
 
where τG is the athermal stress, τ∗ is the required thermally activated stress 
component for overcome obstacles and τD represent the stress attributed to the 
dislocation damping which in a perfect crystal was attributed to phonons and 
electrons. The damping term is negligible at low strain rates but becomes 
significant with increasing strain rates and is dominating at very high strain rates 
[52]. The strain rate sensitivity becomes attributed to viscous damping. The strain 
rate sensitivity for copper was divided into thermally activated region (<102 s-1) and 
viscous damping region (>103 s-1).  This definition of flow stress has also been used 
for modeling the deformation behavior of Nitronic-50 and AL-6XN stainless steels 
of others [50, 51]. In these cases it has been assumed that the viscous drag 
component is a function according to 
 

 [ ]γαγ
ρ

τ &
&

−−=













= em

b

BM
g

m
D 1,

)(
02

2

     (4.5) 

 
where M is the Taylor factor, B is the drag coefficient, ρm is the mobile dislocation 
density, b is the magnitude of the Burgers vector, γ& is the shear strain rate and m0 is 
a material constant.  
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However, all researchers do not agree that the observed and significant increase in 
the strain rate sensitivity is caused by dislocation drag. The frequently used linear 
relationship for high strain rates is according to [55] an inadequate description due 
to the use of strain as a state variable without allowing the historical impacts and 
since the strain rate sensitivity is much higher than the actual constant-structure 
strain rate sensitivity. Follansbee and Kocks [55] claim that the increased strain rate 
sensitivity observed in copper and other metals with fcc structure is an artifact. 
Evaluation and comparing of stress at constant strain is not preferable since strain is 
not a proper state variable in this case.  If instead the comparison is made on basis 
of the mechanical threshold stress or the flow stress at 0 K as state variable, then no 
significant increase in strain rate sensitivity can be observed. This has been shown 
for copper for strain rates up to 104 s-1. Hence the transition in controlling 
deformation mechanism, from thermally activated to dislocation drag, that often is 
reported does not occur according to Follansbee and Kocks for strain rates below 
104 s-1. This has also been reported in [56].  Studies of deformation of 304L 
stainless steel showed that the strain rate had a strong influence on the stress 
response. The increased strain rate sensitivity that was observed around 103 s-1 was 
declared to be an effect of enhanced rate of dislocation generation [47] and not due 
to dislocation drag effects.  
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Chapter 5 

Constitutive models 
5 Constitutive models 
Constitutive models describing the relation between the stress and strain are needed 
to describe e.g. the stress state in a material. The model should be able to describe 
the strain dependence, strain-rate dependence, temperature dependence and the 
deformation history in order to handle the complex phenomena work-hardening 
and thermal-softening. The constitutive models are generally divided into 
empirically and physically based models. Empirically based models are solely 
based on fitting a function to existing data without any underlying physical 
interpretation and theoretical basis. Therefore empirical models are limited and are 
mainly used for prediction of behavior within the range of experimental data. 
Hence extrapolation outside the range is unreliable. Physically based models, on 
the other hand, consider the underlying physical processes that have been discussed 
in the previous chapter. Physical based models can be extrapolated outside the 
range of data used for calibration of the models provided that the mechanisms 
included in the models are still dominating the behavior.  
 

5.1 Empirical models  
There exist several empirical models of which some are described here.  
 
Hollomon (1945) [57] proposed the following relation, also referred as Ludwik 
relation [58, 59] or the Ludwik-Hollomon relation [60], between true stress and 
true plastic strain 
 
 

npKεσ =         (5.1) 
 
where pε   is the plastic strain, K and n are material constants. Ludwigson [58] 
observed however that the relation could not describe the behavior of austenitic 
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stainless steels at low strains well and therefore proposed a correction term ∆ to 
account for the deviations at low strains. The modified equation, [58, 59], is written 
 
 ∆+= 1

1
npK εσ  where )( 22

pnKe ε+=∆     (5.2) 
 
This equation has shown capability to describe the plastic behavior of nickel free 
high nitrogen steels as well as 316L and 316 LN with different nitrogen contents at 
room temperature and at a certain constant strain rate [58, 59]. An extended 
hardening model proposed by Ludwik [60] is given by 
 
 

npKεσσ += 0        (5.3) 
 
where 0σ are the yield strength, K and n are material constants. 
A commonly used model, particularly for high strain rates, is the Johnson and Cook 
model. Temperature and strain-rate effects are included in the model. It is a 
multiplicative composition of a strain-hardening term, strain-rate sensitivity term 
and a thermal-softening term. The flow yield stress is given by  
 
 ( )( )( )mn TCBA ** 1ln1 −++= εεσ &      (5.4) 
 
where ε  is the equivalent plastic strain, 0

* / εεε &&& =  is the dimensionless plastic strain 
rate, 0ε& is the reference plastic strain rate, *T is the homologous temperature defined 
as 
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where rT  is the reference temperature at which yield stress is measured and mT  is 
the melting temperature of the material [61]. The five parameters, A, B, C, m and n 
are determined by means of curve fitting. Some optimized values from different 
researchers are presented in Table 5.1 for material 316L [62]. 
 
Table 5.1 – Optimized material parameters from different researchers [62], material 316L. 
 A B C n m 

0ε&  

1 305 1161 0.01 0.61 0.517 1 
2 305 441 0.057 0.1 1.041 1 
3 301 1472 0.09 0.807 0.623 0.001 
4 280 1750 0.1 0.8 0.85 200 
5 514 514 0.042 0.508 0.533 0.001 
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However there exist several modifications of Johnson-Cook model.Andrade et al 
incorporated a fourth term with respect to consider dynamic recrystallisation [20]. 
For increased strain rate sensitivity following modified model [63] has been 
proposed 
 
 ( )( ) ( )mn TBA ** 1−+= αεεσ &       (5.6) 
 
where α  is an empirical exponent. However, the strain rate sensitivity is not 
significantly enhanced so Rule [63] proposed a revised model  
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for increased strain-rate sensitivity in regimes where needed while keeping the 
strain-rate behavior in satisfactory regimes. Another modification of the Johnson-
Cook model for increased strain-rate sensitivity [64] is  
 

  ( ) ( )mCn TBA ** 1−





+= εεσ &       (5.8) 

 
Hung and Liang [65] proposed a modification in the thermal-softening term 
according to 
 
  ( )( )( )mn ETDCBA **ln1 −++= εεσ &      (5.9) 
 

5.2 Physically based models 
The physically based models are usually characterized after how they have been 
developed. They can be divided into explicit or implicit physical models. Explicit 
physical models include the physical model as an evolution equation in the 
constitutive formulation. An example of this is discussed in the next chapter. In 
implicit models the constitutive equation is determined based on the knowledge 
about the physical process. However plasticity as phenomena is complex. The 
approach used here is referred as "model-based-phenomenology" [53]. A well-
known implicit physical based model is the Zerilli-Armstrong model. They [66] 
noticed a difference in the area of activation between bcc and fcc metals and 
proposed two different models in order to take into account the observed different 
behavior of fcc and bcc metals. Both models include a thermal and an athermal 
term. A third term was added in order to take in account the grain size dependence. 
The fcc-model is given by 
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where g is the average grain size diameter, ∆σ'G, k, C2, C3, C4 is material 
parameters. 
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Chapter 6 

Dislocation density based model 
6 Dislocation density based model 
Dislocations and their movements have a crucial role in plastic deformation. They 
may move by slip in preferable slip planes or in a non-conservative motion out of 
the slip plane by climb. The latter are related to diffusions of vacancies and/or 
atoms and hence is favored by thermal activation. During the movement 
dislocations interact with other imperfections, precipitates, grain boundaries, sub-
cells etc and obstructing the motion. The local internal stresses in the lattice may 
also hinder or contribute to further motion. Dislocations may also annihilate by 
interaction with other dislocations or grain boundaries. Bear in mind that 
dislocations as well as vacancies are created during deformation. 
 
This model is a phenomenological based model where the evolution of dislocation 
density and vacancy concentration are used to describe the hardening/softening 
behavior of the material. The movements are assumed to take place by glide and 
climb. The model uses the dislocation density and vacancy concentration as 
internal state variables for calculation of the evolution of the structure. Kinematics 
hardening, twinning, crack nucleation and growth are not considered. 
The dislocation model that has been used in papers A, C and D in this thesis is 
presented below. 
 

6.1 Flow stress 
The stress required to move dislocations is split into two contributions, one short 
range and one long-range component. The distortion of the lattice due to existing 
dislocations and other defects makes it more difficult to move dislocations, i.e. 
drive a plastic deformation. If the lattice disturbance is over a smaller region, then 
the driving stress may be assisted by thermal vibrations that may help the 
dislocation to move on. However, of the lattice distortion is distributed over a 
larger region, then the stress needed to drive the dislocation motion must be 
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sufficient large on its own. This stress component is the long-range or athermal 
contribution to the flow stress.  
The flow stress is then written as [53, 67] 
 
 *σσσ += Gy         (6.1) 

 
where Gσ  and *σ are the long range respectively the short-range contributions. The 
first component, Gσ , is due to the dislocation substructure. The second 
component, *σ , is the explicit rate dependent stress contribution needed for the 
dislocation to pass through the lattice and to pass short-range obstacles where 
thermal activation may assist to overcome these obstacles.  
 
The opposing long-range stress component is written as  
 
 iG Gbm ρασ =        (6.2) 

 
where m is the Taylor orientation factor,α  is a proportionality factor, G is the 
temperature dependent shear modulus, b is the magnitude of Burgers' vector and iρ  
is the immobile dislocation density. The basic mechanism of dislocation glide for 
plasticity is a shearing process. Usually, the fundamental relations used in the 
current models are expressed in terms of shear stress and strain.  The Taylor factor 
translates the effect of the resolved shear stress in different slip system into an 
effective stress quantity for a polycrystal without texture. It depends on the kind of 
lattice in the metal. It does change with deformation but this is neglected in the 
current work.  
 
When the dislocations are moving through the lattice, they encounter obstacles. The 
strain rate is dependent on their average velocity. It is assumed that the time for the 
dislocation to move from one obstacle to another, flight time, is small compared to 
the waiting time. The latter is the time when a dislocation is near an obstacle trying 
to bypass it. The stress is assisted by a driving energy due to the thermal vibrations. 
These vibrations are fluctuation in the lattice and the probability for the energy 
distribution for a given temperature is described by an Arrhenius expression. Thus 
it will take some time, i.e. oscillations, before the dislocation will bypass the 
obstacle. The mean velocity is therefore given by the kinetic equation [53] 
 
 kTG

aebv /∆−= υβ        (6.3) 
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where β is a dimensionless constant, b is the magnitude of Burgers' vector, υa is the 
attempt frequency related to the oscillations in the lattice, ∆G is the activation 
energy, k is the Boltzmann constant and T is the absolute temperature. The plastic 
strain rate and the velocity of the dislocation motion is related via the Orowan 
equation 
 

 
m

vbmp ρε =&         (6.4) 

 
Combining equations (6.3-6.4) gives 
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b ///
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ε &&    (6.5) 

 
The last step above implies that we simplify the stress dependency of the immobile 
dislocation density. 
 
The motion of the dislocations in thermally activated glide is facilitated by the 
contribution of thermal activation energy if the stress in itself is insufficient to drive 
the dislocation pass an obstacle. The required energy to overcome an obstacle 
depends on its energy barrier that has a magnitude and a profile. The total energy is 
the area under the curve between x1 and x2 as shown in Figure 6.1. However when 
the dislocation has reached x1, it has reached the obstacle. To overcome the barrier 
and to reach x2 additional energy is needed. The required thermal energy is the total 
energy minus the mechanical energy.  

 
 

 
Figure 6.1 – Profile of obstacles resistance. 

 
 
A general expression for the activation energy is [67]  
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where ∆F is the necessary activation energy in order to overcome the obstacles in 
absence of external stress, Gath 0τσ =  is the required athermal flow stress for passing 
the obstacles without aid of thermal energy, p and q determine the shape of the 
barrier. The activation energy 3

0GbfF ∆=∆ . Some guidelines regarding ∆f0 and τ0 are 
given in Table 6.1 where l denotes the mean spacing between the obstacles. 
Combination of equation (6.5) and (6.6) gives after rewriting the short-range stress 
component 
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where refε& is the reference strain rate. 
 
The basic components for the yield stress in equation (6.1) are obtained from 
equation (6.2 and 6.7). Additional equations for the evolution of the immobile 
dislocation density are however needed. These are described in the next section. 
 
Table 6.1 - Activation energy factor and shear strength for different obstacles [53]. 

Obstacle strength 
0f∆  0τ  Example 

Strong 2 

l

b>  
Strong precipitates 

Medium 0.2-1.0 

l

b≈  
Weak precipitates 

Weak < 0.2 

l

b<<  
Lattice resistance 

 

6.2 Evolution of immobile dislocation density 
The evolution of the structure is considered to consist of a hardening and a 
recovery process. The used model assumes that the mobile dislocation density is 
stress and strain independent and much smaller than the immobile ones [68]. Hence 
the evolution equation is written 
 
 )()( −+ += iii ρρρ &&&        (6.8) 
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where index i denotes the immobile dislocations. 
 

6.2.1 Hardening 

The mobile dislocations may during their movements become immobilized or 
annihilated. However they are assumed to move an average distance Λ (mean free 
path) before immobilization or annihilisation. The mean free path depends on the 
distribution of the different obstacles as well as their types. It is well known that 
grain boundaries acts as obstacles and sinks and also that subcells may stop moving 
dislocations. Here the mean free path is assumed to be a combination of the 
distance between grain boundaries, g, and dislocation subcell diameter, s, as 
 

 







++=

Λ
others

sg

111       (6.9) 

 
where "others" denotes possible contributions from varying types of obstacles like 
precipitates. The well known Petch-Hall effect is accounted via this relation. The 
formation and evolution of dislocation subcells is assumed to following the relation 
proposed by Holt where the evolution depends on the dislocation density. It has 
been added a restriction giving a lower limit for the subcell size, s∞. The subcell 
size is written as 
 

 ∞+= sKs
i

c ρ
1        (6.10) 

 
This measure does not need to be an actual dimension of a cell as many different 
patterns of LEDS can be formed. It is taken as an average measure of the effect of 
the LEDS on the mean free path rather than a geometric measure of LEDS. 
The density of mobile dislocations is via Orowan's equation related to the plastic 
strain rate. Therefore, the increase of the immobile dislocation density is assumed 
to be proportional to the plastic strain rate [69] according to 
 

 p
i b

m ερ &&

Λ
=+ 1)(        (6.11) 

 
where m is the Taylor orientation factor and b is the magnitude of Burgers' vector.  
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6.2.2 Recovery 

Recovery is as contrast to generation of dislocation an annihilation process of 
dislocations. A mobile dislocation may for example be annihilated by other mobile 
or immobile dislocation or through interaction with grain boundaries [70]. 
Vacancies have also an influence on the recovery process since they may diffuse 
towards dislocations where annihilation and/or remobilization of dislocations may 
occur by e.g. climb. However, different processes may contribute to the reduction 
in dislocation density. Bergström [69] formulated a relation where the 
remobilization of dislocations is proportional to the immobile dislocation density 
according to 
 
 p

ii ερρ && Ω=−)(         (6.12) 
 
where Ω denotes a recovery function dependent on temperature and strain rate.   
 
Diffusions of vacancies influence the recovery. Militzer et al [71] used following 
formulation, which also is similar to the formulation in [72], for recovery by climb 
 

 2
3

*2 ρρ
kT

Gb
Dv=&        (6.13) 

 
where *

vD  denotes the effective diffusivity coefficient while the recovery process in 
[73] was formulated according to 
 
 ( )22)(
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where eqρ is an equilibrium value towards the density goes to. Based on equation 
(6.14) the recovery equation by climb, used here, is written as 
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where eq

vc  is the thermal equilibrium vacancy concentration, cv is the fraction of 
vacancies, Dv is the diffusivity and cγ is a calibration parameter. 
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6.2.3  Generation and migration of vacancies 

Vacancies are important in that sense it render changes of atoms in closed packed 
structure and by this way render diffusions and recovery of dislocations. Vacancy is 
considered to be the predominant mechanism for diffusions [19].   
 
The equilibrium concentration of point defects as mono-vacancy at a certain 
temperature may be given by [74] 
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where vfS∆  and Qvf is the increase in entropy during creation of a vacancy 
respective the activation energy for vacancy formation.  
 
The self-diffusion coefficient can be written as [75] 
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where a is the lattice constant, υ is the lattice vibration frequency, vmS∆ is the 
increase in entrophy due to motion of vacancy and Qvm is the energy barrier for 
vacancy motion. 
 
By the proposed model by Militzer et al. [71] the excess vacancy can be modeled 
based on a generation and annihilation component. Rewriting the equation where 
the subcell evolution is considered gives 
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where Dvm  is the vacancy migration, Ω0 is the atomic volume, χ is amount of the 
mechanical work spent on vacancy generation and ζ is the neutralization effect by 
vacancy emitting and absorbing jogs with the following restrictions 
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Militzer et al. assumed χ = 0.1 and ζ =10. The concentration of thermal jogs is 
given by 
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where the energy for formation is approximately given by 
 

 
)1(4

3

v

Gb
Q fj −

=
π

       (6.21) 

 
The vacancy migration is given by 
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The rate of change in equilibrium concentration is only due to change in 
temperature as 
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Chapter 7 

Determination of mechanical properties at high 
strain rates 
7 Determination of mechanical properties at high strain rates 
Evaluation of the mechanical behavior of metals and alloys are important and can 
be done by different methods and machines. Machines for mechanical testing have 
been available for a long time. Already in 1886 was the first commercially machine 
introduced [5]. The machines have since then gradually developed from pure 
mechanical machines to more advance electromechanical and servo hydraulic 
machines with advanced control system in order to meet the changing demands. 
Furthermore, sensors and software has also been developed. Today there exist 
several different methods with different range of applications and limitations.  
 
Available techniques are summarized in Figure 7.1. Quasi-static testing and creep 
testing belongs to the category with isothermal conditions and where the inertia 
forces are negligible. Special servohydraulic machines, Split-Hopkinson techniques 
and light gas gun driven impact belongs to the group for testing at higher strain 
rates where inertia forces become more significant and where adiabatic conditions 
arise. The transition line regarding strain rate when the inertial forces are negligible 
or not are in the range of 0.1-5 s-1 in the literature [5, 6, 7, 22]. However, the inertia 
effects become more pronounced as the loading rate increases, increasing strain 
rates. The basic and important distinction between quasi-static testing and testing at 
high strain rates is the prominent inertial and wave propagation effects at the latter. 
The area where the inertial forces are important to consider is according to [7, 22] 
divided into intermediate strain rates, high strain rates and very high strain rates. 
Conventional testing with screw or servo hydraulic machines are mainly used for 
quasi-static tests in strain rates range 10-4-1 s-1 [7] while the Taylor test, the Split 
Hopkinson Pressure Bar test (SHPB) and the expanding ring test are used for high 
strain rates where inertial forces needs to be accounted for. Machines for 
conventional testing are usually designed with a moving crosshead and an 
immobile load cell. How the load is applied to the crosshead differs but it is usually 
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applied through a hydraulic cylinder or screw. Irrespective of load-applying 
mechanism the speed and the force of the crosshead is limited due to different 
reasons. Designs for increased crosshead speeds make it more difficult to extract 
sufficient force. Servohydraulic machines equipped with adapted high-capacity 
valves can reach strain rates of 200 s-1 [5] or even strain rates up to 500 s-1can be 
reached with special servohydraulic machines [7, 22]. Dynamic tensile test with 
strain rates up to 200 s-1 has successfully been performed with a new special 
developed dynamic servohydraulic machine [76]. Tests at these dynamic strain 
rates are difficult and challenging since the inertial and wave propagation effects 
become more prominent. The elastic stress wave propagates through the specimen, 
load cell and the frame with the effects that several phenomena as inhomogeneous 
and time dependent oscillations stress field in the specimen and time dependent 
oscillations in measured force can appear [76].  
 

 
Figure 7.1 – Strain rate region, suitable testing technique and conditions for experiments, [5]. 
 
The SHPB method is of particular interest in the current work. Here follows a short 
history survey. The patent lawyer Bertram Hopkinson, eldest son of John 
Hopkinson studied dynamic strength of wires [77]. He decided to carry on this 
father work, which tragically had an accident in 1898 [78]. He extended the work 
to comprising projectile impact on elastic bars and presented a technique for 
measure the stress pulse in 1914 [77, 79]. The idea of placing a specimen between 
two bars and then impact it came much later. Hubert Kolsky was a man with a huge 
interest and a great influence in the research regarding characterization and 
quantitative measurements of material properties under sudden applied loads [80]. 
Shortly after the World War II, 1949 [79], he invented a test equipment based on 
the idea of compressing a specimen between two bars by introducing a propagating 
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compressive stress wave at one end. The test equipment is referred as the Kolsky 
bar but the far more common name is the Split-Hopkinson bars. Several variants 
have been developed during the years. Ulric Lindholm was one of them that 
improved the technique in the early 1960 [79] by modifying the length of the bars 
and the position of the strain gages. The far most common variant is the Split-
Hopkinson Pressure Bars (SHPB) after the original design where a compression 
stress wave is introduced in the bars with the aim of deforming the test specimen. 
Based on the original idea Split-Hopkinson bars for tensile testing have been 
developed as well as torsional Split-Hopkinson bars with moving shear waves. 
Hardin et al (1969) seems to be the first to describe a design for tensile testing [77]. 
Tensile testing is often referred as Split-Hopkinson Tension Bars (SHTB). The idea 
is to transform a compression wave into a tensile wave with the aim of accomplish 
the deformation work. A similar design but with an increased rise time of the 
tensile stress wave was proposed by Nicholas (1981) [77]. Another approach where 
the tensile stress wave was introduced by pre-stressing part of the incident bar was 
announced by Albertini and Montagnani (1976) and Staab and Gilat (1991) [77]. 
The overall designs of the specimens are generally the same in the presented 
alternative above regarding tensile testing. Lindholm and Yeakley (1969] presented 
however a different design adapted for a compressive stress wave in the incident 
bar, a hat-formed specimen [77]. The current work includes material testing using 
SHPB and is described sections 7.3. 
 
This section will briefly describe some of the available methods used for high strain 
testing. 

7.1 Expanding ring test 
Expanding ring test is a method for determine the tensile stress-strain relation at 
strain rates of ~104 s-1 or more. As the name implies the method is based on 
expanding a ring in its radial direction. Explosive or electromagnetic loading is 
placed in the centre of the ring and used to accelerate and expand the ring, see 
Figure 7.2. The hoop stress can be calculated by 
 

  
2

2

dt

Rd
Rρσ −=          (7.1) 

 
[5, 6] where R is the radius of the ring, ρ is the density and t is the time but it 
requires that the radial displacement is recorded. The wall thickness of the ring 
should be less than one-tenth of the diameter in order to evaluate the test correctly 
by this theory. High-speed cameras or laser interferometers can be used to record 
the deformation. Use of the latter technique makes it possible to measure the ring 



Dislocation density based material model applied in FE-simulation of metal cutting 

 41 

velocity directly with the advantage that only one differentiation is necessary for 
calculating the stress and that improves the precision substantially [5].  
 
The advantage of the method is the ability of generating stress-strain data at really 
high strain rates. However to continuously keep the strain rate has shown to be 
difficult. The strain rate is high at the beginning when the strain is small but as the 
strain increases the strain rate decreases. Another drawback of the methods is the 
radial compressive load which is certain cases may be so large that the yield limit 
of the material exceeds and affecting the stress-strain results [5]. The method is 
naturally limited to tensile strains. 
 

 
 

Figure 7.2 – a) Expanding ring test and b) classic Taylor test. 
 

7.2 Taylor and rod impact tests 
The Taylor test is a test method there a cylindrical specimen is accelerated and 
impacts a rigid plate. The specimen undergoes a plastic deformation that is not 
uniform, see Figure 7.2. During the impact with the stiff plate a highly deformed 
region starts to develop which Taylor depicted as elastic and plastic waves were 
introduced. The subsequent analysis is based on one-dimensional rigid-plastic 
analyses, propagation with different velocity and interaction of the generated waves 
forming a transition area like a truncated cone. By knowing the fractional change of 
the length of the specimen the dynamic yield strength could be determined. 
 
The obtained deformation pattern of the rod after the impact does not always 
correspond to the simplified theory, especially for a high velocity impact. The 
deformed part in the front part shows a mushroom shape.  Furthermore, the 
transition zone from the plastically deformed and the undeformed area may not be 
sharp and obvious [6]. However Wilkins and Guinan refined the analysis by 
including new boundary conditions and were able to predict the relation between 
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the deformed geometry and the plastic properties with better correspondence to 
experimental data [6]. Many of Taylors conclusions could then be confirmed [5].   
 
Erlich et al developed the classical Taylor technique even further by introducing 
two major improvements which lead up to a better method for obtaining the stress-
strain flow curve under high strain rate, 104-105 s-1, loading [5]. The first 
improvements included an ultrahigh-speed camera for recording the deformation 
progress for comparison with two-dimensional computer simulations. The second 
improvement was to replace the rigid plate with a similar rod as the impacting rod, 
but stationary, and in this way eliminate the uncertainties regarding the boundary 
conditions. Then a symmetric impact was obtained and the method is simply 
designated as the symmetric rod impact test. The moving rod is accelerated with a 
gas gun by expanding helium. A variant of the symmetric rod impact test exist 
where a rigid plate is accelerated into the stationary rod. An advantage is that only 
the stationary rod is heated during elevated temperature tests in contrast to the 
symmetric rod test, where both rods need to be heated. This is referred as the 
asymmetric rod impact test. 
 

7.3 Split-Hopkinson 
Split-Hopkinson technique is a method based on longitudinal elastic stress wave 
propagations through bars where the stress wave has been produced by a 
mechanical impact. This technique has been used for dynamic testing in order to 
determine material properties at high strain rates. The results have thereafter been 
used for calibration of the material models in papers A, C and D. In case of a 
pressure bar for compression testing a compression stress wave is introduced while 
a tension stress wave has to be introduced for tensile testing. Varying designs of 
respectively type exist. Devices for tensile testing are more challenging [7], 
especially high temperature testing. A tensile stress wave must be introduced and 
the specimen must be tightening to the bars without significantly influence the 
stress wave and in a way which render tensile deformation. A schematic 
configuration for compression testing is shown in Figure 7.3.  
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Figure 7.3 – Schematic sketch over a SHPB equipment showing wave propagation of the 
incident, reflected and transmitted waves. 
 
It is basically composed of a striker, an incident bar, a transmitted bar and a in 
some designs a third momentum trap bar. The latter is added to trap the reflected 
stress wave and prevent it to propagate back to interface between the specimen and 
the transmitted bar [7]. The design is rather unpretentious at first sight. No gripping 
device, moving cross heads or load cell etc. The specimen is placed and 
sandwiched between two long bars, the incident and the transmitted bar. A striker 
bar is accelerated to a certain velocity, impacting the incident rod and a 
compression stress wave is generated. Compressed air system is frequent used for 
accelerating the striker piston. The wave propagates through the incident bar 
towards the interface between the bar and the specimen, where the wave is partly 
reflected back while the remaining part is transmitted to the specimen and to the 
next interface for reflection and transmission to the transmitter bar. The 
propagating incident, reflected and the transmitted strain waves, are measured via 
strain gages on the incident and the transmitter bars. The strain can then be 
translated into stress by Hooke´s law. Therefore and also for avoiding dispersion of 
the wave, these bars must behave elastic during the deformation. The distribution 
between reflected and transmitted energy depends on the acoustic impedance of the 
test specimen. In the case of ideal conditions, specimens of same material and 
diameter together with perfect alignment and contact conditions, then no reflections 
will appear at the interface between the different parts. The theory for evaluation of 
the measurements is given below. 
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7.3.1 Split Hopkinson - One dimensional wave equation 

The displacement field in the bar is described by the well known one-dimensional 
wave equation, 
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where x is the coordinate along the rod, u is the longitudinal displacement, t is time 
and c0 is the wave propagation velocity [81]. The latter is defined as 
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where E is Young's modulus and ρ is the density. The solution of the wave 
equation is given by D'Alembert's solution according to 
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where f(x-c0t) and f(x-c0t) correspond to a traveling wave in the increasing 
respective decreasing x-direction. Hence the longitudinal displacement at a certain 
coordinate along the bar is given by superposition of two waves. The strain and the 
particle velocity in the bar may be derived from the expression for the displacement 
according to 
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respectively 
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The stress state in the bar, under elastic conditions, may be given by 
 
 [ ])()(),( 00 tcxgtcxfEtx +′+−′=σ      (7.7) 
 
Evaluation of the equations for the displacement and the stress under assumption of 
only one propagating wave gives that a negative particle velocity corresponds to a 
positive stress wave according to  
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Recall that reflection of waves may occur at discontinuities for e.g. at instantaneous 
cross section changes as in the case of a SHPB. Thus the incident stress wave is 
reflected and transmitted at the transition between the incident bar and the test 
specimen and then one transmitted, moving in positive direction, and one reflected 
wave, moving in the negative direction, exist. A principled description of wave 
propagations in a transition is shown in Figure 7.4.  
 

 
Figure 7.4 – Incident, reflected and transmitted waves at a transition. 

 
Recall from equation (7.5) that the resulting strain field in a rod is based on two 
propagating waves in opposite direction. Hence the strain and the velocity in the 
incident rod at the left interface of the specimen, see Figure 7.3, is given by 
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respectively 
 

 [ ] ( )rictcxgtcxfc
t

u
txv εε +−=+′+−′−=

∂
∂= 0010101 )()(),(   (7.10) 

 
where index i and r denote incident and reflected wave. 
Integrating equation (7.10) gives the displacement at x1 according to 
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Applying the same procedure for the transmitted bar gives the following relations 
for the right interface of the specimen 
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where index t denote the transmitted wave. The strain, strain rate and stress in the 
deforming specimen are given by  
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where s is index for the specimen, ls is length of specimen and As is area of the 
specimen. Introducing rti εεε =+−  gives 
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Equation 7.14 or 7.17 and 7.16 are used to compute the strain and stress in the 
specimen based on the recorded strains. Examples of recorded strains are shown in 
Figure 7.5. 
 

 
Figure 7.5 – Measured strain gages signal in the incident and transmitted bar. 
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7.3.2 Dispersion effects and corrections to the one-dimensional wave equation 

The previous section showed the one-dimensional wave equation that is often used 
to evaluate SHPB. The created and propagating elastic stress wave from the impact 
of the striker and the incident slender bar would be expected to have a shape of a 
rectangular pulse of length 2L from this theory. In this case, L denotes the length of 
the striker. Strain gage measurements reveal however that a perfectly shaped 
rectangular pulse doesn't appear. The measured pulses do have a shape of a 
rectangular pulse but with significant oscillations, rounded corners and increased 
rise time. However the one-dimensional wave theory is based on more ideal 
conditions. For example the distortion and the lateral expansions and contradiction 
are neglected. 
 
When the striker bar comes into contact with the incident bar the boundary 
conditions change rapidly. The atoms in the interface influence the atoms in the 
neighborhood and a compression stress wave starts to propagate in the incident bar 
and as well a tension wave in the striker bar. Due to the longitudinal strains and 
Poisson's ratio, lateral expansion and contraction occur as a result [6, 7, 22, 81, 82]. 
These lateral displacements influence the cross section and the stress distribution 
through the cross section. Radial constraint from the friction in the interface may 
also change the stress distribution. Also other types of elastic waves, e.g. spherical 
dilatational and surface waves, may be created due to the existing boundary 
conditions. The amplitude of the dilatational wave decreases however with the 
distance to such a degree that it vanish after a length of 10 diameter of the bar [82]. 
Therefore, it is advantageous to place the strain gages at locations away from the 
ends. The generated surface waves trail behind the main wave caused by the impact 
and interacts continuously with it causing fluctuations in particle velocity, stress 
and strain and contribute to the oscillation in the measured pulse [6].  
 
The created stress pulse is composed of a spectrum of frequencies [6, 7, 22, 82], 
where each frequency component travels at different velocity. It is known that low 
frequency components travel much faster than higher components. This results in 
retardation of the higher frequency components and a change of the propagating 
pulse during the propagation due to different velocities of the frequency 
components, i.e. dispersion occurs. The equation of motion for propagation of a 
sinusoidal wave in an infinitely long cylinder was independently solved by 
Pochhammer and Chree [82]. The solution is in the literature mentioned as the 
Pochhammer and Chree solution but may also be referred as the frequency or 
dispersion equation [82]. On basis on the theory from Pochhammer-Chree the ratio 
between the phase velocity c and the longitudinal wave velocity c0 as function of 
the ratio between the bar diameter dbar and pulse length Λpulse has been computed by 
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Bancroft respectively Davies [6, 22].  The results reveal that c/c0=1 when the ratio 
dbar/Λpulse coincides to 0, see Figure 7.6. But as the wavelength decreases the ratio 
c/c0 decreases towards a plateau which coincides with Rayleigh waves. Thus higher 
frequencies leading to higher degree of dispersion effects. The ratio dbar/Λpulse has 
also an influence on the displacement field through the cross section. The 
longitudinal displacement profile is flat when the ratio << 1 [82]. 
 

 

 
Figure 7.6 – Phase velocity as function of the ratio between the diameter of the bar and the 
wavelength. 
 
The strains are usually measured some distance from the specimens for practical 
reasons. The pulse will change in shape as it travels due to the dispersion effect. 
Different methods are available for dispersion corrections e.g. the methods 
proposed by Bacon, Follansbee or Gorman [7]. Basically the dispersion correction 
requires that the measured pulse at position z0 is transformed from time domain to 
the frequency domain by a Fast Fourier Transform, FFT. The correction for 
dispersion for each frequency component is done in the frequency domain by a 
suitable operation. The measured pulse is thereafter transformed back to the time 
domain with an inverse FFT. The dispersion correction performed in [82] lead to a 
smoother stress strain curve. The stress and strain within the specimen are directly 
related to the measured strains. If the dispersion corrections are not performed on 
the measured pulses the calculated stress-strain curves in the specimen may not 
reflect the true state. The curves may contain oscillations that are not 
representative. Dispersion correction should be used in connection of evaluating the 
measured pulses in SHPB [82]. 
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7.3.3 Geometric constraints on dimensions of test specimen in SPHB 

The evaluation of the stress, strain and strain rate in the specimen in the SHPB 
method according to the one-dimensional theory described in section 7.3.1 assumes 
a homogenous uniaxial stress state in the test specimen. This also implies that it 
static equilibrium exists in the specimen. However the action from a force is not 
momentary transmitted to the rest of the body with the result that stress equilibrium 
is not immediately achieved. Stress waves propagate with finite velocities. But 
force equilibrium is usually obtained after the reflected wave has travel forth and 
back in the specimen some times. A short specimen compared to the wave length of 
the impact wave is a condition for assuming force equilibrium in the test piece. 
However, the friction in the interface between the bars and specimen and the inertia 
effect are besides the geometry other influencing factors.  
 
The geometry of the specimen is important for reliable data in compression as well 
as tensile testing. If the specimen is to slim, high ls/ds ratio, buckling arise easily in 
compression testing. Shearing, double barreling, barreling and rapid localized 
expansion due to work softening are other deformation modes that can appear [5]. 
Eccentric loading from e.g. non parallel end or die surfaces will leads to shearing. 
When the specimen is compressed it will expand but the friction in the interface 
will prevent the lateral flow at the loading surface. The material in midplane is not 
constrained, it expands and a barreling shape occurs. Severe barreling will occur if 
the frictional forces are too large. This causes an undesired multiaxial stress state in 
the specimen [22, 83]. The assumption of uniaxial homogenous stress states do not 
longer correspond to the actual stress state. Therefore the friction should be 
minimized since frictionless conditions lead to uniform radial and circumferential 
expansion with a homogenous stress state in the direction of the compression. 
Eliminating the friction and selection of a suitable ls/ds ratio are essential measure 
for homogeny uniaxial stress state. Friction can be minimized by appropriate 
lubricants. The film is however squeezed out when the force is high and metal to 
metal contact appears. Several designs have been utilized trying to maintain the 
film in the interface e.g. concentric circular groves and a pocket [5]. ls/ds ratios less 
than 2.0 are often mentioned for reliable results and avoidance of buckling and 
shearing. When it comes to minimizing the friction errors the ls/ds ratio should 
according to ASTM E9 [5] be within the interval 1.5 < ls/ds <2.0. The optimum 
ratio for SHPB test is however one-half of the most favorable ratio for test at low 
strain rates. Malinowski and Klepaczko found that the optimum ratio could be 
found from 
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where σz is the measured stress, ρs the density of the specimen, µ friction 
coefficient [22]. High strength aluminum alloys and titanium should have a ratio of 
1-1.5 while copper, nickel and aluminum should have a ratio of 0.5 to 1. Material 
with low strength should have a ratio less than 0.5. 
 
The initial response of the specimen affects the stress results. A study by Bertholf 
and Karnes regarding inertia and friction effects in SHPB tests showed that the 
inertia effects become more severe at high strain rates appearing as increasing 
oscillations in the measured stress-strain curve [22]. These oscillations can be 
reduced by increasing the rise time of the incident pulse [22, 84]. A pulse shaping 
material is usually placed between the striker and the incident bar in order to 
increases the rise time. Davies and Hunter also studied the inertia effects [22]. 
Following equation was presented taking the inertia effects into account  
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where σm is the measured stress, ρs the density, ν the Poisson's ratio, ls the length, 
ds the diameter of the specimen [5, 22]. The first term in bracket represent the 
correction for radial inertia effects while the second term accounts for the 
longitudinal inertia effects. Equation (7.20) shows that the inertia effects cancel out 
when the strain rate is constant or when the terms in bracket are zero. The latter 
gives the relation 
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which for νs=0.3 results in a ratio of  ls/ds=0.47 for minimum inertia effects. 
Warren and Forrestal [84] have recently study the radial inertia effects for 
incompressible specimen. They found out that radial inertia effects can be 
neglected for steel specimens provided that dynamic force equilibrium is fulfilled. 
Radial inertia effects can however be important in soft materials.  
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Chapter 8 

Stainless steels 
8 Stainless steels 
Stainless steels are steels with a chemical composition forming a protecting layer 
on the surface.  The main alloying elements in stainless steels are chromium and 
nickel. Nickel is an austenitic stabilizer while chromium is a ferrite stabilizer. The 
chromium content in stainless steels should be at least 10.5% and the maximum 
contents of carbon should be 1.2% [85]. By high contents of chromium, >11%, a 
thin passive chromium oxide layer is form on the surface under oxidizing condition 
improving the corrosion resistance. The layer is self healed when damaged. Nickel 
and molybdenum are other alloying elements contributing to enhanced corrosion 
resistance. The latter has the properties of decreasing the required oxidizing 
environment to form a passive protected layer and increasing the resistance to 
chloride induced pitting [29]. Carbon is an alloying element that strongly contribute 
to the strength and which has the devastating property of forming chromium 
carbides. The carbon contents varying from really low values to high values 
depending on type of steel. 
 
However, stainless steels may be subdivided into ferritic, martensitic, austenitic, 
austenitic-ferritic (duplex) and precipitation hardening steels after their 
microstructure [29, 86]. It is well known that the alloying elements and the quantity 
influence the microstructure. A convenient way of estimate the effects of various 
alloying element and their quantity on the microstructure is by a Schaeffler-
diagram where the ferritic and austenitic forming effects are calculated by 
chromium respectively a nickel equivalent. The diagram was originally designated 
for prediction of the microstructure after welding [87]. Several equations exist in 
the literature for estimation of chromium and nickel equivalent. One example, from 
[88], is  
 

 
CNCuMnCoNiNi

WTiNbAlVMoSiCrCr
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equivalent
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where the individual concentrations are in weight percentage. As can be seen 
nitrogen and carbon are the greatest austenite stabilizing alloying elements and 
have a great influence on the nickel equivalent. Carbon and nitrogen have also a 
strong effect on the strength [29, 30, 86] by interstitially solution. Nitrogen has also 
the characteristics of forming Cr2N and thereby reduces the depletion of chromium 
in the grain boundaries by reducing the precipitation of Cr23C6. The intergranular 
corrosion (IGC) is somewhat reduced. Nickel on the other hand increases the 
susceptibility to intergranular corrosion [30]. A chromium-depleted zone increases 
the susceptible of stress corrosion cracking (SCC) and austenitic steels are known 
to be susceptible to SCC by intergranular stress corrosion cracking (IGSCC) and 
transgranular cracking (TGSCC) [30]. Figure 8.1 shows the effect of various 
alloying elements. 
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Figure 8.1 – Flow diagram of steels and alloying elements impact. 

8.1 Ferritic stainless steels 
Ferritic stainless steels have a ferritic microstructure made up by a BCC-structure, 
are magnetic and have a rather high brittle-fracture transition temperature which 
strongly depends on the level of carbon and nitrogen. These alloys are somewhat 
less ductile than the austenitic steels and are not hardenable by heat treatments. 
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8.2 Martensitic stainless steels 
Martensite is magnetic and has a high strength and may be formed during cooling 
or cold working. Martensitic steels have traditionally high carbon contents ranging 
from 0.08 to 1% and may be hardened and tempered. In case of high contents of 
ferrite in the microstructure the steels are called martensitic-ferritic. The 
weldability decreases with increasing carbon contents. However, steels with a 
martensitic and austenitic microstructure exist where the carbon content is 
maximum 0.06% [86]. Steels with this two-phase microstructure are usually called 
martensitic-austenitic stainless steels. Martensitic steels with really low carbon, 
maximum 0.030%, contents have been developed for high strength and good 
impact strength and weldability.  
 

8.3 Austenitic-ferritic stainless steels 
Austenitic-ferritic steels have a two-phase microstructure and are commonly called 
duplex. The apportionments of the individual phases are generally 30-50 % ferrite 
and the rest is austenite [86]. All modern duplex steels have low carbon contents 
and the contents of nickel are low.  
 

8.4 Precipitation hardening stainless steels 
The characteristic of these steels are the precipitation of intermetallic compounds, 
carbides, nitrides or copper phases [86]. May be hardened by heat treatments. 
 

8.5 Austenitic stainless steels 
Austenitic steels have an fcc-structure and have generally an excellent combination 
of corrosion resistance, ductility, toughness and weldability [31]. However, the 
austenitic structure has the ability to transform into martensite during cooling 
and/or plastic deformation. The stability of the austenitic structure depends on the 
chemical composition. Carbon and nitrogen are alloying elements that strongly 
promote an austenitic structure. Austenitic stainless steels that may transform into 
martensite during cooling and/or plastic deformation are called metastable 
austenitic steels.   
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Chapter 9 

Distribution of works and summary of results in 
appended papers 
9 Distribution of works and summary of results in appended papers 
This thesis consists of four papers, all in co-operation with other researchers. The 
author of this thesis had the main responsibility for planning, performing and 
evaluation of the experimental work including cutting force measurements, quick-
stop measurements, microstructural examinations and high strain testing via SHPB. 
The calibration was done in co-operation with Professor Lars-Erik Lindgren. The 
author has taking part of writing in all articles and has also participated in the 
simulations and evaluations. Article A and B were planned by Professor Lars-Erik 
Lindgren who also was the main responsible for writing. Article C was planned 
together with PhD Vahid Kalhori who also was the main responsibly for the 
simulations and the writing. Article D was planned in collaboration with co-
authors, PhD Ales Svoboda was the main responsible for the simulations and the 
writing. A summary of the appended papers are given blow. 
 

9.1 Paper A 
Material modelling and physical based models with particular emphasis on high 
strain rates 
 
Lars-Erik Lindgren, Dan Wedberg 
 

Machining is a manufacturing process where the material undergoes severe 
deformation with large strains, high strain rates and high locally temperatures. 
Simulation of metal cutting is hence challenging from both a numerical and 
physical perspective. This makes the description of the material behvior important. 
Different material models exist.This paper compares the empirical Johnson-Cook 
model with a physical material model for the plastic behavior of the stainless steel 
AISI 316L. Calibration of test data was conducted using a minimization algorithm. 
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First was the models calibrated for low strain rates between 0.001 to 10 s-1 and 
temperatures from room temperature up to 1300 °C. The dislocation density model 
showed a good agreement for strain rates between 0.001 to 10 s-1 and temperatures 
between room temperature and 1300 °C. The Johnson-Cook model did not show 
the same consistency throughout the area. Then the models were tested how well 
they managed to represent the material behavior at high strain rates (1000 to 9000s-
1) and temperatures up to 950 °C. None of the models managed to predict the 
material behavior especially good at these strain rates. The discrepancy indicates 
that new deformation mechanisms occur at these high strain rates. Thus the 
physical based model must be extended with these mechanisms. However, the 
Johnson-Cook model can only be used for a limited test set of high strain rates. 
 

9.2 Paper B 
Verification and validation of machining simulations for sufficient accuracy 
 
Lars-Erik Lindgren, Dan Wedberg, Ales Svoboda 
 

Simulation of metal cutting is known to be challenging in terms of numerics and 
physics. Any created model is supposed to reflect the real world phenomenon of 
interest with certain accuracy within the scope of the model. With these 
expectations, verification and validation are essential for a complex process such as 
machining. Validation means checking of the accuracy of the model with respect to 
the real world behavior. In the case of machining validation it is usually done by 
studying the chip morphology from quick stop test, measurements of cutting forces 
and/or residuals stresses and comparing with simulated results. Validation with 
respect to measured cutting forces is the most common and straightforward 
methods but far from trivial without difficulties. For example, variations in material 
properties of the workpiece materials and the cutting edge radius of the cutting 
tools cause variations in the measured forces for nominally the same cutting case. 
An agreement between simulated and measured cutting forces within 10% must 
therefore be deemed as good considering the common variations in real machining 
applications. 
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9.3 Paper C 
Simulation of mechanical cutting using a physical based material model 
 
Vahid Kalhori, Dan Wedberg, Lars-Erik Lindgren 
 
In this paper a physical based material model of the stainless steel SANMAC 316L, 
calibrated with data from high strain rates testing, is implemented in the explicit 
formulated finite element program AdvantEdge in order to predict the cutting 
forces and the chip morphology. Both an isotropic and a mixed isotropic-kinematic 
hardening rule were tested. Interface properties for the interface between the tool 
and the chip are uncertain. The interface is usually divided into a sticking and a 
slipping region. It was however not possible to define local friction coefficients in 
AdvantEdge. A sensitivity study of the friction coefficient was therefore 
performed. It turned out that there was no significant difference in force level for 
friction coefficients above 0.6. A value of 0.6 was therefore chosen. The predicted 
results were then compared with experimental measured results of cutting forces 
and chip morphology. The latter through comparison of shear plane angle and the 
ratio between cut and uncut chip thickness.  The mixed isotropic-kinematic 
hardening model gave a better prediction of the feed forces. The predicted cutting 
forces correspond well with the measured except for the feed force at a cutting 
speed of 100 m/min where the simulated feed force was 30 % lower. This deviation 
is believed to be due BUE. The same good agreement was not obtained regarding 
chip thickness ratio. One possible explanation of this may be that thermal softening 
is not sufficient to describe the chip formation adequately. A segmented chip form 
was however obtained. 
 

9.4 Paper D 
Simulation of mechanical cutting using a physically based plasticity model 
 
Ales Svoboda, Dan Wedberg, Lars-Erik Lindgren 
 
Simulation of metal cutting is both demanding and challenging, and particular 
requires a good material model. A physically based dislocation density model (DD) 
and an empirical Johnson & Cook plasticity model (JC) are both used in this paper 
to simulate orthogonal cutting of SANMAC 316L using an implicit finite element 
code. The later is one of the most commonly used material models for simulations 
of metal cutting. A sensitivity study was performed in order to examine the heat 
transfer contact coefficient. A value of 5x106 (W/m2°C) showed to be realistic and 
subsequently used. A Coulomb friction model with a friction coefficient of µ = 0.5, 
estimated as an average value from the whole range of cutting experiments, was 
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used. The results from the simulations with the two models were compared with 
measured cutting forces and chip morphology.  Quick-stop tests were evaluated 
with respect to shear plane angle and chip thickness. The predicted feed force was 
underestimated by the DD model of about 10 (%) compared to 15 (%) by the JC 
model. Largest deviation in prediction for the JC model was 20 (%) and 16 (%) for 
the DD model. The cutting forces were slightly better predicted by the DD model. 
The DD model also predicted the shear plane angle and chip thickness better. 
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Chapter 10 

Conclusions 
10 Conclusions 
The results in the papers this thesis consists of are based on experimental 
measurements used to calibrate and validate the material model. Furthermore, 
measurements and simulations of machining were performed where the material 
model is an important part. Some microstructural examinations were also carried 
out to investigate the potential mechanisms associated with material behavior, 
hardening. Examination of magnetic phase and some TEM studies were performed. 
Conclusions follow below. 
 
The performed high strain rate tests have shown that the flow stress for AISI 316L 
increases with the strain rate and hence confirms a strain rate sensitive behavior. 
The original calibration of the DD model at low strain rates (≤ 10 s-1) by earlier 
work by Lindgren et al. [89] was not able to capture the material behavior at high 
strain rates with good correspondence. This discrepancy in reproducing the material 
behavior at high strain rates indicates that new deformation mechanisms occur at 
these high strain rates. A re-calibration of the DD model where the obstacle 
strength parameters τ0 and ∆f0 were assumed to be temperature dependent resulted 
in a better response with reasonably acceptable accuracy. The results are presented 
in Figure 10.1. This would imply that different obstacles dominate at different 
temperatures. This is probably not the case. More likely is that the mechanisms 
discussed in section 4 occur. 
 
Calibration of the empirical JC model showed that it could not reproduce the entire 
test data at low strain rates as the DD-model. It was not able to model the response 
in the high strain rate range when extrapolated. It is therefore still believed that 
physically based models have a greater potential than empirical models to cover 
wider range of strains, strain rates and temperatures. It is well known that austenitic 
stainless steel has a tendency of formation of α'-martensite during deformation 
which may enhance the work hardening. Experimental measurements of the 
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magnetic phase via magnetic balance were therefore performed. An insignificant 
increase could only be observed with increasing strain and strain rate. The 
proportion of magnetic phase was even lower than what was found in [89] for tests 
at lower strain rates at room temperature. AISI 316L may therefore be regarded as a 
stable austenitic steel and the above observation may not be explained with 
formation of α'-martensite. Therefore, most likely is that the cell formation is strain 
rate dependent and/or that drag forces are significant.  
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Figure 10.1 – Flow stress curves used for re-calibrated the DD model including high strain rate 
tests. The lines are computed values.  
 
Validations are important and require robust experimental methods as well as 
simulations. Obtaining converged results from simulations with respect to the 
element size as well as time stepping can sometimes bee difficult. It can though be 
concluded that using mesh and convergence criteria that capture local effects are 
important for the accuracy. Furthermore, it will affect the validation process. 
Variation in work piece material properties as well as geometric variations from 
e.g. production of cutting tools influences the validation process. The requirements 
to consider a model to be validated must therefore also consider the process of 
variation within the industry. A deviation between the predicted and the measured 
cutting forces of around 10% are in this respect quite good. 
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Empirical materials models are commonly used for description of material behavior 
in commercial FE codes. This work shows that physically based plasticity models 
can be implemented into FE-codes for simulation of orthogonal cutting. A 
deviation in cutting forces of less than 8% could be observed when using an 
updated Lagrangian formulation and an explicit time integration scheme in 
combination with a DD-model. The same conformance was not obtained regarding 
the chip shape. The time stepping procedure in combination with the mesh 
refinement seems though be able to capture the chip segmentation quite well 
without considering damage evolution. 
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Chapter 11 

Future work 
11 Future work 
The cutting model using the DD constitutive model gave an error within 10% 
validation limit for cutting forces but the error for chip geometry is larger. It is 
believed that this could be improved as it has been found that the DD model is 
lacking the correct high strain rate deformation mechanism. Despite the agreement 
between the recalibrated DD model and SHPB data, Figure 10.1, this is needed as 
the strain rate in the cutting process goes up to 70000 s-1. Therefore, future work 
will be to 
a) improve the physical based dislocation density model by adding relevant physics 
for high strain rates. The current hypothesis is that drag forces and/or effect of 
strain rate on formation of low energy dislocation structures are needed. The model 
will then need to be recalibrated. 
b) further validation of this new model for machining simulations. 
c) evaluating robustness of process by including statiststical information on 
variation of material properties.  
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ABSTRACT- The problem of calibrating material models with tests in a limited range of 
conditions and then applying outside this range is discussed. This is the case when 
machining simulations are performed where very high strain rates (>50000s-1) can be 
obtained. The paper discusses the Johnson-Cook model, an empirical model that is 
common for high strain rate applications and a physical based dislocation density model. 
Test data for AISI 316L ranging from 0.001 to 10s-1 and room temperature up to 1300°C 
are used for calibration of the models and thereafter additional tests up to 9000s-1 at 
varying initial temperatures are compared with the model predictions. 
 
INTRODUCTION:  The description of material behaviour is crucial for all simulations 
of material deformation processes. Simulation of machining [Vaz jr et al. 2007] has 
several numerical as well as modelling complications. One problem is to obtain test data 
for the material at high strain rates. Thus it is always necessary to extrapolate the material 
model outside the range of calibration. This paper illustrates the complexity of the 
mentioned problem for two different types of material models describing the mechanical 
behaviour of AISI 316L. 
 
PROCEDURES, RESULTS AND DISCUSSION: A dislocation density model and the 
Johnson-Cook model are used as examples when discussion extrapolation of models to 
high strain rates.  
Empirical and physical based models: Physical based models are models where the 
physical mechanisms are underlying the deformation in contrast to empirical models 
which are of a more curve-fitting nature. However, due to the need for averaging and 
also limited knowledge about some of the relations making up the model, physical based 
models need also be calibrated. Two different types of physical based models exist. One 
option is to explicitly include variables from physics as internal state variables. The other 
possibility is to determine the format of the constitutive equation based on knowledge 
about the physical mechanisms causing the deformation. The latter is a so-called “model-
based-phenomenology” [Frost and Ashby 1982]. Some advantages of physical based 
models are that they may have links, via parameters like grain size etc, to models for 
microstructure evolution [Kocks & Mecking 2003] and may have a larger domain of 
validity. It is also hoped that they can be extrapolated outside their range of calibration. 
This requires that the physical mechanisms implemented in the models still dominate the 
deformation in the extended range. 



Scope of study: A dislocation density model is compared with the classical Johnson-
Cook model [Johnson and Cook 1983]. Previous model development [Lindgren et al. 
2008] has been based on a strain range up to 0.6, strain rate up to 10s-1, and temperatures 
up to 1300°C. In this paper the previously calibrated dislocation density model and the 
Johnson-Cook model are compered with the new data for high strain rates obtained via 
split Hopkinson pressure bar tests (SHPB). 
Numerical procedure: A toolbox has been implemented in Matlab™ where parameter 
calibration can be done. A constrained gradient method was used in the minimization 
algorithm and the radial return stress-strain algorithm was used in order to be able to 
apply varying strain and temperature paths to the model. The temperatures were 
measured during the tests at low strain rates and computed assuming adiabatic heating 
for the tests in the high strain rate. The data for the Johnson-Cook model that is used to 
generate the results shown below are given in Table 1. The model is written as 
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where pε  is the effective plastic strain and T is the temperature. 
 

Table 1: Material Parameters for Johnson-Cook Model. 
Case A B n C 

refε&  m 

Low 248 MPa 1007 MPa 0.452 0.0727 1 s-1 0.259 
High 245 MPa 580 MPa 0.587 0.117 1 s-1 0.733 

 
Results: Some examples of measured stress-strain curves compared with the dislocation 
density model are shown to the left in Fig. 1, from Lindgren et al. [2008]. The model 
gives an overall good agreement in the range from 0.001 to 10s-1 and room temperature 
up to 1300°C. The Johnson-Cook model does not give any good results when subjected 
to the entire test data in Lindgren et al. [2008] due to its simple form. Therefore only the 
curves, shown in the right part of Fig. 1, were used to calibrate it. The obtained 
parameters are called ‘Low’ in Table 1. These two models were then used to model the 
response in the high strain rate range and the results are shown in Fig. 2. The Johnson-
Cook model can be re-calibrated to fit the high strain rate data well (not shown in paper) 
and the parameters denoted ‘High’ in Table 1 are obtained but then the fit to the low 
strain rate range will be poor. 
 
CONCLUSIONS:  Re-calibration is not a consistent approach using a physical based 
model. Rather, the discrepancy indicates that new physics are entering during the 
deformation at these high strain rates. The correct approach will be to determine the 
underlying physics, implement it into the model and then re-calibrate. The possible 
phenomena for deviation may be martensite formation, twinning, a more even structure 
of immobile dislocation or drag forces on moving dislocations. 



 
Fig. 1. Flow stress curves for dislocation density model, left, calibrated for strain rates up 
10s-1, and temperatures up to 1300°C [Lindgren et al. 2008] and, right, for Johnson-Cook 
model calibrated using the shown curves. The lines are computed values. 

 
Fig. 2. Flow stress curves for dislocation density model, left, and for Johnson-Cook 
model, right, extrapolated to high strain rates. The lines are computed values. 
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1 INTRODUCTION 

Finite element simulation of machining processes is still a challenge both with respect to 
numerical methods and the physics to be modelled. Therefore, verification and validation are 
essential. The paper discusses these issues and particularly the relation to the variations of the 
process itself and requirements on accuracy of models when assessing their validity. The 
numerical problems in modelling this process are several but most notably are the need for 
reliable remeshing and contact algorithms. The modelling problem is particular problematic 
regarding the material behaviour and models for the contact behaviour1, 2.   

2 TERMINOLOGY 
A model is a device used to represent certain aspects of phenomena, processes and/or 

objects in the real world. Its purpose is to predict real world behaviour.  It is embodied in a 
finite element model in the current context. Those aspects of a real world phenomenon that 
are in focus when evaluating a model are the scope of the model. The concept of verification 
and validation (V&V) defined in below is taken the papers by Oberkampf3 and co-workers in 
the following. The term verification is the ‘substantiation that a computerized model 
represents a conceptual model within specified limits of accuracy4. Thus verification is 
defined as the process of confirming that the equations that are defining the mathematical 
model are solved correctly and with expected convergence properties. It requires stable and 
consistent numerical algorithms5-7. This is the code verification process where different 
analytical solutions, benchmark cases and other numerical tools are used to check the 
computer code. Validation is the checking of the accuracy of the model with respect to real 
world behaviour. Thus if verification is the checking that the equations are solved correctly, 
then validation can be considered as the checking that the correct equations are solved. The 
validation process is strongly related to the scope of the model and the needed accuracy. The 
aim is to create a sufficient valid and accurate model. The validation is done by comparison 
with experimental results from the studied problem. The use of measurements to determine 
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necessary input to model parameters, like material properties, is called calibration. It is 
important to keep the distinction between calibration and validation8. Belytschko  and Mish9 
discuss different types of uncertainties and the problem of creating a valid model. Errors are 
introduced due to uncertain input data due to insufficient measurements. They are epistemic 
or reducible errors10. Irreducible errors are caused by stochastic variations. This is also related 
to the question about robustness of the process and the model. Prediction is the modelling and 
simulation of a specific case different from the validated case. Oberkampf et al.3 discuss the 
problem of ‘how nearby’ the prediction case is to the validated case. This determines the 
confidence the validation case gives that the predicted will also be sufficient accurate.   

3 VERIFICATION OF MODELS 

The verification of a finite element model, assuming that the used fe-code is correct, 
focuses on obtaining convergence with respect to the element sizes as well as time stepping. 
The latter is closely related to convergence criteria in the nonlinear solution procedure. 
However, for an explicit finite element code, it is only the mesh size that is an issue. 

The experience from the authors is that the refinement of a model down to stable results 
can be very hard. We have found that the results seem to be stable for a number of refined 
models and then after one more refinement there will be large changes in the results. An 
example of this is the use of adaptive meshing and time stepping in MSC.Marc. One model 
was run with the (default) convergence criterions of residual force norm of 0.1 and 
displacement norm of 0.1. Both criteria must be fulfilled during equilibrium iterations. The 
model corresponds to a case described later (cutting speed of 240 m/min and feed of 0.15 
mm/rev) but another material model was used. The smallest element size was 7.5 μm and the 
radius of the cutting tool was 45 μm. The adaptive time stepping then required about 3400 
increments. We initially believed this was an accurate model and it gave a cutting force of 780 
N. Another analysis was executed where the only change was the reduction in the 
displacement norm criterion from 0.1 to 0.08. The fulfillment of this criterion required 13300 
increments in the analysis. The cutting force became 620N.  

4 SCOPE OF MACHINING MODELS AND VALIDATION 
The scope of machining models can be the need to predict chip formation, i.e. the shape of 
formed chip, cutting forces and/or residual stresses in the workpiece. The experience from the 
authors is that predicting chip formation requires a more accurate model than prediction of 
residual stresses and the determination of cutting forces is ‘easiest’. Validation of models can 
be done by measuring chip shape from quick stop experiments11, 12, dynamic measurement of 
cutting forces and x-ray or neutron diffraction measurements for residual stresses. Each of 
these methods has difficulties. The quick stop case does not preserve the chip shape that exists 
during the machining as there is an unloading of the chip. The inertia forces, pressure from 
the tool and, more important, temperature gradients have disappeared. The cutting force 
experiments are the most established and straightforward to do and are discussed in the next 
chapter. Measurements of residual stresses is in fact a measurement of existing elastic strains 
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and do have problem with the resolution of the gradients in along the surface as well as when 
trying to evaluate the stresses beneath the surface layer in the material2. 

5 ROBUSTNESS OF MACHINING 
A series of cutting force measurements were done by Kalhori and Lundblad, paper V in 

reference 2 and repeated in this study. They were orthogonal cutting tests with velocities and 
feeds and measurements as shown in Table 1. The difference is computed as 

100% ⋅
−

=
Kalhori

KalhoriCurrent

Force
ForceForce

 (1)

Our measurements give larger cutting forces, particularly for the smaller feed cases. An 
investigation showed that, although the experiments are nominally the same, there are 
differences with respect to micro geometry of tool as well as variations in the material, AISI 
316L. The nominal tool radius is 50μm. The real edge radius was 45μm in the case of Kalhori 
and 60μm in our case. Furthermore, it has been observed that the material, AISI 316L, has 
varying properties for different batches in the production. The stress-strain curves at room 
temperature and a strain rate of 0.01s-1 of the two different batches are shown in figure 1. The 
batch reaching the highest stress, 820 MPa, has the smallest strain to necking, 0.38 [-], 
whereas the variant used in our tests has a peak stress of 785 MPa and elongation of 0.40 [-].
  

Kalhori Current Difference % Test # Cutting 
speed 

[m/min] 

Feed 
[mm/rev

] 

Cutting 
depth 
[mm] 

Cutting 
force [N]

Feed 
force [N]

Cutting 
force [N]

Feed 
force [N] 

Cutting 
force [N] 

Feed 
force [N]

180a 180 0.05 3.0 404 360 446 437 10 21 
180b 180 0.15 3.0 890 584 960 592 8 1 
240a 240 0.05 3.0 391 357 442 439 13 23 
240b 240 0.15 3.0 857 520 929 560 8 8 

Table 1 : Orthogonal cutting experiments. 

6 VALIDATION OF MODELS 

Simulation of two of the cases in Table 1 was done with a tool radius of 45μm, as Kalhori 
had, and with 60μm, corresponding to current measurements, see Table 2. Test 240b was also 
simulated with a radius of 45μm and an increase of flow stress with 10% at all temperatures 
and strain rates. That case gave a cutting force of 1114 N (+7%) and feed force of 495N 
(+5%). 

 
Radius 45 μm Radius 60 μm Difference % Test # Cutting 

speed 
[m/min] 

Feed 
[mm/rev] 

Cutting 
depth 
[mm] 

Cutting 
force [N]

Feed 
force [N]

Cutting 
force [N]

Feed 
force [N] 

Cutting 
force [N] 

Feed 
force [N]

180a 180 0.05 3.0 345 286 429 347 24 21 
240b 240 0.15 3.0 1041 470 1061 531 2 13 

Table 2 : Computed forces for varying tool radii. 
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Lars-Erik Lindgren, Dan Wedberg and Ales Svoboda. 

7 DISCUSSIONS 
The conclusion is that there is a need for benchmarking software and also a careful check 

of convergence of used model in the verification process and that the requirements to consider 
a model to be validated must consider the process variation in industry. This, in the case the 
scope is cutting forces, may be that agreement between model and measurements around 10% 
are quite good. 

 
Figure 1: Flow stress curves of two variants of AISI 316L. 
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ABSTRACT: A dislocation density material model based on model-based-phenomenology has been used to predict 
orthogonal cutting of stainless steel Sanmac 316L. The chip morphology and the cutting forces are used to validate the 
model. The simulated cutting forces and the chip morphology showed good conformity with practical measurements. 
Furthermore, simulation of cutting process utilizing the dislocation density based material model improved 
understanding regarding material behaviour such as strain hardening and shear localization at the process zone. 
 
KEYWORDS: Metal Cutting, Chip morphology, Material model, Dislocation density, Finite element simulation 
 

1 INTRODUCTION  

Modern product development puts greater demands on 
the repeatability and a more predictable product 
development process. Rapid changes in the market 
require shorter lead-times, higher degree of innovation 
and more flexible products and services. The 
consequence is that fewer mistakes are allowed during 
the product development process. Simulations are used 
for two purposes: first, they can be used to verify 
product performance and efficiency within conceptual 
phase or detail design phase of a product development 
process. Secondly, instead of time and resource 
consuming trial and error activities in the workshop, they 
can be used as a test bench to increase awareness and 
understanding of the physical behavior of both the work 
piece materials as well as cutting tools during metal 
cutting operation in a shorter time. This makes it 
possible, within a shorter time frame, to produce a 
number of innovative solutions that create greater 
customer value in terms of accessibility, quality, 
productivity and profitability. 
However, modelling of work piece material has been one 
of the more challenging areas of research related to the 
metal cutting process. Apparently, there is a need for a 
reliable material model that can predict the thermo-
mechanical behaviour of materials at very high 
deformation rates and high temperatures occurring in 
metal cutting. This may give more accurate analysis of; 
chip forming mechanisms, cutting forces, temperature 
gradients at different cutting zones, wear of the insert, 
surface integrity and residual stresses on the work piece 
surface. During recent decades, several different material 
models have been proposed for this reason. These can be 
dividing into two major categories. The empirical 
material models such as Johnson & Cook [2] power low 
models, etc. which aims to covering the thermo-

mechanical behaviour of work piece material at high 
strain-rates including the material failure. These are the 
most frequent used by researchers to characterize the 
material behaviour, since the data has been more easily 
available via the literature but also easier to implement 
in commercial FE-programs. The second category is the 
physically based material models, which consider the 
underlying physical process. There are two different 
types of physical based models. One option is to 
explicitly include variables from physics as internal state 
variables. The other possibility is to determine the form 
of the constitutive equation based on knowledge about 
the physical mechanisms causing the deformation. The 
former is a so-called “model-based-phenomenology” [1]. 
This paper present an improved physical based material 
model initially developed by Lindgren, Domkin and 
Hansson [4] which accounts for high deformation rates 
up to 10000 s-1. The model is used to predict chip 
formation and cutting forces using finite element 
simulations. 

2 MATERIAL MODEL 

A plasticity model with a rate-dependent yield limit is 
used in the current study. The latter is described below. 

2.1 DISLOCATION DENSITY MODEL 

The dislocation density model consider dislocation glide 
and climb processes contributions to the plastic straining. 
The yield limit in this approach is separated into two 
components according to 

σy = σG +σ*  (1) 

where σG and σ* are the long-range athermal component 
respectively the short-range contributions to the flow 
stress. The first component, σG, is the stress needed to 
overcome the long-range interactions lattice distortions 



due to the dislocation substructure. The second 
component, σ*, is the stress needed for the dislocation to 
pass through the lattice and to pass short-range obstacles. 
Thermal vibrations will then also assist the dislocation 
when passing an obstacle. The long-range stress 
component is commonly written as;  

iG Gbm ρασ =  (2) 

where m is the Taylor orientation factor, α is a 
proportionality factor, G is the temperature dependent 
shear modulus, b is the magnitude of Burgers vector and  
ρi is the immobile dislocation density. The short-range 
stress components may be written as, 
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where ∆f0 denote the required free energy needed to 
overcome the lattice resistance or obstacles without 
assistance from external stress, τ0 denote the athermal 
flow strength required to move the dislocation past 
barriers without assistance of thermal energy, 

refε& denote the reference strain rate. The exponent p and 

q characterize the barrier profiles and usually have 
values between 10 ≤≤ p respectively 20 ≤≤ q . 

2.1.1 Structure evolution 
The evolution of the structure is considered to consist of 
a hardening and a recovery process. The used model 
assumes that the mobile dislocation density is stress and 
strain independent and much smaller than the immobile 
ones. Hence the evolution equation is written; 

)()( −+ += iii ρρρ &&&  (4) 

where index i denotes the immobile dislocations. The 
increase in immobile dislocation density is assumed to 
be related to the plastic strain rate and may therefore be 
written according to 

p
i b

m ε
λ

ρ &&
1)( =+  (5) 

where λ denote the mean free path which is a function of 
the size of the grains and the dislocation subcell 
diameter. The recovery may occur by dislocation glide 
and/or climb. The former is described by  

p
ii ερρ && Ω=−)(  (6) 

where Ω is a recovery function which depends on the 
temperature and strain rate. Recovery by climb is 
describe by 
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where cv is the vacancy fraction, eq
vc is the thermal 

equilibrium vacancy concentration, Dv is the diffusivity 
and cγ is a calibration parameter. More details are found 
in [4]. 

2.2 CALIBRATION OF MATERIAL MODEL 

It is well known that metal cutting is a manufacturing 
process involving large deformation and deformation at 
high strain rates. However, the calibration of the 
dislocation density model presented in [4] was based 
upon uniaxial compression tests at low strain rates, with 
a maximum strain rate of 10 s-1, and temperatures 
ranging up to 1300°C. Additional dynamic tests have 
therefore been performed. The tests were performed by 
Split-Hopkinson pressure bar tests (SHPB) for strain 
rates and temperatures up to maximum 9000 s-1 
respectively 950°C. From some selected stress-strain 
curves at different strain rates and temperatures a 
determination of material parameters was done by a 
developed toolbox in Matlab using an optimization 
method.  

3 EXPERIMENTAL SET UP 

3.1 SANMAC 316L 

An austenitic stainless steel of grade SANMAC 316L 
with the chemical composition given in Table 1 was 
used in these experimental tests. It is a machinability 
improved hot worked stainless bar steel which has been 
annealed, straightened, peel turned and polished to final 
delivery dimensions. 

Table 1: Chemical composition of SANMAC 316L [wt.%] 

C Si Mn P S 
0.009 0.31 1.71 0.031 0.023 

Cr Ni Mo V N 
16.86 10.25 2.04 0.048 0.040 

3.2 MECHANICAL CUTTING EXPERIMENTS  

The experimental machining set-up included both force 
measurments and quick-stop tests in order to capture the 
cutting and feeding forces and the chip morphology. The 
former was done under orthogonal cutting using a three 
component Kistler dynamometer of type 9263 together 
with a 300 Hz low pass filter. The quick-stop tests were 
performed with in-house developed equipment based on 
the "shear pin" design where the turnable tool holder 
rested on a hardened break pin at the front end.  By a 
sudden impact, in this case by an air-gun, the break pin 
was broken and the tool holder could accelerated away 
and out of the cutting action. The chip from the 
interrupted cutting was then removed, embedded, 
grounded, polished and etched for estimations of chip 
thickness and shear angle. All tests were performed 
using TNMG 160 408-QF insert made by AB Sandvik 
Coromant. This is a CVD-coated insert for finishing to 
roughing of steel at turning applications.  
 



Table 2: Experiment planning 

Test no Cutting speed 
Vc [m/min] 

Feed 
fn [mm/rev] 

1 100 0.25 
2 180 0.15 
3 240 0.15 
4 300 0.25 

 
The combination of CVD TiCN-Al2O3-TiN coating and 
a tough substrate make this grade (4015) a good choice 
for continuous as well as intermittent turning operations. 
The cutting insert geometry is designed with a cutting 
edge radius of 60 µm, a primary land of 0.15 mm and a 
rake face angle of -6°.  The chosen cutting parameters in 
order to validate the model is presented in Table 2. The 
cutting depth was chosen to be 3 mm. 

4 FINITE ELEMENT SIMULATION 

The orthogonal cutting process has been analysed 
utilizing the finite element program AdvantEdge[6]. This 
software is based on an updated Lagrangian formulation 
combined with an explicit time integration scheme. A 
staggered method for coupled transient mechanical and 
heat transfer analysis is used. A six-node quadratic 
triangle element with four integration points is used. A 
continuous updating of the finite element mesh 
facilitates the analysis facing large excessive 
deformations and shear localization[3]. The mesh 
refinement at different deformation zones occurs through 
a plastic strain energy error estimator. Since the physical 
based material model is not available in AdvantEdge, a 
user routine for the material model was developed. This 
was based on a thermo-elasto-plastic with mixed 
isotropic and kinematic hardening with a multiplicative 
decomposition plasticity formulation [5] which takes 
account high strain rates. 

4.1 FRICTION   

It is generally known that the elasto-plastic behaviour of 
the moving surfaces is strongly related to an interaction 
between contact pressure, surface integrity and surfaces 
temperature.  Usually, the chip – insert interface is 
divided in sticking region and slipping region. The 
contact behaviour of the sticking region may be treated 
by implementing the ultimate shear stress principle for 
the work piece material at the contact [8]. While the state 
of the shear stress on the interface reaches the maximum 
value, the relative motion of the contact surfaces at the 
slipping region use the Coulomb friction model. 
Consequently, the total amount of feed force is assumed 
to be the sum of shear forces at the stick and slip regions.  
However, the contact pressure perpendicular to the 
cutting insert shear region is often neglected through the 
discretization error at the tertiary cutting zone but also 
the way the material model is treated. In the current 
study the constitutive isotropic hardening material model 
and the mixed isotropic-kinematic hardening material 
model was compared. The later showed an improvement 

of the feed force comparing to the experimental results 
when the same friction condition was chosen. However, 
since it was not possible in AdvantEdge to determine the 
local friction coefficient at the contact nodes an average 
friction coefficient of 0.6 was chosen. This was 
calibrated by varying the friction coefficients from 0.0 to 
1.0 with a step of 0.2 and comparing the result with 
experimental measurements of feed force. It turned out 
that there was no significant difference in the force level 
for the friction coefficients above 0.6. Therefore, the 
friction coefficient of 0.6 was chosen for further 
simulations. 

5 RESULTS  

The simulated chip morphology was compared with the 
experimental measurements through a comparison of 
shear plane angel Φ and ratio between cut and uncut chip 
thickness Λ. The shear plane angle was evaluated by 
drawing a tangent line from the cutting edge to the 
material/chip intersection point, see Figure 1. However, 
deformations along the shear plane do not follow a 
straight line. Therefore, it may be difficult to determine 
this angel accurately using a straight line [7].  
In the case of the cut and uncut chip thickness ratio, the 
average thicknesses from the quick-stop tests were 
calculated from the chip profile which was determined 
via a light microscope. 
 

 

 

 

Figure 1:  Specimen from a quick-stop test, vc=180 
m/min and fn=0.15 mm/rev, showing evaluation of the 
shear plane angle.  

It is shown in Table 3 that the simulated chip is about 
40% thicker for the lower feed (0.15 mm) compared with 
the measured. The measured cutting forces were also 
compared with predicted. As shown in Table 4 there are 
a good agreement between predicted and measured 
cutting forces in both directions except for the feed force 
at the cutting speed of 100 m / min. The simulated feed 
force is about 30% lower compared to the measured. 
However, shear localization for different tests varied 
depending on the feed from 40 µm to 100 µm. Shear 
band widths were between 5 to 9 elements wide when  

Table 3: Measured and computed chip morphology 

Test no Measured Simulated 
 Λ Φ Λ Φ 

1 1.75 22° 1.8 27° 
2 1.32 23° 1.9 24° 
3 1.35 22° 1.8 23° 
4 1.58 26° 1.8 26° 

Φ 
Φ 



Table 4: Measured and computed cutting forces 

Test no Measured Simulated 
 Fc [N] Ff [N]  Fc [N]  Ff [N]  

1 1725 1084 1720 800 
2 960 592 990 550 
3 929 560 980 540 
4 1415 718 1500 700 

 
utilizing the error estimator based on plastic strain 
energy. The thermoplastic shear localisation is shown in 
Figure 3a-3b, which presents the distribution of the 
temperature and yield stress for thermal softening. 
Highly localised plastic deformation causes the 
temperature to rise sharply, well above the neighbouring 
regions, which in turn, causes the yield stress to 
decrease. This corresponds to increasing in dislocation 
density and vacancies as shown in Figures 4a-4b. The 
regions of low yield stress are more subjected to larger 
plastic deformations. The cyclical response of localised 
plastic deformation, temperature rise, yield stress 
reduction and large and localised deformation led to a 
significant upward movement of the portion of the chip 
above the shear band, which leads to the segmented chip 
formation process. 
 

  
a b 

Figure 3: Distribution of temperature and yield stress at 
primary deformation zone, vc=100 m/min, fn=0.25 
mm/rev. a) Temperature distribution. b) Yield stress 

  
a b 

Figure 4: Distribution of dislocation density and 
vacancies at primary deformation zone, vc=100 m/min, 
fn=0.25 mm/rev. a) Dislocation density. b) Vacancies. 

6 DISCUSSIONS AND CONCLUSIONS 

A physical based material model with emphasis on high 
strain rates, up to 10000 s-1, was developed and used 
successfully for prediction of chip formation in metal 
cutting. This enables to make a more detailed 
microscopic study of the process zone and to build good 
understanding regarding the interaction between strain 
hardening, thermal softening and shear localisation 
during chip formation. This further enhances the 
understanding of deformation mechanisms in cutting 
zone and leads to better process planning and 

development of cutting tools with improved durability, 
performance and process safety. The predicted cutting 
forces agreed well with the experimental measurements. 
Except for feed force at cutting speed 100 m/min which 
was about 30% lower in simulation compared to the 
measured. It is believed that this was due to a tendency 
to BUE which occur at lower cutting speeds and are 
difficult to capture in simulations. 
Furthermore, in the current study the constitutive 
isotropic hardening material model and the mixed 
isotropic-kinematic hardening material model were 
compared. The later showed an improvement of the feed 
force comparing to the experimental results when the 
same friction condition was chosen. This indicates a 
need for further investigation regarding the effect of 
hardening rule on deformations especially on the tertiary 
deformation zone in the future studies.  
However, the predicted chip thickness ratio was over 
estimated comparing to the quick-stop measurements. A 
discrepancy is believed to happen since no failure 
criteria were implemented in the model. Thermal 
softening is not enough to predict the discontinuous chip 
formation process. Hence the average chip thickness in 
simulations will be affected. This opens for future work 
to include the voids nucleation and damage evolution in 
the material model to achieve more realistic chip 
morphology. 
 
ACKNOWLEDGEMENT 
The financial support from the Swedish Research 
Council and AB Sandvik Coromant is gratefully 
acknowledged. 
 
REFERENCE 
[1] Frost H.J., Ashby M.F., Deformation mechanism 

maps (1st ed.), The plasticity and creep of metals 
and ceramics, Pergamon Press, p. 6, 1982 

[2] Johnson G. R., Cook W. H.: A constitutive model 
and data for metals subjected to large strains, high 
strain rates and high temperatures. In: 7th Internat. 
Symposium on Ballistics, 514-546, 1983 

[3] Kalhori V., Modelling and simulation of mechanical 
cutting, Doctoral thesis, ISSN: 1402-1544, 2001. 

[4] Lindgren L-E, Domkin K., Hansson S., 
Dislocations, vacancies and solute diffusion in 
physical based plasticity model for AISI 316L, 
Mechanics of Materials, Volume 40, Issue 11, 907-
919, November 2008  

[5] Simo J.C., Hughes T., Computational inelasticity, 
Springer Verlag, 1998. 

[6] Thirdwave, AdvantEdge User’s Manual Version 4.7 
[7] Xie J., Bayoumi A., Zbib H. Characterization of 

chip formation and shear banding in orthogonal 
machining using finite element analysis. In ASME 
International Conference on Material Instabilities: 
Theory and Applications, 1994. 

[8] Zorev N.N., Interrelationship between shear process 
occurring along tool face and on shear plane in 
metal cutting. ASME International Research in 
Production Engineering, 85, 42-49, 1963. 



 
 
 
 
 

 

Paper D 
 

 
 

SIMULATION OF METAL CUTTING USING A PHYSICALLY BASED 
PLASTICITY MODEL 

 
Ales Svoboda, Dan Wedberg, Lars-Erik Lindgren 

 
Accepted for publication in  

Modelling and Simulation in Materials Science and Engineering 
 





 1 

Simulation of metal cutting using a physically-based 
plasticity model 

 
Ales Svoboda1, Dan Wedberg2 and Lars-Erik Lindgren1 
1Luleå University of Technology, 971 87 Luleå, Sweden 
2AB Sandvik Coromant, 811 81 Sandviken, Sweden 
 
Email: ales.svoboda@ltu.se 
 
Abstract 
Metal cutting is one of the most common metal shaping processes. Specified 
geometrical and surface properties are obtained by break-up of the material 
removed by the cutting edge into a chip. The chip formation is associated with a 
large strain, high strain rate and a locally high temperature due to adiabatic 
heating which make the modelling of cutting processes difficult. The present 
study compares a physically based plasticity model and the Johnson-Cook model. 
The latter is commonly used for high strain rate applications. Both material 
models are implemented into the finite element software MSC.Marc and 
compared with cutting experiments. The deformation behaviour of SANMAC 
316L stainless steel during an orthogonal cutting process is studied.  

 
 
MSC code: 74D10 
Submitted to: Modelling and Simulation in Material Science and Engineering 
 
1. Introduction 
 
Cutting tool designs and cutting process parameters may be optimized by experimental 
measurements or by numerical analysis. In deformation zones in front of the tool and beneath the 
cutting edge, the material is deformed plastically by simultaneous action of large compressive and 
shearing stresses. The friction forces and dissipative plastic work generate high temperatures. 
This makes direct observations in the cutting zone during the machining difficult. Alternatively, 
the chip generation and flow may be observed by freezing the motion using quick-stop 
techniques. Nevertheless, these measurements are time consuming and a limited amount of 
information can be gained from experiments in comparison with simulations. 
The finite element method (FEM) is the most common numerical method used to analyse metal 
cutting operations, see (Vaz et al 2007). However, the modelling of the special conditions in the 
cutting zone requires a robust finite element software including capabilities such as thermo-
mechanical coupling, friction models, material models and effective contact algorithms. An 
additional degree of complexity is caused by the necessity to model material removal. The finite 
element mesh distortion due to large deformations requires a remeshing technique in the case 
when a Lagrangian reference frame is used. 
An important feature of a model for metal cutting is the material model. It must adequately 
represent the deformation behaviour during high rate loading and be able to account for strain 
hardening and strain softening, thermal softening as well as large variations in strain rate and 
temperature. In the majority of commercial FEM codes, the deformation behaviour of metals is 
represented by an empirical relationship, mostly in terms of the power law of strain and strain 
rate. These equations, relating the flow stress to the plastic strain, strain rate and temperature, are 
not based on any reasoning about underlying physics. The empirical relations are usually lacking 
in predictive capabilities beyond the derived range of experimental conditions at which they were 
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curve-fitted. It is therefore preferable to use models which are related to the underlying physics of 
the deformation coupled to the microstructure evolution. The advantage of using physically-based 
models is an expected larger domain of validity as compared with phenomenological models. 
However, the physically-based models must still be feasible for large scale computations. 
In the present study, which is part of a project aiming at development and validating models for 
machining, the physically-based dislocation density (DD) model is compared with the 
phenomenological Johnson-Cook (JC) plasticity model. The latter is commonly used in 
machining simulations. Both models were used to simulate orthogonal cutting of SANMAC 316L 
stainless steel, a material with a face-centred cubic (FCC) structure and low stacking fault energy. 
The steel has significant amounts of alloying elements which improve the corrosion resistance 
and the strength. These properties may be reduced during the machining when large residual 
tensile stresses are introduced. Residual stresses in the workpiece may also affect fatigue life of 
machined components. Therefore it is highly technically relevant to be able to predict a stress 
field after machining operations in order to optimize the machining parameters. 
The measurements of cutting forces and quick-stop tests were performed in order to evaluate 
accuracy and performance of the two material models. The simulated cutting forces, the chip 
morphology and dimensions are compared with the experimental results.  
 
 
2. Material modelling 
 
The material models discussed in the following sections were implemented into MSC.Marc 
software using user subroutine interface WKSLP. The subroutine makes it possible to introduce 
user-defined relations for the yield stress and the corresponding hardening slope as a function of 
temperature, equivalent plastic strain and equivalent plastic strain rate. The implementation of the 
material models is based on the additive decomposition of the spatial rate of the deformation 
tensor. A radial-return type algorithm was used for the integration of constitutive equations. 
 
2.1 Physically- based plasticity model 
 
Related to the theory of dislocation mechanics, Zerilli and Armstrong (1987) developed a 
constitutive model including different rate controlling mechanism for body-centred cubic (BCC) 
and FCC metals. Jaspers and Dautzenberg (2002) investigated the applicability of Zerilli-
Armstrong (ZA) model to metal cutting simulations in the comparison with the JC model. 
Guo et al (2006) compared predicted chip morphology obtained using the conventional JC model 
with the Bammann-Chiesa-Johnson (BCJ) model. The dislocation mechanics based BCJ model, 
Bammann et al (1996), incorporates strain rate and temperature sensitivity, as well as damage, 
through a yield surface approach. Meyers et al (2002) presented a review of physically-based 
models for plasticity due to dislocation glide as well as twinning. They also discussed high strain 
rates phenomena. The paper has a particular focus on the ZA model.  
The current model is an explicit physically-based model which includes a coupled set of 
evolution equations for the internal state variables, dislocation density and vacancy concentration. 
Explicit means that these internal state variables are used instead of accumulated effective plastic 
strain in the previous mentioned (implicit) physically-based models. The concept of the 
dislocation density is the amount (length) of dislocations for a representative volume element 
divided by its volume. The model considers two different densities, a mobile and an immobile 
dislocation density. The microstructure is not represented explicitly, but in average sense. Basic 
equations of the model are shown in the next section. Details of the model, experimental 
procedure and parameter optimisation are to be found in Lindgren et al (2008) for low strain 
rates. The model is based on the dislocation glide mechanism; see Frost and Ashby (1982). 
 



 3 

2.1.1 Flow stress and long-range term contribution 
 
We assume that the flow stress can be expressed as a combination of the long range and the short 
range parts of the resistance to the motion of dislocations, e.g. Bergström (1969/70), Estrin 
(1998), Follansbee and Kocks (1988). Hence, the yield stress is defined by 
 

∗+= σσσ Gy           (1) 

 
where σ G is due to long-range interactions with the dislocation substructure. It is an athermal 
contribution and is related to the immobile dislocation density. One common assumption for the 
long-range term is 
 

iG Gbm ρασ =          (2) 

 
Here, m is the Taylor orientation factor transforming the effects of resolved shear stress in 
different slip systems into effective stress-strain relations and is affected by the texture, α is a 
proportionality factor, ρi is the immobile dislocation density, G is a temperature dependent shear 
modulus and b is the Burgers vector. 
 
2.1.2 Flow stress and short-range term contribution 
 
The short-range term σ∗ in (1) is the thermally activated flow stress component. It is the stress 
needed for a dislocation to pass short-range obstacles and to move it through the lattice. The 
thermal vibrations of the lattice assist in overcoming obstacles. The velocity and the density of 
mobile dislocations are related to the plastic strain rate according to the Orowan equation 
 

m

bmp νρε =&           (3) 

 
where ν is the average velocity of mobile dislocations having a density ρm. The time taken by a 
dislocation to move over a distance between two obstacles consists of a waiting time and a 
running time. The moving dislocation has a waiting time in front of an obstacle before it manages 
to pass the obstacle (provided it does not become immobile) and then moves to the next one. The 
average velocity is related to the waiting time, as the running time is assumed to be negligible. 
The waiting time and thereby the average velocity is assumed to depend on the Gibbs free-energy 
of activation ∆G for cutting or by-passing of obstacles (see Frost and Ashby (1982)), and on the 
temperature T. The average velocity is defined as 
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where Λ is the mean free path for dislocations between two obstacles, υa is the attempt frequency 
which depends on the characteristics of obstacles and k is the Boltzmann’s constant. The previous 
relations lead to 
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The short-range stress component σ∗ may have a contribution from the lattice itself as well as 
from different kinds of obstacles. In FCC structures the lattice resistance to motion of dislocations 
is smaller as compared to the resistance provided by the discrete obstacles. Large obstacles will 
make the dislocations immobile and then contribute to the long-range term. One common relation 
between the activation energy ∆G and the short-range term representing a typical barrier 
encountered by a dislocation is  
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where ∆F is the total free energy required for a dislocation to overcome the lattice resistance or 
obstacles without aid from external stress. The quantityτ̂  is the athermal flow strength that must 
be exceeded in order to move dislocations across the lattice without the aid of thermal energy. 
The exponents 0 < p ≤ 1 and 0 < q ≤ 2 are related to the shape of energy barriers. The pre-
exponential term in (5), which is approximated following Frost and Ashby (1982) to be constant, 
is expressed as  
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Combining (5) with (6) and (7) yields 
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Rewriting (8) we obtain the short-range stress component as a function of the effective plastic 
strain rate, see Nemat-Nasser et al (2001) 
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2.1.3 Evolution of dislocation density 
 
The equation for the flow stress (2) requires evolution equations for internal state variables which 
are the dislocation density and the vacancy concentration. The mobile dislocation density is 
assumed to be much smaller than the immobile one, Bergström (1983), Estrin (2003). The 
immobile dislocation density is expressed in terms of hardening (+) and recovery (-) 
contributions. The presented model is tracing only the density of immobile dislocations ρi 
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Mobile dislocations move over a mean free path Λ before they are immobilized or annihilated. 
The immobile dislocation density is assumed to increase proportional to the plastic strain rate, 
which is related to the density of mobile dislocations, shown in (3), and inversely to the mean free 
path 
 

p
i b

m ερ &&

Λ
=+ 1)(           (11) 

 
The mean free path Λ is related to the grain size g and the dislocation subcell diameter s 
 

sg
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          (12) 

 
The effect of grain size on flow stress, the Petch-Hall effect, is accounted for this way and 
contributes to the hardening. The size of subcells is related to the immobile dislocation density by 
the parameter Kc  
 

i
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The dislocation density may be reduced by different processes. Recovery, remobilization and/or 
annihilation of dislocations are proportional to the current dislocation density and controlled by 
dislocation climb and glide. Recovery by dislocation glide is described by 
 

p
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where Ω is a recovery function that depends on temperature and strain rate. This model 
accommodates only the dynamic recovery due to the strain rate. Static recovery controlled by 
diffusion climb is assumed to have the form 
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In (15), υc  is the fraction of vacancies, eqcυ  is the thermal equilibrium vacancy concentration, 

υD  is the self-diffusion coefficient and cγ is a material parameter related to the stacking-fault 

energy. The dislocation density decreases towards an equilibrium value eqρ . 

 
2.1.4 Vacancy generation and migration 
 
The calculation of the vacancy concentration is required for the solution of (15). The generation 
and motion of vacancies are coupled with the recovery of dislocations and diffuse solute atoms. 
The model presented here is only concerned with mono-vacancies. When a crystal is retained a 
sufficient time at a given temperature, an equilibrium level of vacancies is reached. Deforming 
the material or changing the temperature generates the excess vacancies. The effect of excess 
vacancies on the diffusion is accounted for via (16) as  
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The stress in (16) is equal to the flow stress during a plastic deformation, the factor p
yεχσ &  is the 

fraction of the mechanical work needed for the vacancy formation, vfQ  is the activation energy 

for forming a vacancy, 0Ω is the atomic volume and jc  is the concentration of thermal jogs. The 

parameter ς describes the neutralisation effect by vacancy emitting and absorbing jogs, eq
vc is the 

equilibrium concentration of vacancies at a given temperature, vc  is the non-equilibrium vacancy 
concentration and Dvm is the vacancy migration. The equilibrium concentration at a given 
temperature is defined in (17) as 
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In (17) vfS∆ is the entropy increase when creating the vacancy. The rate of change in the vacancy 

equilibrium concentration is related only to the temperature change 
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Details of the model for vacancies and diffusion are to be found in Militzer et al (1994) and 
Lindgren et al (2008). 
 
2.1.5 Stress update algorithm 
 
The radial return operator for the integration of constitutive equations is used for updating the 
flow stress. Most plasticity models use the plastic strain is an internal variable. The DD model 
uses the immobile dislocation densityiρ and the vacancy concentrationvc as internal state 
variables. The computation of the increment of effective plastic strain, which fulfils the 
consistency condition, requires calculation of the yield stress and hardening modulus for the 
current iteration of the plastic strain and internal state variables. The evolution of the internal state 
variables is governed by the coupled differential equations. The rate of change in immobile 
dislocation density given by (19) comes from (11) - (15). The rate of change in vacancy 
concentration, (20), is given by (16), (17) and (18). 
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These equations are solved incrementally by an implicit Newton-Raphson method. Once the 
dislocation density and vacancy concentration are known, the hardening modulus and the flow 
stress can be evaluated. During the increment iteration the plastic strain rate is assumed constant. 
The hardening modulus in the incremental form is given by 
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Details of the stress update algorithm are shown in Lindgren et al (2008).  
 
2.2 The Johnson-Cook plasticity model 
 
The phenomenological Johnson-Cook (1983) plasticity model is commonly used in FE 
simulations of metal cutting. In the study by Shatla et al (2001), Özel and Zeren (2004) a 
modification of the JC model was applied to develop the methodology of flow stress 
determination for metal cutting simulations. Mabrouki and Rigal (2006) investigated thermo-
mechanical effects during chip formation using this model. Nasr et al (2007) used the JC model 
to simulate the effects of tool-edge radius on residual stresses. Calamaz et al (2008) introduced a 
strain softening effect in a modified JC model to predict the saw-tooth chip formation.  
The JC model assumes an independent effect of the strains, strain rates, and the temperatures. The 
model provides numerical stability and shows good fit to measured stress-strain data within a 
limited experimental range of strains, strain rates, and temperatures. The model is lacking the 
capability to capture the complex effects that are common in machining, see Guo et al (2006). 
In the classical form, the flow stress yσ is expressed as 
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The parameter A is related to the initial yield strength at room temperature, pε is the effective 

plastic strain, pε& is the effective plastic strain rate, refε& represents the highest strain rate for 

which no rate adjustment to the flow stress is needed, Tmelt is a melt temperature.  
Parameters A, B, C, n, m are user defined material constants. The expression in the first bracket of 
(22) gives a nonlinear hardening law; the expressions in the second and third bracket represent 
the effects of strain rate and temperature, respectively. 
 
 
3. Experimental procedures 
 
An austenitic stainless steel SANMAC 316L which is a machinability improved steel grade of 
AISI 316L was used in the experimental study. The chemical composition is given in table 1. The 
material parameters at room temperature are presented in A1. 
 

Table 1. Chemical composition of SANMAC 316L wt (%) 
 

C Si Mn P S Cr Ni Mo V N 
0.009 0.31 1.71 0.031 0.023 16.86 10.25 2.04 0.048 0.040 
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The hot worked steel bar was annealed, straightened, peel turned and polished to final delivery 
dimensions with a diameter of 190 mm. Several orthogonal turning and quick-stop tests were 
performed in order to measure cutting forces and to capture morphology of the chip. All cutting 
tests were performed on specimens with an outer diameter of 170 mm after the hardened surface 
was removed. 
In order to characterize the mechanical properties at the position where the forces were measured, 
quasi-static uni-axial tension tests were performed in the longitudinal and the transversal 
directions of the test bar. The average value of the yield strength and the tensile strength were 
found to be 276 (MPa) and 541 (MPa) respectively in the longitudinal direction and 280 (MPa) 
and 538 (MPa) respectively in the transversal direction. 
 
3.1 Measurements of cutting forces and quick-stop tests 
 
All tests were performed using the triangular CVD TiCN-Al 2O3-TiN coated insert TNMG 
160408-QF in grade 4015. This coating and substrate is preferable for continuous as well as 
intermittent turning operations. The insert having a wedge angle of 90° was mounted on a tool 
holder PTGNL 3225P in order to achieve a clearance angle of 6°. The insert used had a grooved 
geometry made up by a radius, a primary land of 0.15 (mm) and a rake face with an active rake 
face angle of -6 (°) due to the tool holder. There are always some dimensional deviations 
associated with manufacturing. In order to characterize the actual edge geometry, the radius was 
measured at three positions along the cutting edge. Inserts with the edge radius of 60 (µm) were 
subsequently chosen for the cutting force measurements and the quick-stop tests. 
Orthogonal cutting operations were performed on a George Fischer CNC turning lathe on 
prefabricated tubes with one closed end having an outer diameter of 170 (mm), a thickness of 3 
(mm) and a length of 115 (mm). A three component Kistler dynamometer of type 9263 was used 
together with a 300 Hz low pass filter for measuring the cutting and feed force components. 
Cutting data used for both experiments and simulations are presented in table 2. 
 

Table 2.  Cutting data in experiments and simulations 
 

Test No. Cutting speed 
vc 

(m/min) 

Feed 
fn 

(mm/rev) 

Cutting depth 
ap 

(mm) 
1 
2 

180 
180 

0.05 
0.15 

3.0 
3.0 

3 
4 

240 
240 

0.05 
0.15 

3.0 
3.0 

 
The measured history of the cutting forces can be divided into four regions: the ramp-in; the 
dynamic response; the steady state and the ramp-out, see Ivester et al (2007). All evaluations 
were done by averaging the signal in the steady state region where the force oscillations 
converged towards a plateau of stable oscillations, independent of time. During the dynamic 
response section, which follows after the short ramp-in, the forces are reduced down to steady 
state conditions. The time histories of measured and simulated cutting forces are presented in 
figure 6. 
A number of quick-stop tests were performed in order to study the chip morphology. One 
important prerequisite and challenge of the test is to freeze the chip formation process during 
cutting without affecting the cutting action and distorting the chip. This can be done by 
instantaneous reducing the relative velocity between the insert and the work material to zero. In 
this study, in-house developed quick-stop equipment based on the “shear pin” design was used; 
see Childs et al. (2000) and Satheesha et al. (1990). The tests were performed on the same 
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specimen geometry as used for the measurements of the cutting forces. When the steady state 
conditions in the orthogonal turning operation were reached the process was instantaneously 
stopped and the chip geometry evaluated. The chip was cut off and then embedded, grounded, 
polished and etched for further examinations in a microscope for estimations of the thickness and 
the shear plane angle. The chip geometry from quick-stop tests showed some serrated form. 
Hence, the average chip thickness was obtained from the estimated chip area and the chip length 
which were calculated from the microscope image. 
The chip geometry for test case No 2 is shown in figure 1(a). The evaluation of the shear plane 
angle was done by drawing a tangent line from the cutting edge to the intersection of the un-
deformed surface of the work material and the chip as shown in figure 1(b). 
 
 

 
(a)      (b) 
Figure 1. Quick-stop test – case No 2: (a) chip geometry, (b) evaluation of the shear plane angle from the 
quick-stop specimen  
 
However, deformations along the shear plane do not generally follow straight lines which 
influenced the accuracy of the evaluation. 
 
3.2 High strain rate testing 
 
The Split-Hopkinson bar is commonly used when determining the inelastic response of metals at 
high strain rates. This technique has the capability to measure the response of metallic materials 
at strain rates up to 104 (s-1), see Nemat-Nasser (2000). In the present work the high strain rate 
testing was performed using the Split-Hopkinson pressure bar (SHPB) over a broad range of 
temperatures and strain rates. The temperatures were ranging from room temperature up to 950 
(°C) and the strain rates varied up to maximum 9000 (s-1). 
Characteristics of Split-Hopkinson technique are that the strain and the strain rate both are 
affected by the impact velocity of the striker and the initial length of specimen. Different impact 
velocity of the striker, initial length of specimens and length of the striker were used to obtain 
different strains and strain rates. The impact velocity of the striker could in this case be adjusted 
by different settings of pressure. A more detailed description of the test equipment used in the 
current work is given in Apostol et al (2003).  
The tests at elevated initial temperature were performed by pushing an arm, loaded with the 
specimen, into a stand alone furnace. When the desired temperature was reached, the specimen 
was pulled out and placed between the incident and the transmitted bars but still without physical 
contact. The transmitted bar was then push towards the specimen with a pneumatic manipulator 
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establishing contact just before the stress pulse reached the transition between the incident bar 
and the specimen, all in accordance to prevents thermal gradients in the specimens. 
The signal was measured using strain gages in front of and beyond the specimen in the incident 
respectively the transmitted bar. The recorded signal consisted of several frequency components. 
To make up for the dispersion, a fast Fourier transform (FFT) was used in the evaluation process 
were the frequency components were shifted, see Gorman (1983). Passive damping was used to 
reduce the elastic oscillations. 
 
3.3 Calibration of material models 
 
Very high strain rates exist in the primary and secondary shear zones while the rest of the 
workpiece deforms at low strain rates. The primary shear zone is where the major shearing of 
workpice material occurs, in a secondary shear zone adjacent to the tool-chip interface shearing 
due to contact conditions takes place. Thus, tests with both low and high strain rates for varying 
temperatures are needed. The calibration of the DD model in Lindgren et al. (2008) was based on 
uni-axial compression tests conducted at strain rates ranging from 0.001 - 10 (s-1) and temperature 
in the range 20 - 1300 (ºC). Therefore, recalibration of the model by using additional high strain 
rate tests was needed.  
Deformation behaviour of AISI 316L steel during machining and optimization of material 
parameters for the JC model were addressed in several papers. In the study conducted by 
Umbrello et al (2007), the influence of different sets of material constants for the JC model on 
machining simulation of AISI316L is discussed. Determination of parameters for the JC model 
based on orthogonal cutting tests and analytical modelling is presented by Özel and Zeren (2004). 
The set of stress-strain curves used in the current study for the calibration of the JC model and the 
response of the model to varying load paths is presented in figure 2. 
The JC model can not give a good accuracy when subjected to the entire test set. Therefore, only 
data from the high strain rate tests were used to calibrate the model as shown in figure 2. 
Furthermore, the JC model response was never extrapolated outside the experimental range. 
It was found that the hardening due to large strains but still low strain rates at the start of the 
simulation was too large. This prevented the initiation of chip formation. The chip formation did 
not proceed in a similar way as shown in figure 4b for the test case No 2 and the DD model. 
Therefore, in the implementation of the JC model into MSC.Marc software, strain rates larger 
than 9000 (s-1) were set to this cut-off value. The same was done with plastic strain. This cut-off 
value was 60 (%). The use of cut-off means that when evaluating the flow stress according to 

(22), the effective plastic strain was never larger then max( )6.0,pε  and its rate never higher then 

max( )9000,pε& . Thus, the actual strain and strain rate in the simulation was overruled by the cut-
off limits when evaluating (22). 
The obtained parameters for the JC model that were used for simulations are given in table 3. 
 

Table 3. Material parameters for the JC model 
 

A (MPa) B (MPa) n C 
refε&  (s-1) m Tmelt (ºC) 

111 358 0.49 0.257 1  0.805 1358 
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Figure 2. Flow stress curves used for calibration of the JC model. The lines are computed values. 
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Figure 3. Flow stress curves used for calibration of the DD model. The lines are computed values. 
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For the calibration of the DD model, the entire test set (both low and high strain rate data) was 
used. The response of the DD model to varying load paths over the entire test range shown 
acceptable accuracy, see figure 3. The figure shows only half of the calibration set in order to 
make the figure readable. The excluded curves show the same quantitative agreement between 
model and measurements as those included in the figure. No cut-off was used in the 
implementation of the DD model. 
The parameters obtained from low strain rate tests, including known or assumed parameters from 
literature, are presented in Lindgren et al. (2008). Temperature-dependent parameters determined 
by calibration of the model with Split-Hopkinson pressure bar tests are presented in A2 and A3. 
 
 
4. Finite element formulation 
 
The implicit FE software MSC.Marc was used together with an updated Lagrangian formulation 
accounting for large deformation and strains. The ability of Marc software to adaptively remesh is 
crucial in the used approach. Then, it is possible to maintain a reasonable shape of elements and 
also capture gradients of strain, strain rate and temperature. This remeshing strategy does not 
require a criterion for modelling of the chip separation from the workpiece.  
A staggered step approach for coupled transient mechanical and heat transfer analysis was 
utilized. The full Newton-Raphson method was applied to solve the global system of equilibrium 
equations and the nonlinear system of equations for state variables, respectively. 
The friction condition is an important factor that influences chip formation. Friction on the tool-
chip interface is not constant and is a function of normal and shear stress distribution. Normal 
stresses are largest in the sticking contact region near the tool tip. The stress in the sliding zone 
along the contact interface from the tool tip to the point where the chip separates from the tool 
rake face is controlled by frictional shearing stress. A variety of complex friction models exists, 
however, the lack input data to these models is a limiting factor. The model for tool-chip interface 
employed in the current study is a generalized Coulomb friction model. A value for the friction 
coefficient was estimated from the measured force components at the tool rake angle using 
Merchant’s theory of chip formation; see Childs et al. (2000). The friction coefficient µ = 0.5 was 
taken as an average value from the whole range of cutting experiments. 
The heat generated in metal cutting has a significant effect on the chip formation. The heat 
generation mechanisms are the plastic work done in the primary and secondary shear zones and 
the sliding friction in the tool-chip contact interface. Generated heat does not have sufficient time 
to diffuse away and temperature rise in the work material is mainly due to localized adiabatic 
conditions. Experimental and modelling efforts were devoted to determine the amount of 
dissipated energy during severe plastic deformation since Taylor and Quinney (1937) presented 
their work. They found that the fraction of dissipation was typically in the range [0.8, 1.0] for the 
materials they studied. Vivier et al. (2009) investigated the amount of dissipated and stored 
energy in structures containing frictional cracks and elasto-plastic zones and stated that the 
Taylor-Quinney coefficient was not a constant. Stainier and Ortiz (2010) presented the variational 
theory of thermo-mechanical coupling that results in precise predictions of the rate of heating due 
to dissipation and its dependency on the strain and the strain rate. A standard practice in FEM 
simulations of mechanical cutting is to assume the fraction of plastic work transformed into heat 
equal to 0.9, e.g. Shi et al (2002), Özel (2006). 
In the current study the fraction of plastic work converted into heat was assumed to be constant 
and equal to 90%. The heat generated by friction was also calculated and applied as a surface 
flux; see also Grzesik and Nieslony (2004), Abukhshim et al (2006) and Dogu et al (2006). The 
heat generation conversion factor between energy due to friction and heat generated in a coupled 
contact analysis was assumed to be equal to 0.9, default value in MSC.Marc software. 
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Chip formation is also influenced by the contact heat transfer coefficient. Different values were 
reported, such as 1x105 (W/m2 ºC) in Özel (2006) or 50x106 (W/m2 ºC) in Mabrouki et al (2006). 
A number of numerical trials were run with varying values of the heat transfer coefficient to 
obtain a homogeneous temperature field across the nearest region of the contact. The value 5x106 
(W/m2 ºC) was used in the presented work.  
An orthogonal cutting operation was employed to mimic 2D plane strain conditions. The depth of 
cut, used for all test cases, was equal to 3 (mm). Coupled thermo-mechanical plane strain 
elements were used for the discretization of the workpiece and the tool, respectively. Fully 
integrated bilinear quadrilateral thermo-mechanical elements were used for the workpiece. The 
mean dilatational formulation and constant temperature distribution over the element were used to 
avoid a problem with incompressibility. The initial mesh was defined by 900 elements, see figure 
4a. The tool geometry was discretized by 2298 tree-node thermo-mechanical elements. The 
dimension of the workpiece in the FEM model was 8x1.6 (mm). A horizontal velocity 
corresponding to the cutting speed was applied to the nodes at the bottom of the workpiece. The 
nodes along the horizontal and vertical outer edges of the tool were fixed. 
 

  
(a)      (b) 
Figure 4.  2D plane strain FE model of orthogonal cutting: (a) initial mesh, (b) initiation of the chip 
 
Due to adaptive remeshing, the average number of elements increased up to 14 000. The effect of 
remeshing near the tool tip is illustrated in figures 4(b), 5(a)-(b) for the test case No 2 with the 
DD model. The mesh adaptivity was controlled by the global remeshing parameters. Elements 
having the effective size larger then 0.1 (mm) were automatically remeshed. The lower bound for 
element size was 2.5 (µm). This element size is approximately equal to the shortest tool element 
edge in the tool-chip contact. Furthermore, the mesh was updated every fourth increment to 
prevent the severe element distortion. 
The adaptive time stepping procedure with multi-criteria such as automatic reducing/increasing 
time step size was used to control the analysis. Initial time step size equal to 10-10 (sec) was 
increased to 10-6 (sec) during the steady state part of the simulation. 
Material properties for the workpiece material are shown in A1. Material properties of the tool 
were assumed thermo-elastic. 
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(a)      (b) 
Figure 5. Intermediate stages of the chip formation: (a) time 9.251e-5 (sec), (b) time 2.891e-4 (sec) 
 
 
5. Results 
 
Finite element simulations were carried out for the cutting data that were used for the 
experiments. Observations on the formation of chips and forces needed to create them are 
compared with simulation results in the next section.  
 
5.1 Cutting forces 
 
The measured histories of cutting force Fc and feed force Ff for the test case No 2 are shown in 
figure 6(a).The force values presented in table 4 were evaluated by averaging the measured signal 
in the steady state region. The steady state in the experiment was reached approximately during 3 
(sec) after the start of measurements.  
 
 

 
 

(a)       (b) 
Figure 6. Cutting force Fc and feed force Ff - test case No 2; (a) measured, (b) simulated 
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The loading histories of simulated forces, see figure 6(b), were evaluated at the chip tool 
interface. Average values of the computed forces in the steady state region are compared with the 
experimental results in table 4. The error used for the evaluation of the computed results is 
defined as 
 
 

%100×−=
Measured

MeasuredComputed
e        (23)  

 
 

Table 4.  Measured and simulated cutting forces 
 

Test  Measured Simulated JC Simulated DD 
No. Fc 

(N) 
Ff 

(N) 
Fc 

(N) 
e 

(%) 
Ff 

(N) 
e 

(%) 
Fc 

(N) 
e 

(%) 
Ff 

(N) 
e 

(%) 
1 446 437 425 -4.7 350 -19.9 485 8.7 400 -8.5 
2 960 592 1065 10.9 515 -13.0 1100 14.6 545 -7.9 
3 442 439 440 -0.5 355 -19.4 480 8.6 390 -11.2 
4 929 560 1050 13.0 510 -8.9 1075 15.7 530 -5.4 

 
 
5.2 Chip geometry and shear plane angle 
 
The formation of the chip involves a shearing of the workpiece material at the shear plane, the 
region of progressive plastic deformations extending from the tool edge to the position where the 
upper surface of the chip leaves the work surface. The highest strain rates are localized into a 
narrow band starting in front of the tool edge radius. They are significantly larger in the primary 
shear zone than in the remaining material, see figure 7. 
The chip formation was simulated as a continuous process without taking into account any 
damage criteria. The chip geometry from the quick-stop test was compared with simulated results 
achieved by the DD model and by the JC model. The simulated chip thickness was obtained by 
averaging values evaluated at three subsequent sections along the chip edge. Measured and 
simulated chip thicknesses are presented in table 5. 
The shear plane angle was estimated using strain rate plots according to figure 7. Measured and 
simulated values of the shear plane angle are also presented in table 5. The error in the computed 
chip thickness and shear plane angle was evaluated using (23).  
.  

Table 5.  Measured and simulated chip thickness t and shear plane angle φ respectively 
 

Test  Measured Simulated JC Simulated DD 
No. t 

(mm) 
φ 

 (°) 
t 

(mm) 
e 

(%) 
φ 

 (°) 
e 

(%) 
t 

 (mm) 
e 

(%) 
φ 

(°) 
e 

(%) 

1 0.129 20 0.095 -26.4 34 70.0 0.102 -20.9 23 15.0 
2 0.198 23 0.294 48.5 33 43.5 0.241 21.7 25 8.7 
3 0.119 27 0.111 -6.7 26 -3.7 0.097 -18.5 31 14.8 
4 0.203 28 0.293 44.3 32 14.3 0.240 18.2 32 14.3 
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5.3 Material response 
 
All figures presented in this section correspond to the steady state conditions. The results shown 
are for the cutting velocity of 180 (m/min) and feed of 0.15 (mm). Results from the DD model 
and the JC model are presented side by side. Figure 7 illustrates distribution of effective plastic 
strain rates in the primary and secondary shear zones. Figure 7(a) presents a maximum plastic 
strain rate value of 68000 (s-1) calculated by the DD model. The distribution of plastic strain rates 
having a maximum value of 70 000 (s-1) calculated using the JC model is shown in figure 7(b). 
 
 

  
(a)      (b) 
Figure 7. Effective plastic strain rate; (a) the DD model, (b) the JC model. 
 
Temperature fields are presented in figure 8. Maximum temperature was generated in the contact 
between chip and rake face of the tool. Figure 8(a) shows the temperature field generated by the 
DD model with a maximum value of 695 (ºC), temperature distribution related to the JC model 
having maximum of 673 (ºC) is shown in figure 8(b). 
 

 
(a)      (b) 
Figure 8. Temperature distribution; (a) the DD model, (b) the JC model. 
 
The material response simulated by the DD model during the dynamic loading history is 
controlled by the state variables. The vacancy concentration and the dislocation density are shown 
in figure 9. In the domains of highest temperature concentrated close to the tool rake face, see 
figure 8(a), the significant generation of vacancies coupled with the dislocation recovery is 
present, see figure 9(a). In the area close to the outer surface of the formed chip with lower 
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temperature level, the increased dislocation density controls the hardening, figure 9(b). Initial 
value of dislocation density 1012 (m/mm3) was increased up to 1015 (m/mm3). 
 

  
(a)      (b) 
Figure 9. State variables for the DD model; (a) vacancy concentration, (b) dislocation density 
 
 
6. Discussions and conclusions 
 
The aim of the presented work was to compare the predictive capability of the DD model with the 
JC model. The scope of the evaluated models was to predict chip formation in terms of chip 
thickness and shear plane angle, and cutting forces.  
The numerical problems in modelling the cutting process are numerous, particularly the need for 
reliable remeshing and contact algorithms. The solution for cutting forces and chip formation are 
strongly influenced by criteria for the element size as well as time stepping. A number of 
numerical experiments were run to determine the parameters for a stable solution. Remeshing of 
the work material was controlled by a set of control parameters. Tool penetration into the work 
material was suppressed. When it occurred, the work material was remeshed and a new boundary 
in the tool-chip contact was determined. A minimum element edge length 2.5e-3 (µm) was used 
for the remeshing of the workpiece. 
Other parameters influencing the chip form and the level of simulated forces are convergence 
criteria. Default values in Marc software, residual checking (relative force tolerance 0.1) together 
with displacement checking (relative displacements tolerance 0.1) resulted in cutting force Fc 
equal to 1155 (N) and feed force Ff equal to 555 (N) for the test case No 2. The modification of 
these criteria, (relative force tolerance 0.01) and (relative displacements tolerance 0.01), provided 
5% change in the cutting force and 2% change in the feed force. The latter values of convergence 
criteria proved to be acceptable for sufficient accuracy. 
It can be concluded that using mesh and convergence criteria that capture local effects in shear 
zones are important factors for a sufficient valid and accurate model. 
Forces were slightly better predicted by the DD model. The feed force was underestimated by the 
DD model by about 10 (%), largest deviation of the feed force predicted by the JC model was 20 
(%). The largest error in the cutting force predicted by the DD model was 15.7 (%). The JC 
model both overestimated and underestimated the cutting force with a largest deviation of 13 (%). 
The DD model shows also good prediction capability of the chip morphology in comparison with 
the JC model. Largest error of the chip thickness was predicted by the JC model for the cutting 
speed 180 (m/min) and feed 0.15 (mm). The shear plane angle was overestimated the most by the 
JC model by about 70 (%) for cutting speed 180 (m/min) and feed 0.05 (mm). The discrepancy in 
the simulated results can be related to the fact that the chip formation was simulated as a 
continuous process and no strain softening or damage was included.  
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The question whether the models are useful for evaluating cutting forces and chip geometry for a 
given tool design, depends naturally on the context. Sometimes it is sufficient to have a model 
that gives a qualitative correct answer. However, during later design stages, then more 
quantitative correct results are required. The errors in tables 4 and 5 must be related to the context 
where they will be used, namely the cutting tool manufacturing industry. Results in 
Lindgren al. (2009) indicates that variations in tool radius in the industrial production of 
nominally identical cutting tool as well as variations in material properties of nominally the same 
workpieces can cause variations around 10% in forces. We then estimated that errors below 10% 
indicate a model fit for the purpose. The dislocation density model can predict forces near the 
wanted precision. 
Both material models were calibrated with SHPB test for strain rates up to 9000 (s-1). It is obvious 
that the calculated values of the plastic strain rate gained by both material models are 
significantly larger than the experimental range. Physically based plasticity models are supposed 
to have larger domain of validity and can be extrapolated outside their range of calibration. But, 
this requires that the mechanisms controlling the deformation in the calibration set are still 
dominating in the extrapolated range. The model presented in Lindgren et al. (2008) was used 
without any particular mechanisms to account for very high strain rates. Future work will address 
implementation of those particular mechanisms which are significant for high strain rate 
deformations such as phonon or electron drags as discussed in Frost and Ashby (1982), 
Regazzoni et al (1987), Guo and Nemat-Nasser (2006). 
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Appendix A 
 
 
A1.  SANMAC 316L - material parameters 
 

Young´s 
modulus 

E 
(GPa) 

Poisson´s ratio 
 

ν 

Heat capacity 
 

Cp 

(J/kg°C) 

Thermal 
expansion 

α 
(1/°C) 

Thermal 
conductivity 

λ 
(W/°Cm) 

Density 
 
δ 

(kg/m3) 
201 0.3 445 15.5e-6 14 7900 

 
 
A2.  Parameters determined by the calibration 
 

Notation Equation No. Value Dimension 

α 2 0.4  

0iρ  Initial immobile 
dislocation density 

1.1012 m/mm3 

Kc 13   
cγ 15   

τ̂  7   

∆F 7   
Ω 14   
p 7 0.333  
q 7 1.902  

 
 
A3.  Parameters determined by calibration that are temperature dependent 
 

Temp (ºC) Kc cγ τ̂  ∆F Ω 

20 59.73 0.0275 0.010390 0.5056 4.499 
200 32.64 0.0275 0.010000 0.8609 7.329 
400 56.09 0.0275 0.007392 0.9117 10.58 
600 48.15 0.0275 0.005643 0.9913 10.29 
700 45.69 0.0275 0.006256 0.9297 13.68 
800 46.69 0.0275 0.007939 0.7789 13.54 
900 55.13 0.0275 0.005409 0.6795 13.05 
1100 121.1 0.0275 0.032410 0.6242 14.73 
1300 200.0 0.0275 0.050000 0.6615 28.62 
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