T

Dislocation Density Based Material
Model Applied in FE-simulation
ot Metal Cutting

Dan Wedberg






LULEA
UNIVERSITY

OF TECHNOLOGY

Dislocation Density Based Material
Model Applied in FE-simulation
of Metal Cutting

Dan Wedberg

Lulea University of Technology
Department of Applied Physics and Mechanical Engineering



Printed by Universitetstryckeriet, Luled 2010

ISSN: 1402-1757
ISBN 978-91-7439-126-8

Luled 2010

www.ltu.se



Abstract

Simulation based design enables rapid developnfgarbducts with increased customer value in
terms of accessibility, quality, productivity andbfitability. However simulation of metal cutting
is complex both in terms of numeric and physice Work piece material undergoes severe
deformations. The material model must thereforalide to accurately predict the deformation
behavior for a large range of strain, strain r&&9000 &) and temperatures. There exist a large
number of different material models. They can héddid into empirical and physically based
models. The far most common model used in simulaifometal cutting is the empirical
Johnson-Cook plasticity model, JC model. Physidadlged models are based on the knowledge
of the underlying physical phenomena and are ergecthave larger domain of validity.
Experimental measurements have been carried auter to calibrate and validate a physical
based material model utilizing dislocation den$ip) as internal variable.

Split-Hopkinson tests have been performed in ormeharacterize the material behavior of
SANMAC 316L at high strain rates. The DD model haen calibrated in earlier work by
Lindgrenet al. based on strain rate up to Iband temperatures up to 1300 with good
agreement over the range of calibration. Same goao@gspondence was not obtained when the
model was extrapolated to high strain rate responsees from the dynamic Split-Hopkinson
tests. These results indicate that new deformatiechanisms are entering. Repeating the
calibration procedure for the empirical JC modeives that it can only describe the material
behavior over a much more limited range.

A recalibrated DD model, using varying obstaclerstith at different temperatures, was used in
simulation of machining. It was implemented in amplicit and an explicit finite element code.

Simulation of orthogonal cutting has been performétt JC model and DD model using an
updated Lagrangian formulation and an implicit tistepping logic. An isotropic hardening
formulation was used in this case. The results sldaivat the cutting forces were slightly better
predicted by the DD model. Largest error was 160¥amared to 20 % by the JC model. The
predicted chip morphology was also better withfiemodel but far from acceptable.

Orthogonal cutting was simulated using an updagegtdngian formulation with an explicit time
integration scheme. In this case were two hardenileg tested, isotropic hardening and a mixed
isotropic-kinematic hardening. The later showedhaprovement regarding the feed force
prediction. A deviation of less than 8% could bé&aex except for the feed force at a cutting
speed of 100 m/min. The time stepping procedumimbination with the mesh refinement
seems to be able to capture the chip segmentatieewgell without including damage evolution
in the material model.

Further works will mainly focus on improving the Bbodel by introducing relevant physics for
high strain rates.
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Dislocation density based material model appliedirsimulation of metal cutting

Chapter 1
| ntroduction

Machining is one of the most commonly occurring ofanturing processes within
the industry to produce components based on speetjuirements. Demand for
new products with increased customer value in terhascessibility, quality,
productivity and profitability along with demandsr fa shorter time to market has
lead to that simulations are given a central nolproduct development cycle.
However machining can be characterized as a chipHig process that is complex
in its nature. The chip is formed under severerapil deformation in combination
with increased temperature due to plastic dissipatergy and friction from the
workpiece/tool contacts. Furthermore, the matenay undergo various micro-
structural changes, which also contributes to tmeglications. This will of course
also depend on the work piece material and itdlgyaliience, simulation of metal
cutting is complex both in terms of numeric andgby. The physical phenomena
may include large elasto-plastic deformation umderd process, thermo-
mechanical coupling, microstructural changes, maatrinterface between chip
and tool and chip formation mechanisms. Hence thierial model must be able to
adequately represent the deformation behavior imkehieng and softening under a
great range of strain, strain rate and tempera@oeect description of material
behavior is therefore crucial for simulation of adetutting in order of reliable
results for prediction of chip shape, cutting fascemperature distribution, wear,
and surface integrity including residual stresses.

There exist a large number of different materiatlele and many are designed to
take into account various phenomena. Material nsockeh be divided into
empirical and physically based material models. Eogl models do not take the
underlying physical phenomena in account. Equatimmsparameters are adapted
to experimental data by curve fitting. One of thesinfrequently used models is the
Johnson & Cook power law model. Physical modelsoarthe other hand models
based on knowledge of the underlying physical phesra and are expected to
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have a larger domain of validity. This is necesgarysimulation of metal cutting
where strains, strain rates and temperatures waatyabwide range.

Plastic deformation of crystalline metals may odeydifferent mechanisms and is
by no means trivial. Slip is the far most commofodmation mechanism where
the plastic flow is primarily governed by the matiof dislocations [1, 2]. Results
from experimental tests reveal that the streseasas slowly with the logarithm of
strain rate for low strain rates up to about 1080%smarked increase in the strain
rate sensitivity has however been noticed in exoéapproximately 1000°5[3, 4].
This change in rate dependency may be attributadcttange of rate controlling
mechanisms. The most common explanation is thitadiion drag becomes
dominant. This example illustrates that a modeelam a given physics can not be
stretched to a larger strain rates without addiegrélevant mechanism. However,
it is expected to be valid outside its calibrattange provided the mechanisms it
has been calibrated for are still dominating.

Characterization of the mechanical behavior of leetad alloys are important and
can be done by different methods and machines.a@aimethods are usually
grouped into two classes depending if the ineftiades are negligible or not [5, 6].
Conventional testing with screw or servo hydraaii@chines are mainly used for
quasi-static tests in strain rates rangé-1G* [7] while the Taylor test, the Split
Hopkinson pressure bar (SHPB) test and the expgnitig test are used for high
strain rates. The most widely used test methotiifgir strain rates is SHPB.

1.2 Scope of thiswork

The aim of this work is to develop validated modelsmachining. Particular
emphasis is placed on the material modeling, wisichucial, and particularly
from a physical perspective. The current work heesnldimited to a stainless steel,
AISI 316L, although the models can be calibratedther metals.

The approach has been to review the literaturetdtmu stress models and
phenomena at high strain rates. Furthermore, axpetal work has been done to
calibrate and validate material models. Experimbatse also been performed for
orthogonal cutting in order to validate the maamgnmodel.
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Chapter 2
M echanics of metal cutting

Metal cutting occurs frequently within the manutagtg industry and can be
regarded as the most common and widely used maghamerations. The main
objective of metal cutting can be described by gaien of newly created work
surface through removal of unwanted material biiip ;,emoval process. Several
industrial applications of metal cutting exist &g. turning, milling and drilling.
However the principal of metal cutting is the sanegardless of application.
Generally, a wedge-shaped tool with a cutting @glgeoving relative a workpiece
material with an overlap. The material that flows/ards the cutting edge is
instantaneous forced to change flow direction amohing a chip. The wedge-
shaped tool consists basically of a tool face (fake) along which the created
chip flows and a flank on the other side of thdingtedge. However, various
micro-geometric designs exist. The positioninghef tutting edge is described in
relation to the movement of the cutting tool. Whiea cutting edge is
perpendicular to the movement of the tool ortho$jonting is performed.
Otherwise the metal cutting is referred to as aldiqutting, see Figure 2.1.

Chip Chip-flow

angle

Workpice Tool

Cutting edge
inclination

Figure 2.1 — a) Orthogonal and b) oblique cuttifigym [8].
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Earlier theories assumed that the chip formatios eige to a crack in front of the
cutting edge, which separated the chip from thekpiece material like in splitting
of wood [8, 9]. However it is well recognized tod#mat fundamentals of chip
formation are restricted to the two major deforimagi zones referred to as the
primary deformation zone and the secondary defoaomabne, see Figure 2.2.

The former region extends from the cutting edgthefcutting tool to the transition
between the work-piece material and the chip. Wherk-piece material enters
this region it is forced to instantaneous changection. The material undergoes
severe shear plastic straining under high stra@srand the heat generated due to
plastic deformation will all together influence semely the behavior of the work-
piece material. Hardening and softening will inttrdhe secondary deformation
zone occurs at the interface between the tooldadethe chip and is oriented
behind the primary deformation zone. Hence, thekvpaece material is first
deformed in the primary zone and then in the seamgnzone. The heat in
secondary zone is generated through plastic defambut also through friction.
Hence, the maximum temperature occurs at the guiice and usually in the
sliding region. However, heat transfer is a timatesl process. At high cutting
speed the time for heat conduction is insignificemd adiabatic conditions are
usually assumed [10].

Chip

Secondary deformation zone

Primary deformation zone

_
Workpiece

Figure 2.2 — Definition of the primary and secongldeformation zone.

Metal cutting can be said to be a chip-formatioocpss and it is not hard to
imagine that the geometry of the wedge-shaped tioelproperties of the insert
including the coatings, the cutting process paranetd the workpiece material
have a great impact on the behavior of the systiance, understanding of the
metal removing process are important to succesgsi@lelop new cutting tools as
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well as utilizing the cutting tool in order to mekée requirements on surface
integrity, dimensional accuracy and productioncigficy. This section aims to
introduce the basic of metal cutting.

2.1 Cutting forces

Cutting forces have a great impact on the cuttirsjesn and are therefore of great
interest. For e.g. cutting forces causes deflestamd provide energy to the cutting
system which in turn may raise the cutting tempgeaand/or excite one of
structural modes of the system causing vibratidhs. latter may be detrimental for
the cutting tool and the machined surface. Therautpeed, the feed and the tool
angles are some important factors that influeneecthiting forces [10, 11, 12].

The acting force on the cutting tool during thetiogt process is distributed over
the chip-workpiece-cutting tool contact area ang foa a turning lathe commonly
be divided into three force components, cuttingddt., feed forcd-; and a force

in the radial direction. The latter is the smallefsthe force components and strive
to push the cutting tool outwards in the radiakdiions. The largest force
component is the cutting force which acts in theesairection as the cutting
velocity. The feed force acts in the directiontod feed. Figure 2.3 shows the
orientation of the forces.

Figure 2.3 — Acting cutting forces on the tool blique cutting, Z-radial force, Y-cutting force,
X-feed force. From [10].

Cutting tools are not perfectly sharp and some kihidansition, cutting edge,
exists. Hence the force in orthogonal cutting isalde distributed along the chip-
workpiece-cutting tool contact area. However, thred that acts over the cutting
edge and the flank is referred as plowing forcewitichot contribute to the chip
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formation [8]. This effect become more and morenproced as the feed is
reduced.

2.2 Tool and chip interaction

The interaction between tool and chip along themmon interface is complex. It
is difficult to study and model. Experiments fandying this process in detail and
under similar conditions as during cutting is cathgnot possible. The relative
motion between two bodies in contact is opposethbyfriction force in the area of
contact where the friction behavior is referredh® work by Amonton and
subsequent Coulomb. The work states that thedrids proportional to the normal
load, independent of the apparent area of contattralependent on the speed of
sliding [8, 13]. However, the mean coefficient nEtion in metal cutting has been
observed to vary with rake angle and cutting speeidating a behavior that does
not follow the classical friction models.

The real area of contad;, under ordinary loading conditions is established
between the asperities of the irregular contadasas. This area is usually much
smaller than the apparent contact afgagiving rise to a metallic contact. The
normal pressure is extremely high in case of netting, especially around the
tool edge. Pressure up to several GPa has beervetiséhese circumstances
influence the area of contact so that the real afeantact approaches the apparent
contact areay, /A, - 1. The real area of contact becomes independehtof t
normal load and the ordinary laws of friction acelonger valid. Hence the
frictional force will be independent of the nornt@édd. Under these extreme
conditions the frictional force becomes the foreeded to shear the weaker of the
two materials along the apparent area of contattahasperities. The interface
region where this appears in metal cutting is refitto as the sticking region [8,
10] and occurs adjacent to the tool edge wheradhmal stress is high. A well
established model of the chip-tool friction is shmonv Figure 2.4. Further up the
tool face where both the normal and the shearsstneslower and have a declining
profile a sliding region appears. It should alsorientioned that the interface
between the chip and tool affects the heat trarmsfdrthus the amount of heat that
may flow into the tool. Good heat transfer is ol if the real area in the contact
interface is large.
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Chip

Distribution of
normal stress, Gr

Workpiece

Figure 2.4 — Interaction model between chip and te@rthogonal cutting wherg is the normal
stress distributiony; is the shear stress distributionjd the chip-tool contact lengthy is the
length of the sticking region. From [8].

2.3 Heat generation in metal cutting

Most of the energy used to deform a material piabi is converted into heat.
Since cutting cause large plastic strains, patti@plastic dissipated energy will be
converted into heat and increase the temperatuteioutting zone. This will

affect the behavior of the work piece material emast probably will its strength
and ductility decrease respectively increase aecklly change the metal cutting
conditions. Conversion of energy into heat occuaiiy in the primary
deformation and the secondary deformation zonesartiress from the friction
will also contribute to generation of heat in thadr deformation zone. The
generated heat will usually dissipate by heat cotidn, convection and radiation.
However the cutting velocity has a strong influenoghe heat conduction in metal
cutting. As the cutting speed increases, the tondaéat conduction reduces. This
produces adiabatic conditions, with sometimes laghl temperatures.

2.4  Chip formation

The chip formed in metal cutting depends amongrsthe the cutting process
parameter, tool geometry and of the workpiece ri@teeing machined - the
mechanical properties as well as the thermal ptigseiThe cutting tool thermal
conductivity has also shown to have an influencéhercutting forces, contact
length, chip form and chip breaking due to tempeeagradient in the contact zone
[14]. Hence the cutting forces, temperature aralrstrare directly related to the
chip formation and flow [15] and thwehip control is necessary. Although there
exist many different shapes of chips they are gdlyerlassified as continuous,
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continuous with built up edge (BUE), discontinuoaisgd shear-localized [8, 10,
11]. Formation of continuous chips occurs basicathen machining ductile
materials under steady-state conditions at relgtivigh cutting speeds [8, 10] for
e.g. mild steel, copper and aluminum. The chip ca¢snove straight up but turns
off and goes on sliding along the rake (tool) faeéore it curls away. Reducing the
cutting speed increases the risk of continuous wfitip built up edge. In this case
the workpiece material welds it self to the toadavhich in turn obstruct the
following materials and a pile of materials is faunin front of the insert, see
Figure 2.5. Hence cutting is now performed outsiaecutting edge of the tool

with a blunt created cutting edge of the accumdlataterial and this will most
likely leave detrimental footprints on the machirsenface and increase the cutting
forces [8]. A common action to overcome this isnicrease the cutting speed so the
built up edge become unstable, breaks down aratiged away by the chip.

Built-up

Figure 2.5 — Schematic view of BUE, from [8].

The work piece material in the cutting zone undesgsevere strains. These will, in
combination with discontinuities, continuously bdeghe chip into small segments
when the critical fracture strain is reached. Téieferred to as discontinuous chip
formation. This chip form appears usually when niaioly brittle materials and/or
machining with low cutting speeds and high feedsTae final shape, the shear
localized chips have a well appearance serrated éorthere free surface. These
chips contain heavily recurrent deformed shear bavtdch are a consequence of
thermo-plasticity instability. Shear localizaticaigs usually at discontinuities and
when the generated heat doesn't dissipate quickiygh the material softens and a
localized straining occurs leading to failure. Matks with low thermal

conductivity and heat capacity have an increaspdhibty to form these kinds of
chips [8, 16]. Likewise machining at very high auitspeed may also cause this
chip formation.
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Chip formation is fundamental in metal cutting and comprises severe plastic
deformations under high strain rates and heat generation. Sometimes is it desirable
to examine the workpiece material in the vicinity of the cutting edge in order to
study the chip morphology. One useful technique is the quick-stop technique where
the cutting process is "frozen" by instantaneous removal of the cutting tool. This
technique is usually based on shear-pin design which breaks and removes the tool
under an impact load [17].
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Chapter 3
Plastic behavior of solid polycrystals

The word "plastic" comes originally from the clasdiGreek meaning "to shape"
[18]. This meaning corresponds well with the rermajrdeformation that can be
observed after plastic straining and unloading wfesallic material. However, it is
well known that the shear stress needed to caastégteformation of metallic
materials is significant lower compare to the tle¢ioal shear stress of a perfect
crystal [1, 19] and that the behavior are to bdarpd by irregularity in the crystal
structure disturbing the regular atom structures Words defects or imperfections
are commonly used in order to describe these itaggies. The word defect will
henceforth be used. Hence, defects play an impaénsince they are closely
related to the behavior of the material, not alwiaysn adversely way.

Plastic deformation is characterized by permanefdrdhation at crystal level
involving different kinds of mechanism. Metals allbys are mainly an aggregate
of many crystals. During plastic deformation anlaetion of the microstructure

will take place which impacts the overall behawbthe material. Hence there is a
link between the so frequent mentioned stressrstliagrams on the global scale
and the microstructure and its evolution. Good ustdading of the structure-
sensitive mechanism, their interaction and evotuisindispensable for physical
based material modeling. This chapter aims to gileef introduction into plastic
behavior, strain hardening and softening. Firgtifferent kinds of defects in the
crystal lattice are discussed as they play importaes in plastic deformations.
Thereafter some processes or mechanisms are stiesttyibed. Finally, the effects
of these processes together with the defects dmeat oticrostructural features on
the flow stress are discussed. The effects areisf@ihardening and softening
behavior.

10
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3.1 Imperfectionsin solid polycrystals

The atoms in a perfect crystal are arranged imalae and repeated three-
dimensional array. Several different possible ayeaments of the individual atoms
exist and hence, different crystal structures eklekagonal close packed (hcp),
body-centered cubic (bcc) and face-centered ctitig &re the most common
crystal structures in metals.

The original microstructure of the material is pipally determined from the
solidification process where different grains ararfed from the crystallization
characterized by solid nucleation and grows [2]cldation starts at many different
positions at the same time. The embryos that reaxftical size, will continue to
grow along favorable direction into crystalline eggate where the structure of the
grains can differ considerably or be more congruentase of great diversity
between adjacent grains a high-angle grain bouriddoymed characterized with
great misfit in crystal orientation. These grairubdaries constitute favorable sites
for diffusion, phase transformation, precipitati@actions and obstacles for
dislocations and contribute to the properties efrtiaterial [2, 20]. They may also
acts as sources as well as sinks for dislocat@tjs Hence this will facilitate and
contribute to the different phenomenon that ocewmd) plastic deformation and
will affect the material's mechanical response. Simaller substructure features,
LEDS, discussed in 4.1, can be even more impottiamt the grain boundaries
affecting the motion of dislocations. However, thestion will focus on different
kinds of defects. They are usually divided aft@irtiygeometrical extension into
point, line, planar defects [19, 25] and volumeedés [1]. Voids are examples of
the latter defect.

3.1.1 Point defects

Point defects are generally associated with a dowdlized disturbance in the
crystal structure as well as the stress field ardlb®e divided into vacancies,
interstitials and impurities [1, 19, 23]. Vacaneyain atom site where the atom is
missing and an interstitial is when an atom is pgouy the space in between the
atoms in the regular crystal structure. Vacanamsiaterstitials can be formed by
self-interstitials when atoms from the crystal staue moves to interstitial sites.
The concentration of both vacancy and interstitaésaffected by the temperature,
increase with increasing temperature. Howeverahmmdtion of vacancy is
generally favored due to lower energy for formafibnl9].

Impurities defects are formed by substitutionaihterstitial of foreign atoms. The
former originates when the original atom is repthadth a foreign atom in the

11
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crystal structure. The differences in size aredadioselated to the distortion in the
crystal structure as well as the activation enelrggase of small or insignificant
difference the distortion and activation energgrigll. The temperature has a
strong influence on formation of point defects.réasing the temperature increase
the probability of forming point defects. Irrad@ti, plastic deformation and
guenching are other ways introducing point defects.

3.1.2 Line defects

Line defects are two-dimensional defects that geéwoad can be characterized by a
line. The so important dislocation belongs to tdtegory, see Figure 3.1. Two
types of dislocations occur frequently in the btteire, edge and screw dislocations.
Edge dislocations are disruptions in the crystaicstire constituted by an extra half
plane of atoms squeezed in between the regular segurence forming a
dislocation line. This extra half plane of atomssma distortion and affect the
local stress field in a way that compression anditan stresses are created above
respectively below the slip plane for a positivgedislocation. A screw
dislocation can be visualized by moving half of tipper part of the crystal to right
relative the lower part so that a hack is createdach side. However dislocations
do not need to form straight lines or even lie sirgle plane. Both types of
dislocation may appear together forming a mixetbdation. To be noted is the
difference in the direction of propagation towaditgction of applied force.

Burger’s vector

Edge dislocatio

Lo TN e

Figure 3.1 — Edge deslton.

There are a large number of dislocations that h&eeme immobile during the
plastic deformation. They contribute to the hardgrof the material as discussed
later. The density of the moving dislocations isaler. A dislocation causes a
misfit in the lattice. This is a stored energyhe tattice and thus a stored energy is

12
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associated with the dislocation. They form difféneatterns in order to reduce the
total stored energy due their existence. Thesenpatare called LEDS and are
further discussed in section 4.1.

3.1.3 Planar defects

Metals are in their usual form composed of a langeber of randomly oriented
grains forming a polycrystalline aggregate whemhegain has an atom
arrangement of a single crystal. The different taysrientations form a grain
boundary which separates the various individuahgra he created crystal
structure has it source from the dispersed nucdieatnd following growth and
therefore the extent of miss-fit between the graiay vary. Generally, the miss-
fits are defined as Low Angle Grain Boundaries (LBY&nd High Angle Grain
Boundary (HAGB) where the tilt and twist boundatietong to the former group
[19, 25].0ther planar defects are twinning andlgtacfaults [1, 18]. The former is
a mechanism where a portion of the crystal streciill form a mirror image of
the unchanged crystal structure under applied siezss. The atom movements
are small but a noticeable change in the reguiestairstructure appears. Stacking
faults is an error in the regular stacking sequari@gom planes. The atoms are not
in the expected position they would have with respe a perfect crystal. The
width of the stacking fault is closely related be energy the stacking fault
possesses [2].

3.2 Deformation mechanisms

Plastic deformation of crystalline metals may odeydifferent mechanisms, slip,
twinning and phase transformation [6, 22]. Diffusbcreep is another mechanism
[20]. However slip is the far most common deformatmechanism, especially at
low temperatures [1, 2]. Therefore plastic flovpignarily governed by the motion
of dislocations. Slip and twinning are discusseldwe

3.2.1 Deformation by slip

Two basic types of movements exist, glide and clitjbSlip is a manifestation of
many dislocation glides.

The movement of an edge dislocation occurs subségu® small interatomic
distance through out the crystal with Burgers veptrpendicular to the
dislocation line. The applied stress is relative Bince only the nearest atoms in
the continuous plane beside the extra half platledistonnect and form bonds
with the atoms in the extra half plane (dislocatighscrew dislocation move with
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Burgers vector parallel to the dislocation line aadhot form a unique glide plane.
By this a screw dislocation can cross slip ontatlagoslip plane unlike edge
dislocations that only move in a specific slip @asee Figure 3.2.

o o
) N ®

Figure 3.2 — Dislocation movements and final sti#tdeformation for a) edge dislocation and b)
screw dislocation. From [25].

In case of absence of point defects the motionsbbchtion is more or less limited
to glide. However, the crystal structure is raqgdyfect, it contains defects that may
contribute to as well as prevent dislocation glitiee latter is the case when
dislocations get trapped at an obstacle. The ghditross slip may in this case
contribute to the movement. Climb is a thermallinated process which also may
assist dislocations to circumvent the obstaclect¢urs by diffusion of atoms and
vacancies towards or away from the dislocatior2[1When vacancies or atoms
diffuses to dislocations in a way that part of ditocation line move to an
adjacent slip plane, then a jog is created. Iugifin takes place forming a jog in
the slip plane, then a kink is formed. Both jogd &imks are characterized by a
step rectangular deviation from the dislocatior lisee Figure 3.3. The local stress
state around dislocation has an influence on isbier. The probability that an
atom will diffuse from the dislocation increasesase of compressive stresses and
vice versa. Jogs and kinks may also be produced wistocation intersect each
other during the movement. For example intersedietween two orthogonal edge
dislocations with Burgers vector at right anglel ¥afm a jog [23].

Extra half-plane
/

Dislocation

Figure 3.3 — Schematic view of a single jog on @geedislocation. From [1].
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The deformation is seldom homogenous, regions aiffarent orientations are
usually formed within the grains characterized lffecent features. These different
heterogeneous features, formed by slip, are shohensatically in Figure 3.4.
Shear bands, Figure 3.4a, is a form of plasti@bibty and are extended across
grains and grain boundaries independently of taenggtructure. The temperature
and the size as well as the orientation of thengrhave shown to influence the
shear band formation. The ability to shear bandiogeases with the grain size.
Increased temperature has shown to have the opmdiitt [24]. Shear bands are
commonly seen after rolling. The next scale isngalivided by deformation
bands, Figure 3.4b. They form the coarsest subidivisf the grains. In cases
where there is a big difference in orientation leswthe regions, a deformation-
induced grain boundary is formed [24]. However defation bands are
consequences of the deformation and the deformatindition and are dependent
of the grain orientation, grain size and tempemteformation banding is more
easily formed in coarsed grains and decreasesatbBasing temperature [24].
Formation of cell structures is the next featuréhim hierarchy, Figure 3.4c,
followed by dislocations, Figure 3.4d. Dislocatiars cell formation is discussed
in section 4.

a) b)
Shear bands Deformation
'bands

c)
Dislocation
boundaries

Dislocations

Figure 3.4 — Schematic view of the hierarchy ofrthierostructure deformed by slip a) shear
bands b) deformation bands c) dislocation boundadgdislocations. Reference [24].
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3.2.2 Deformation by twinning

Twining is a mechanism where a portion of the @lystructure will undergo a
transformation upon shear loading, twin about agniplane and forming a mirror
image of the undeformed crystal structure. The @tiecrmechanism for formation
is still unclear [24]The atom movements are smaller than an atomicndistand
takes place on preferable planes and directioris f&8ce the plastic strain is
small. Twinning is more easily developed when sliptems are restricted and
hence can be regarded as a low temperature deformmaéchanism [23, 25].
However twinning does not only occur during plastidormation. It may also
occur during solid state transformation and anngaldne differs between
mechanical and annealing formed twins. Annealinggwnay be formed during
recrystallisation, recrystallisation and duringigrgrowth [24].

3.2.3 Deformation via martensite transformation

Austenitic stainless steels may go through a toansdtion where part of the
austenitic microstructure transforms into a maitenstructure. This is of

particular interest since it increases the worldbamng and affects the ductility of
the steel [26, 27]. Spontaneous thermal drivenenaite formation during cooling
may starts when the temperature sinks belowthtemperature. This may occurs
in the least alloyed grades [28]. However, deforomainduced martensite
transformations may starts above Mgtemperature at much higher temperatures
[26, 29, 30]. Estimation of the temperature for ethb0%a’-martensite are formed
after a true strain of 30% can be done by theoilg relationship for AISI 316L
[29, 30, 31]

M, (@") = 413- 95%Ni —13.7%Cr — 8.1%Mn - 9.2Si-185%Mo - 4624(C + N) [°C] (3.1)

Deformation induced martensite is divided into wabegories; stress assisted
martensite (SAM) and strain-induced martensite (J@@, 32]. Observation
reveals, however, that there exist two types obaeation induced martensite with
a microstructural diversityg-martensite (hcp) ana-martensite (bcc). The former
has an hcp structure while the latter is made uplafc structure. Nucleation and
growth of SAM by aid of the applied stress has bregorted [32] to take place in a
similar way as the formation of the thermal mariiendNucleation ob’-martensite

is well established to take place at intersectafrghear bands [26, 27, 32, 33]. The
growth occurs by nucleation and coalescence. Tasipldeformation behavior is
influenced by the stacking fault and the stackengtfenergy should therefore have
a considerable influence on themartensite since it nucleates at intersected shear
bands. Further, stacking fault energy depends arathy things on temperature
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and alloying likewiset'-martensite formation. Generally, the ability torfoa’-
martensite depends strongly on the alloying, teatpee and strain rate as well as
strain. Results in [27] showed that the fractiom'@martensite increase with strain
and decreases with increasing temperature andrajloyhe effects of strain rate
was similar to the effects of temperature for tfaéndess steel AISI 301LN while it
was inversely at small strains for AISI 304. Thigdaresults were consistent with
the results in [26] for steel grade AlISI 304LN. Té@creased strain rate generated
morea’-martensite as more shear bands was formed atghertstrain rate. This

is counteracted by the increase in temperaturdalthe plastic dissipation at
higher rates as the time for heat conduction isstamt. This is called adiabatic
heating. Results presented in [26] revealed theat ttmartensite formation is
suppressed due this adiabatic heating despitecasaise in shear bands. The grain
size has also an effect on the formatiorabmartensite. More'-martensite was
found in coarse-grained specimens of AISI 304LN 8. The strengthening
effects were also higher compared to fine-grairpsgtisnens.

3.2.4 Martensite formation in AISI 316L

The stacking fault of the stainless steel AlSI 316low as well as th¥-
temperature. Chemical compaosition according to BOIB8-1:2005 (E) gives M-
temperature of -3%C based on the equation (3.1). TMetemperature is even
lower and the grade is stable regarding spontan@autensite transformations
[28]. However the chemical composition and theperature have a large
influence on the stacking fault energy [27]. Durdeformation the stacking fault
may even change, increase with strains and temerg7]. This would generally
reduce théVig-temperature and suppress thienartensite. Presented results in [32]
for AISI 316 showed that n@'-martensite is formed under tensile testing but it
also reveals that the deformation mode is impaortdamartensite was formed
under a rolling operation, increased with incregstrains. The grain size was also
reported to influence during this deformation motee volume fraction martensite
increased with the grain sizes. However measurenadrihe magnetic phase of the
original material and of a deformed test specinfewsd only an insignificant
increase in the magnetic phase. The magnetic phasases from 0.25 % to
maximum 1.20 % at a strain rate of 8143 Martensite formation is more common
in metastable austenitic steels where austeniteig easily transformed into
martensite.
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3.3 Consequences of the defor mation mechanisms

The different phenomena discussed in previous@ectontribute to the plastic
deformation of polycrystals. The effect can beraméase in flow stress, hardening,
or decrease in flow stress. This is discussed next.

3.3.1 Hardening

Plastic deformation may take place due to seveeghanisms. Different slip
systems exist and several mechanisms will occunlsameously to prevent
motions. Dislocation and their motions have a @vodle. At temperatures lower
than approximately 0.5, the plastic deformation is primarily govern bypd2].
The plastic strain rate is proportional to the dgrsf mobile dislocations.
However, they become immobilized as they encoudifiarent types of obstacles.
These may be grain boundaries, precipitates or agtiraobile dislocations. Then a
higher stress is required in order to create mareimg dislocations in order to
maintain the plastic deformation. This is the basechanism underlying what is
called strain hardening or work hardening.

Solid solution and precipitates are examples afifpdéfects that may restrict the
dislocation motion. To pass by the dislocation hiavelimb over, move between or
cut through. In case of the latter precipitatioresdivided into smaller particles
with lower resistance for the subsequent dislooatidhe splitting may produce
cycling softening [2].

When crystals with different orientation form a ywolstalline aggregate, then
restraining effects are imposed by the surroungnains. Thus, dislocations are
held up at grain boundaries. It has also been sltilbatrmore slip systems are
active at grain boundaries and that grain boundety as dislocation sources
contributing to strain hardening [2, 20]. This ofysgion, that the flow stress in
inverse proportional to the square root of thergsde is called the Hall-Petch
effect. The grain size has also an effect on theniwg threshold stress, decrease
with increasing grain size [34].

Taylor proposed 1931 that the dislocation densitystitutes the most important
strengthening parameter [2]. It has however beewslthat dislocation seldom are
uniformly distributed. Dislocation tends insteaddom low energy dislocation
structures (LEDS). They may form subcells, withthdgensity-dislocation tangles

in the cell walls, and subgrains as deformatiorcgeas [1, 2, 23]. The size of these
cells will then affect the flow stress more thaa frain size, as they are smaller
than the grains.
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3.3.2 Softening

During plastic deformation the microstructure of thaterial undergoes changes.
Most of the work done by the external loads wiflsijpate as heat and only a small
portion of the work will be stored in the materiahis stored energy works as
driving force for restoration. Restoration is a oept that involves both recovery
and recrystallisation. These are competing prosedi$een by the same stored
energy. Hence the extent of recovery depends hewrearystallisation can occur
[24]. Recovery is usually divided into static andhdmic recovery where the latter
mechanism competes and counteracts with the hagldniring plastic straining
[2]. Recovery and recrystallisation is discussedwe

Recovery involves reduction of dislocations, stessand the local energy level [2]
and is very much affected by the temperature. Rdination of dislocations is
also enhanced by thermal activation. Higher tentpeza increase the mobility of
vacancies and dislocations. Slip is however a m®t®at likewise annihilates
dislocation segments at low temperatures. Two pyirpeocesses exist,
annihilation and rearrangement of dislocations.[Rcovery is a process that
consists of several events. It involves annihilatd dislocations, formation of
cells, formation of subgrains and grain growthin®l is a process that together
with glide enables annihilation of dipols which uégs thermal activation. In the
high temperature regime the climb is governed Hicediffusion of vacancies
while core diffusion is suggested to govern atrimediate temperatures [35].
However one separates between dynamic and statiegs/. Dynamic recovery is
active during the deformation while static recovepgrates after the deformation
and when the external loads have been removelbelfotmer case, the existing
stress field due to the external loads will contiébto the rearrangement of the
dislocations into a lower energy structure as aglto their annihilation [2].
Dynamic recovery may occur at lower temperaturas gtatic recovery. An
example of dynamic recovery is the change fronodation tangles to cells that
may occur during deformation in many materials. ldegr, to be noted, stacking
faults are important for the recovery. It affedts tlislocation climb and the cross
slips and hence obstructs the recovery proces®ialswith low stacking fault
energy. Another influencing factor is solutes. $&tumay affect the stacking fault
energy. But they have also a direct effect likenpig of dislocations and affecting
the concentration and mobility of vacancies [24].

Recrystallisation involves nucleation and growtmew grains [36] with a reduced
dislocation density. The driving force is the stbemergy due to the immobile
dislocations interior of the grains. They form selkthat, with increasing
immobile dislocation density, is defined as sulmgais their misorientations with
the rest of the lattice increases. Then it may beemenergy efficient for the
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microstructure to form new, smaller grains witltoarér dislocation density in their
interior. The existing immobile dislocations themigto the grain boundary and the
reduction in stored energy is driving the proc@é® deformation needs to exceed
a certain limit before recrystallisation start. Thigher dislocation density, the
lower temperature is required for recrystallisa{ip®]. The sizes of the newly
created grains are influenced by the existing imiaabslocation density as well
as current temperature. However increased temperaicreases the risk of
unfavorable grain growth, which affects the dustifiegatively. Otherwise, the
recrystallisation increases the ductility. Recrijisiaion occurs at temperatures
above approximately 0.8, in alloys [19]. Grain boundaries, transition bands
shear bands and twins are examples of inhomogettiidd trigger recrystallisation.

20



Dislocation density based material model appliedirsimulation of metal cutting

Chapter 4
Srengthening at high strain rates

Several experimental tests have been performedffenest metals and alloys in
order to characterize the mechanical responsdfatatit strain rates and
temperatures. Results reveal that the stress sesesowly with the logarithm of
strain rate for low strain rates up to about

1000 §. A marked increase in the strain rate sensitivity however been noticed
for strain rates higher than approximately 106(3s 4]. The rate dependency can
be attributed to different rate controlling mectsani The significant increased
strain rate sensitivity has been interpreted asgdan controlling deformation
mechanisms. The authors in [3] attributes thisitwgased dominance of
dislocation drag mechanism. Others [4] discuss reedthrate of dislocation and
twin generation as possible explanations. Formatadrsubcells, subgrains and
martensite are other parameters affecting the hehaksteels that may contribute
to the observed enhanced rate sensitivity of the fitress. These effects were
discussed in section 3.2.3 and 3.2.4.

41 Strainrate effectson disocation substructure

The role of defects and different deformation medc$ras were discussed in
sections 3.2.The focus in the current work is afodation motion as the important
contribution to plastic deformation. It is obserthdt dislocation may form
coplanar arrays during the early stage of plasifornation. The plastic straining
leads to a nonuniform dislocation low energy diatamn structure (LEDS). The
dislocations may form subcells, with high-densitglacation tangles in the cell
walls, and subgrains as deformation proceeds [23R,0Other configurations of the
LEDS are also possible. The driving force for th# formation has been
recognized as the strain energy and it efforténafiig a lower energy state. The
dislocations must have sufficient mobility to orgaminto the LEDS
configurations. Hence the stress, temperaturetiel@mnstants and the stacking
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fault energy will all have an important influen&¥]. Kuhiman-Wilsdorf [38]
writes thatdislocation structures are always as close to trmiymamical
equilibrium as the constraints of limited mobilégd geometry of slip system
permit Holt [37] starts out from the interaction enelmtween the dislocations
and derives a relation between the dislocationdiatheter and the dislocation
density according to

s=K.p ™" (4.1)

whereK. is constant. However the equation is not valid mtie dislocation
mobility is low or high. Michekt al[39] investigated the temperature influence on
the evolution of the substructure in the stainktesl| AISI 316. A gradual increase
in the cell diameter could be notice up-@5 T,, where a transition from cell
structure to subgrains could be observed caussigndficant increase in the
measured diameter with increasing temperaturee&ised recovery effect
promoted by increasing temperature was mentionedas®n for the rapid increase
in the subgrain diametdf. was found to be 16 for temperatures above €04
Hence temperature sensitivity has been noticedli&performed on Cu showed
that that the dislocation cell size decreases angdarge towards a critical value
when the strain increases [40, 41].

It has been observed in some studies that an seiadaemperature has the same
influence on rate dependent phenomena as a dednestsain rate and vice-versa.
The effects of strain rate on dislocation cell fation have been studied by Sil and
Varma [42], Rao and Varma [43] and ShankaranarayanVarma [44] for the fcc
metals Al, Ni and Cu in the strain rate range10™ - 830107 s’ in a tensile testing
machine. One unexpected observation in Ni wasstmaller dislocation cells were
observed at smaller strain rates and as the satgnncreased their size increase
but also that the cell walls become less sharpe#se in size of cell walls with
strain rate was also observed in Al for straingafe to~ 4110°s* but as the strain
rate increased further, then the dislocation ¢edl started to shrink again. In Cu
with the lowest stacking fault energy of the thneetals the cell size decreased
initially with increasing strain rate but startéeh to increase as the strain rate
increased. This is however contrary to expecteglies [40]. Hence the strain
rate seems to have an impact on the cell evolltidmn various ways. Other
notable observation was that smaller cell size$ddoe observed in smaller grain
sizes and vice versa which also have been obseréd]. In [45] was the
microstructure evolution examined for AlSI 434(Mhagher strain rates ranging
from 20102 - 44010°s™. The results revealed that the strain rate hasfarence on
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the evolution of the dislocation formation and @swobserved that the dislocation
cell size was reduced with increasing strain rate.

However, it would be expected that increased st will affect the time-
dependent dynamic recovery. Cheval and Priestérci#t@pared the evolution of
the dislocation structure in Cu for lamd high strain rates,

510 respectivelyps5n0°s”, and observed a significant difference. In contias
the dynamic deformation a well defined dislocatiefi structure was developed
with increasing strains in the case of the statioamation. Most of the cell
structure had however vanished after 65 % commresdiains. The conclusion
was that the dislocations do not seem to managgctiver to lower energy cell
formations during dynamic deformations.

4.2 Didocation drag

Many metals and alloys have been reported to haignificant increase in the
strain rate sensitivity of the flow stress. Thisissially observed around 1000 s
[3], see beginning of section 4. This marked inseca flow stress is often in the
literature attributed to a change in the dominatefdrmation mechanism. It
changes from thermal activation control of disloaagt low strain rates to
dislocation drag effects at high strain rates f#&,,49, 50, 51]. The latter has a
retarding effect on the moving dislocations anddfare a larger stress is required
to maintain a high strain rate.

The resistance to the movement of dislocations Ibeagonsidered from a viscous
perspective. Hence, the dislocation drag coeffiamay be defined from a
Newtonian viscous material according to

{ =By 4.2)

wheref, is the force acting on a unit length of a dislaratB is the viscous
damping coefficient andis the dislocation velocity [52]. Dislocation dresga
process that prevents dislocations motion throatgraction with phonons and
electrons [53]. In addition to phonon drag and tetecdrag movement of
dislocations may under certain circumstances bateoacted by a third
mechanism. Moving dislocations may emit or absdrbinons and this result in
something called radiation drag [54]. Hence thealveislocation drag process
may be described by

B=B,+B¢+B; (4.3)
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whereB,is the phonon dradg. is the electron drag arg] is the radiation drag.
Phonon drag is temperature dependent in contraghad electron drag and
radiation drag are. When the temperature decrésetensity of phonons is
reduced and this will affect its activity and hedfect the drag coefficient. If the
temperature drops much it may thereby affect thmidant mechanism so the
electron drag will for example become dominant [54]

The movement of dislocations for low strain raeddminated and controlled by
short range obstacles. Thermal activated vibratitintogether with the applied
stress help the dislocation to pass the obstablgs @ higher temperature requires a
lower stress for a given strain rate. If the stisgsgh enough, then it is assumed
that the dislocations may emancipate themselveshenchovement becomes solely
limited by dissipative drag mechanisms. It wasyesinown that the critical

resolved shear stress for single aluminum crystaksa linear function of the strain
rates for very high strain rates,*iand it was believed to be due to the drag
forces [52]. The flow stress in the high strairerdamping region was modeled by
the equation

T=Tg+I +Ip (4.4)

wheretg is the athermal stresg’is the required thermally activated stress
component for overcome obstacles andepresent the stress attributed to the
dislocation damping which in a perfect crystal a#tsibuted to phonons and
electrons. The damping term is negligible at lomaistrates but becomes
significant with increasing strain rates and is @wting at very high strain rates
[52]. The strain rate sensitivity becomes attridut®viscous damping. The strain
rate sensitivity for copper was divided into thelinactivated region (<10s?) and
viscous damping region (>16%). This definition of flow stress has also beeadis
for modeling the deformation behavior of Nitroni@-and AL-6XN stainless steels
of others [50, 51]. In these cases it has beemaesbthat the viscous drag
component is a function according to

M?B —ay
= y|=m-e 4.5
7o g[(pmbz) y] mo[l e ] (4.5)

whereM is the Taylor factor, B is the drag coefficiept, is the mobile dislocation

density,b is the magnitude of the Burgers vectpis the shear strain rate amg is
a material constant.
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However, all researchers do not agree that therebd@nd significant increase in
the strain rate sensitivity is caused by dislocatioag. The frequently used linear
relationship for high strain rates is according&)] an inadequate description due
to the use of strain as a state variable withdatvhg the historical impacts and
since the strain rate sensitivity is much highantthe actual constant-structure
strain rate sensitivity. Follansbee and Kocks [@&Im that the increased strain rate
sensitivity observed in copper and other metalk et structure is an artifact.
Evaluation and comparing of stress at constaningsanot preferable since strain is
not a proper state variable in this case. If mdtdlhe comparison is made on basis
of the mechanical threshold stress or the flowsstet O K as state variable, then no
significant increase in strain rate sensitivity t@observed. This has been shown
for copper for strain rates up to*1€}. Hence the transition in controlling
deformation mechanism, from thermally activatediglocation drag, that often is
reported does not occur according to Follansbed<aals for strain rates below
10" s*. This has also been reported in [56]. Studiegedérmation of 304L

stainless steel showed that the strain rate hawmgsinfluence on the stress
response. The increased strain rate sensitivityha observed around’1§"' was
declared to be an effect of enhanced rate of ditilmt generation [47] and not due
to dislocation drag effects.
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Chapter 5
Constitutive models

Constitutive models describing the relation betwihenstress and strain are needed
to describe e.g. the stress state in a material.nddel should be able to describe
the strain dependence, strain-rate dependenceetatupe dependence and the
deformation history in order to handle the comgiaenomena work-hardening

and thermal-softening. The constitutive modelsganeerally divided into

empirically and physically based models. Empiricalhsed models are solely
based on fitting a function to existing data withany underlying physical
interpretation and theoretical basis. Thereforeigog models are limited and are
mainly used for prediction of behavior within tlege of experimental data.

Hence extrapolation outside the range is unrelidtigsically based models, on

the other hand, consider the underlying physicatgsses that have been discussed
in the previous chapter. Physical based modelbeaxtrapolated outside the
range of data used for calibration of the modetwidled that the mechanisms
included in the models are still dominating thedaabr.

5.1 Empirical models
There exist several empirical models of which samedescribed here.
Hollomon (1945) [57] proposed the following relatjalso referred as Ludwik
relation [58, 59] or the Ludwik-Hollomon relatiof(], between true stress and
true plastic strain

o=KeP" (5.1)

wheresP is the plastic strairk andn are material constants. Ludwigson [58]
observed however that the relation could not deedhe behavior of austenitic
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stainless steels at low strains well and thergbooposed a correction te#nto
account for the deviations at low strains. The fiediequation, [58, 59], is written

o=K.eP™ +A wherea = eKz+ee") (5.2)

This equation has shown capability to describepthstic behavior of nickel free
high nitrogen steels as well as 316L and 316 Liwifferent nitrogen contents at
room temperature and at a certain constant staten58, 59]. An extended
hardening model proposed by Ludwik [60] is given by

o=0y+Ke"" (5.3)

whereg,are the yield strengtli andn are material constants.

A commonly used model, particularly for high strages, is the Johnson and Cook
model. Temperature and strain-rate effects areded in the model. It is a
multiplicative composition of a strain-hardeningne strain-rate sensitivity term
and a thermal-softening term. The flow yield stissgiven by

a=(A+ Bs”)(1+CIn£*)(1—T*m) (5.4)
where¢ is the equivalent plastic straifi, = £/ ¢, is the dimensionless plastic strain

rate, ¢,is the reference plastic strain ratejs the homologous temperature defined
as

=10 (5.5)

whereT, is the reference temperature at which yield stisesgeasured and, is

the melting temperature of the material [61]. Tive parameters, A, B, C, mand n
are determined by means of curve fitting. Somenaipd values from different
researchers are presented in Table 5.1 for magtél [62].

Table 5.1 — Optimized material parameters fromegéiit researchers [62], material 316L.

A B C n m &
1 305 1161 0.01 0.61 0.517 1
2 305 441 0.057 0.1 1.041 1
3 301 1472 0.09 0.807 0.623 0.001
4 280 1750 0.1 0.8 0.85 200
5 514 514 0.042 0.508 0.533 0.001
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However there exist several modifications of JonrSook model.Andradet al
incorporated a fourth term with respect to constjgramic recrystallisation [20].
For increased strain rate sensitivity following rifiedi model [63] has been
proposed

o=(a+Be")e ) -T™) (5.6)

wherea is an empirical exponent. However, the strain satesitivity is not
significantly enhanced so Rule [63] proposed asex¥imodel

\ . 1 1 o
o=(c,+c,e {1+C3In£ +C‘{C5—|ns*_cs]J(I_T ) (5.7)

for increased strain-rate sensitivity in regime®rehneeded while keeping the
strain-rate behavior in satisfactory regimes. Aepothodification of the Johnson-
Cook model for increased strain-rate sensitivi#] [

0’=(A+ Bs”(é*c)(l—T*m) (5.8)

Hung and Liang [65] proposed a madification in thermal-softening term
according to

o=(A+Be"fi+cme fp-ET™) (5.9)

5.2 Physically based models

The physically based models are usually charae@dter how they have been
developed. They can be divided into explicit or licipphysical models. Explicit
physical models include the physical model as augion equation in the
constitutive formulation. An example of this isclissed in the next chapter. In
implicit models the constitutive equation is detigr@ad based on the knowledge
about the physical process. However plasticityf@npmena is complex. The
approach used here is referred as "model-basedptemology” [53]. A well-
known implicit physical based model is the Zerlimstrong model. They [66]
noticed a difference in the area of activation lesmwbcc and fcc metals and
proposed two different models in order to take Btoount the observed different
behavior of fcc and bcc metals. Both models incladieermal and an athermal
term. A third term was added in order to take iocamt the grain size dependence.
The fcc-model is given by
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12 a(-CaT+CiTInE

) kg V2 (5.10)

] —pl
o=NAog +Cy¢

whereg is the average grain size diamefsr,g, k, C,, C;, C; is material
parameters.
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Chapter 6
Dislocation density based mode

Dislocations and their movements have a crucia& iblastic deformation. They
may move by slip in preferable slip planes or moba-conservative motion out of
the slip plane by climb. The latter are relatediffusions of vacancies and/or
atoms and hence is favored by thermal activatiamirg the movement
dislocations interact with other imperfections,qipéates, grain boundaries, sub-
cells etc and obstructing the motion. The locarinél stresses in the lattice may
also hinder or contribute to further motion. Dislbons may also annihilate by
interaction with other dislocations or grain bounels Bear in mind that
dislocations as well as vacancies are createdgldeformation.

This model is a phenomenological based model witherevolution of dislocation
density and vacancy concentration are used toibedtre hardening/softening
behavior of the material. The movements are assuontdke place by glide and
climb. The model uses the dislocation density aamchmncy concentration as
internal state variables for calculation of thelation of the structure. Kinematics
hardening, twinning, crack nucleation and growth @t considered.

The dislocation model that has been used in pagetsand D in this thesis is
presented below.

6.1 Flow stress

The stress required to move dislocations is spid iwo contributions, one short
range and one long-range component. The distoofidine lattice due to existing
dislocations and other defects makes it more dilfim move dislocations, i.e.
drive a plastic deformation. If the lattice distance is over a smaller region, then
the driving stress may be assisted by thermal tidora that may help the
dislocation to move on. However, of the latticaa@ligon is distributed over a
larger region, then the stress needed to drivdistecation motion must be
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sufficient large on its own. This stress comporigtite long-range or athermal
contribution to the flow stress.
The flow stress is then written as [53, 67]

o,=0,t0 (6.1)

whereo, and ¢’ are the long range respectively the short-rangéibotions. The
first componenty,, is due to the dislocation substructure. The sécon
componenty”, is the explicit rate dependent stress contrilutieeded for the
dislocation to pass through the lattice and to phsst-range obstacles where
thermal activation may assist to overcome thestaoles.

The opposing long-range stress component is writsen
0, =maGh,/p, (6.2)

wheremis the Taylor orientation factar, is a proportionality factoiG is the
temperature dependent shear moduius,the magnitude of Burgers' vector and
is the immobile dislocation density. The basic naibtm of dislocation glide for
plasticity is a shearing process. Usually, the &medntal relations used in the
current models are expressed in terms of sheasstral strain. The Taylor factor
translates the effect of the resolved shear sinedifferent slip system into an
effective stress quantity for a polycrystal witheexture. It depends on the kind of
lattice in the metal. It does change with deforgratbut this is neglected in the
current work.

When the dislocations are moving through the lattibey encounter obstacles. The
strain rate is dependent on their average veloltity.assumed that the time for the
dislocation to move from one obstacle to anotHightftime, is small compared to
the waiting time. The latter is the time when datiation is near an obstacle trying
to bypass it. The stress is assisted by a drivireggy due to the thermal vibrations.
These vibrations are fluctuation in the lattice #melprobability for the energy
distribution for a given temperature is describgdib Arrhenius expression. Thus

it will take some time, i.e. oscillations, befohetdislocation will bypass the
obstacle. The mean velocity is therefore givenhgykinetic equation [53]

v = fou,e ST (6.3)
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wheref is a dimensionless constahtis the magnitude of Burgers' vectoy,is the
attempt frequency related to the oscillations ml#ttice 4G is the activation
energy kK is the Boltzmann constant amds the absolute temperature. The plastic
strain rate and the velocity of the dislocation imois related via the Orowan
equation

Zp _ PV
g o (6.4)

Combining equations (6.3-6.4) gives

2
P = Pmﬂr‘: Va o-0G/KT _ () 0O/KT < 5 o-AG/KT (6.5)

The last step above implies that we simplify thhresst dependency of the immobile
dislocation density.

The motion of the dislocations in thermally actecglide is facilitated by the
contribution of thermal activation energy if theesss in itself is insufficient to drive
the dislocation pass an obstacle. The requiredygrierovercome an obstacle
depends on its energy barrier that has a magnitnde profile. The total energy is
the area under the curve betwegandx, as shown in Figure 6.1. However when
the dislocation has reached it has reached the obstacle. To overcome théebarr
and to reach, additional energy is needed. The required theenatgy is the total
energy minus the mechanical energy.

K max [T

AG

Tbl

Mechanical

X1 X2 X
Figure 6.1 — Profile of obstacles resistance.

A general expression for the activation energ¥p# [
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N
AG:AF[l—[JU J 1 0<p<l 1<qgs<?2 (6.6)
ath

whereAF is the necessary activation energy in order toamrae the obstacles in
absence of external stress,, = 7,G is the required athermal flow stress for passing
the obstacles without aid of thermal eneqgandq determine the shape of the
barrier. The activation energy = Af,Gb*. Some guidelines regardidg, and 7, are
given in Table 6.1 wheredenotes the mean spacing between the obstacles.
Combination of equation (6.5) and (6.6) gives afésyriting the short-range stress
component

kT ~ref Ya HP
o =1,G|1- ~In £ (6.7)
Af,Gb eP

wherez™ is the reference strain rate.

The basic components for the yield stress in egnd6.1) are obtained from
equation (6.2 and 6.7). Additional equations far ¢ivolution of the immobile
dislocation density are however needed. Theseemerithed in the next section.

Table 6.1 - Activation energy factor and shearmsgté for different obstacles [53].

Obstacle strength Af, 7, Example
Strong 2 S b Strong precipitates
I
Medium 0.2-1.0 - 9 Weak precipitates
I
Weak <0.2 b Lattice resistance

<< —

6.2 Evolution of immobile dislocation density

The evolution of the structure is considered tosgsirof a hardening and a
recovery process. The used model assumes thatabigerdislocation density is
stress and strain independent and much smalleitieaimmobile ones [68]. Hence
the evolution equation is written

p = p+p0 (6.8)
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where index denotes the immobile dislocations.

6.2.1 Hardening

The mobile dislocations may during their movemdgisome immobilized or
annihilated. However they are assumed to move arage distancd (mean free
path) before immobilization or annihilisation. Thiean free path depends on the
distribution of the different obstacles as weltfaasr types. It is well known that
grain boundaries acts as obstacles and sinks sodrelt subcells may stop moving
dislocations. Here the mean free path is assumbd gocombination of the
distance between grain boundargsand dislocation subcell diameteras

1. (l o1 others] (6.9)
AN \g s

where "others" denotes possible contributions fuamying types of obstacles like
precipitates. The well known Petch-Hall effectés@unted via this relation. The
formation and evolution of dislocation subcellagsumed to following the relation
proposed by Holt where the evolution depends omliflecation density. It has
been added a restriction giving a lower limit foe subcell sizes.. The subcell
size is written as

s=K 1 +5s

Cc ‘\/;I 00

This measure does not need to be an actual dinmeas@cell as many different
patterns of LEDS can be formed. It is taken asvansge measure of the effect of
the LEDS on the mean free path rather than a gemmne¢asure of LEDS.

The density of mobile dislocations is via Orowasysiation related to the plastic
strain rate. Therefore, the increase of the imneadislocation density is assumed
to be proportional to the plastic strain rate [68¢ording to

(6.10)

QW:%%?p (6.11)

wheremis the Taylor orientation factor aids the magnitude of Burgers' vector.
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6.2.2 Recovery

Recovery is as contrast to generation of dislonadio annihilation process of
dislocations. A mobile dislocation may for exampéeannihilated by other mobile
or immobile dislocation or through interaction wghain boundaries [70].
Vacancies have also an influence on the recoverggss since they may diffuse
towards dislocations where annihilation and/or reitimation of dislocations may
occur by e.g. climb. However, different processey wontribute to the reduction
in dislocation density. Bergstrém [69] formulatedetation where the
remobilization of dislocations is proportional teetimmobile dislocation density
according to

P =QpE" (6.12)
whereQ denotes a recovery function dependent on temperand strain rate.

Diffusions of vacancies influence the recovery.itddr et al [71] used following
formulation, which also is similar to the formutatiin [72], for recovery by climb

3
p=2D, i? p° (6.13)

where D, denotes the effective diffusivity coefficient wailhe recovery process in
[73] was formulated according to

p0 =alo? - p2) (6.14)

where p,,is an equilibrium value towards the density goegtsed on equation
(6.14) the recovery equation by climb, used hargyritten as

pO =2¢,D, Gb’

O (02 - 02, (6.15)

wherec? is the thermal equilibrium vacancy concentratigns the fraction of
vacanciesD, is the diffusivity anct,is a calibration parameter.
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6.2.3 Generation and migration of vacancies

Vacancies are important in that sense it rendengdgmof atoms in closed packed
structure and by this way render diffusions an@vecy of dislocations. Vacancy is
considered to be the predominant mechanism fausighs [19].

The equilibrium concentration of point defects ammvacancy at a certain
temperature may be given by [74]

ci=e ke =c.e ! (6.16)

whereas, andQy is the increase in entropy during creation of eavay
respective the activation energy for vacancy foromat

The self-diffusion coefficient can be written as]7

AS+ASs  Qum*Qy Q

D,=a’te k¥ e “ =D, e\ (6.17)

where a is the lattice constaatis the lattice vibration frequencgs,,is the
increase in entrophy due to motion of vacancy @pg¢is the energy barrier for
vacancy motion.

By the proposed model by Militzer et al. [71] theeess vacancy can be modeled
based on a generation and annihilation componawtriing the equation where
the subcell evolution is considered gives

ob Ci 1Q, ~ 1 1
¢ =¢, - =| y—+¢— |20 F-D, [ S+ o, -c) (6.18
v v % |:)(Qvf Z4b2} b vm|:82 gg:|( v v) ( )

whereD,, is the vacancy migratiof), is the atomic volumey is amount of the
mechanical work spent on vacancy generation{asdhe neutralization effect by
vacancy emitting and absorbing jogs with the follogwestrictions

05-{,c; if ¢, <05/¢, (6.19)
0 if C = 05/¢,

Militzer et al. assumegl = 0.1 and{ =10. The concentration of thermal jogs is
given by
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Qg

c,=e ¥ (6.20)

where the energy for formation is approximatelyegivy

. Gb?
= iy (6.21)

The vacancy migration is given by

_Qum
Dvm = Dvae kT (622)

The rate of change in equilibrium concentratioariyy due to change in
temperature as

e e QV -
Ced= qu(Tzij (6.23)
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Chapter 7

Deter mination of mechanical propertiesat high
strain rates

Evaluation of the mechanical behavior of metals @fays are important and can
be done by different methods and machines. Mactiorasechanical testing have
been available for a long time. Already in 1886 wWwaesfirst commercially machine
introduced [5]. The machines have since then gtiddeaveloped from pure
mechanical machines to more advance electromedahamid servo hydraulic
machines with advanced control system in orderdetrthe changing demands.
Furthermore, sensors and software has also beetoged. Today there exist
several different methods with different range gblecations and limitations.

Available technigues are summarized in Figure Quasi-static testing and creep
testing belongs to the category with isothermalbaions and where the inertia
forces are negligible. Special servohydraulic maebj Split-Hopkinson techniques
and light gas gun driven impact belongs to the gtow testing at higher strain
rates where inertia forces become more signifiaadtwhere adiabatic conditions
arise. The transition line regarding strain ratemwthe inertial forces are negligible
or not are in the range of 0.1-% i the literature [5, 6, 7, 22]. However, the tier
effects become more pronounced as the loadingnateases, increasing strain
rates. The basic and important distinction betwgeasi-static testing and testing at
high strain rates is the prominent inertial and &vpropagation effects at the latter.
The area where the inertial forces are importaebtsider is according to [7, 22]
divided into intermediate strain rates, high straites and very high strain rates.
Conventional testing with screw or servo hydraol&chines are mainly used for
quasi-static tests in strain rates rangé-1G&" [7] while the Taylor test, the Split
Hopkinson Pressure Bar test (SHPB) and the expanifig test are used for high
strain rates where inertial forces needs to bewaded for. Machines for
conventional testing are usually designed with aimpcrosshead and an
immobile load cell. How the load is applied to thhesshead differs but it is usually
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applied through a hydraulic cylinder or screw. $gective of load-applying
mechanism the speed and the force of the crosshidiadted due to different
reasons. Designs for increased crosshead speedsitmadre difficult to extract
sufficient force. Servohydraulic machines equippéti adapted high-capacity
valves can reach strain rates of 205§ or even strain rates up to 50&can be
reached with special servohydraulic machines [}, Rgnamic tensile test with
strain rates up to 200'8as successfully been performed with a new special
developed dynamic servohydraulic machine [76]. §asthese dynamic strain
rates are difficult and challenging since the iiaéend wave propagation effects
become more prominent. The elastic stress waveagaips through the specimen,
load cell and the frame with the effects that seMgihenomena as inhomogeneous
and time dependent oscillations stress field insfiecimen and time dependent
oscillations in measured force can appear [76].

2 s 3 2 3 i3 : -1
107 196 10° 10" 10° 10% 10" 10° 10" 10 10° 10* 10° 10° 10’ Strainrate[s’]
T T T T T T T T TT T T T
— Intermediate High strain Very high
s Qugsizstatic | strain rates rates strain rates
Constant load Servohydraulic Special . Light gas gun Shock
or and servohydraulic | Hopkinson or explosively loading
stress machines screw machines machines techniques driven plate impact
Strain vs. time or Constant strain Constant strain | Yniaxial stress Uniaxial strain and
creep rate recorded rate tests rate tests and torsion shear tests
tests Dynamic
: s ’ conside-
«— Inertia forces neglected Inertia forces important ——————————— "o
Isothermal Adiabatic / quasi-isothermal ———| in testing
Uniaxial and shear stress Uniaxial strain and
. simple shear
Increasing stress levels
L ! 1 L 1 1 ] 1 1 1 | l 1 1 ]

1

3 0

107 10?7 107 10° 10

Figure 7.1 — Strain rate region, suitable testiegtinique and conditions for experiments, [5].

The SHPB method is of particular interest in theent work. Here follows a short
history survey. The patent lawyer Bertram Hopkinsddest son of John
Hopkinson studied dynamic strength of wires [778. d¢cided to carry on this
father work, which tragically had an accident i98878]. He extended the work
to comprising projectile impact on elastic bars prekented a technique for
measure the stress pulse in 1914 [77, 79]. Thedfiplacing a specimen between
two bars and then impact it came much later. Hubeldky was a man with a huge
interest and a great influence in the researchrda@gacharacterization and
guantitative measurements of material propertieeusudden applied loads [80].
Shortly after the World War I, 1949 [79], he inted a test equipment based on
the idea of compressing a specimen between twabyargroducing a propagating
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compressive stress wave at one end. The test egnipsreferred as the Kolsky
bar but the far more common name is the Split-Hogdm bars. Several variants
have been developed during the years. Ulric Linahehs one of them that
improved the technique in the early 1960 [79] bydifyong the length of the bars
and the position of the strain gages. The far roostmon variant is the Split-
Hopkinson Pressure Bars (SHPB) after the origiealgh where a compression
stress wave is introduced in the bars with thedisheforming the test specimen.
Based on the original idea Split-Hopkinson bargdaisile testing have been
developed as well as torsional Split-Hopkinson atls moving shear waves.
Hardin et al (1969) seems to be the first to dbscai design for tensile testing [77].
Tensile testing is often referred as Split-Hopkm3@nsion Bars (SHTB). The idea
is to transform a compression wave into a tenséleenwith the aim of accomplish
the deformation work. A similar design but withianreased rise time of the
tensile stress wave was proposed by Nicholas (1[98]) Another approach where
the tensile stress wave was introduced by presstrgpart of the incident bar was
announced by Albertini and Montagnani (1976) arahBtand Gilat (1991) [77].
The overall designs of the specimens are gendtalgame in the presented
alternative above regarding tensile testing. Linothand Yeakley (1969] presented
however a different design adapted for a compresstiess wave in the incident
bar, a hat-formed specimen [77]. The current wodkides material testing using
SHPB and is described sections 7.3.

This section will briefly describe some of the dable methods used for high strain
testing.

7.1 Expandingring test

Expanding ring test is a method for determine émsite stress-strain relation at
strain rates of ~10s" or more. As the name implies the method is based o
expanding a ring in its radial direction. Explosiweelectromagnetic loading is
placed in the centre of the ring and used to acatelend expand the ring, see
Figure 7.2. The hoop stress can be calculated by

d?RrR
=-Ro—= 7.1
o R,odt2 ( )

[5, 6] whereR is the radius of the ringris the density antlis the time but it
requires that the radial displacement is recordibd.wall thickness of the ring
should be less than one-tenth of the diameterdardo evaluate the test correctly
by this theory. High-speed cameras or laser intenfieters can be used to record
the deformation. Use of the latter technique matikesssible to measure the ring
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velocity directly with the advantage that only atifferentiation is necessary for
calculating the stress and that improves the goecsubstantially [5].

The advantage of the method is the ability of gatiey stress-strain data at really
high strain rates. However to continuously keepsth&n rate has shown to be
difficult. The strain rate is high at the beginningen the strain is small but as the
strain increases the strain rate decreases. Andtaatback of the methods is the
radial compressive load which is certain cases Ingago large that the yield limit
of the material exceeds and affecting the streséagtesults [5]. The method is
naturally limited to tensile strains.

Expanding ring Specimen
v
Shock wave ngld plate

Figure 7.2 — a) Expanding ring test and b) clasEiylor test.

7.2 Taylor and rod impact tests

The Taylor test is a test method there a cylintispacimen is accelerated and
impacts a rigid plate. The specimen undergoessiipldeformation that is not
uniform, see Figure 7.2. During the impact with stié plate a highly deformed
region starts to develop which Taylor depictedlastie and plastic waves were
introduced. The subsequent analysis is based cdiorensional rigid-plastic
analyses, propagation with different velocity aniiaction of the generated waves
forming a transition area like a truncated conekBgwing the fractional change of
the length of the specimen the dynamic yield stiteioguld be determined.

The obtained deformation pattern of the rod afteritnpact does not always
correspond to the simplified theory, especiallyddrigh velocity impact. The
deformed part in the front part shows a mushrooapsh Furthermore, the
transition zone from the plastically deformed amel indeformed area may not be
sharp and obvious [6]. However Wilkins and Guinefined the analysis by
including new boundary conditions and were ablpreglict the relation between
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the deformed geometry and the plastic propertidls étter correspondence to
experimental data [6]. Many of Taylors conclusignsld then be confirmed [5].

Erlich et aldeveloped the classical Taylor technique even éartly introducing
two major improvements which lead up to a bettethoe for obtaining the stress-
strain flow curve under high strain rate;I0° s*, loading [5]. The first
improvements included an ultrahigh-speed camereefrding the deformation
progress for comparison with two-dimensional corapstmulations. The second
improvement was to replace the rigid plate witlinailar rod as the impacting rod,
but stationary, and in this way eliminate the utaiaties regarding the boundary
conditions. Then a symmetric impact was obtainettha method is simply
designated as the symmetric rod impact test. Th@ngaod is accelerated with a
gas gun by expanding helium. A variant of the symnimeod impact test exist
where a rigid plate is accelerated into the statipmod. An advantage is that only
the stationary rod is heated during elevated teatper tests in contrast to the
symmetric rod test, where both rods need to besdedhis is referred as the
asymmetric rod impact test.

7.3  Split-Hopkinson

Split-Hopkinson technique is a method based onitodipal elastic stress wave
propagations through bars where the stress waviedwsproduced by a
mechanical impact. This technique has been useatlyfaamic testing in order to
determine material properties at high strain rafes. results have thereafter been
used for calibration of the material models in pap® C and D. In case of a
pressure bar for compression testing a compressiess wave is introduced while
a tension stress wave has to be introduced foilegesting. Varying designs of
respectively type exist. Devices for tensile tagtine more challenging [7],
especially high temperature testing. A tensilesstigave must be introduced and
the specimen must be tightening to the bars witkmgrificantly influence the
stress wave and in a way which render tensile deftion. A schematic
configuration for compression testing is shown iguire 7.3.
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Figure 7.3 — Schematic sketch over a SHPB equipsienting wave propagation of the
incident, reflected and transmitted waves.

It is basically composed of a striker, an incideat, a transmitted bar and a in
some designs a third momentum trap bar. The list@ided to trap the reflected
stress wave and prevent it to propagate back ¢ofatte between the specimen and
the transmitted bar [7]. The design is rather utgmtgous at first sight. No gripping
device, moving cross heads or load cell etc. Tleeiagen is placed and
sandwiched between two long bars, the incidentth@dransmitted bar. A striker
bar is accelerated to a certain velocity, impactirggincident rod and a
compression stress wave is generated. Compressggstam is frequent used for
accelerating the striker piston. The wave propagtieugh the incident bar
towards the interface between the bar and the seeciwhere the wave is partly
reflected back while the remaining part is trantdito the specimen and to the
next interface for reflection and transmissionhe transmitter bar. The
propagating incident, reflected and the transmisteain waves, are measured via
strain gages on the incident and the transmittey. Gdoe strain can then be
translated into stress by Hooke’s law. Thereforkaso for avoiding dispersion of
the wave, these bars must behave elastic durindefoemation. The distribution
between reflected and transmitted energy depentiseomcoustic impedance of the
test specimen. In the case of ideal conditions;iapEns of same material and
diameter together with perfect alignment and cdantanditions, then no reflections
will appear at the interface between the diffefgnts. The theory for evaluation of
the measurements is given below.
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7.3.1 Split Hopkinson - One dimensional wave equati

The displacement field in the bar is describedn@well known one-dimensional
wave equation,

d%u _ 1 9%
o ot (7:2)

wherex is the coordinate along the radis the longitudinal displacements time
andc is the wave propagation velocity [81]. The laitedefined as

(7.3)

o, = |E

°\p
whereE is Young's modulus andis the density. The solution of the wave
equation is given by D'Alembert's solution accogdio

u(x,t) = f (x—cgt) + g(x + cot) (7.4)

wheref(x-ct) andf(x-Gt) correspond to a traveling wave in the increasing
respective decreasingdirection. Hence the longitudinal displacemerd aertain
coordinate along the bar is given by superpositifotwvo waves. The strain and the
particle velocity in the bar may be derived frore txpression for the displacement
according to

(40 =20 = £'(x= o) + G (x+ o) (7.5)
respectively
v(x,t):%:co[— f'(x=cot) + g'(x + cot)] (7.6)

The stress state in the bar, under elastic comditimay be given by
a(x,t) = E[f'(x—cot) + g'(x+ Cot)] (7.7)
Evaluation of the equations for the displacemedtthe stress under assumption of

only one propagating wave gives that a negativegbawelocity corresponds to a
positive stress wave according to
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o(x,t) :—CEV(x,t) (7.8)

0

Recall that reflection of waves may occur at discwities for e.g. at instantaneous
cross section changes as in the case of a SHPB.tfauncident stress wave is
reflected and transmitted at the transition betwaerincident bar and the test
specimen and then one transmitted, moving in p@sdirection, and one reflected
wave, moving in the negative direction, exist. Apipled description of wave
propagations in a transition is shown in Figure 7.4

O:
-

[ M
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A —

oy Az B2, p2
Ay Ep p1

Figure 7.4 — Incident, reflected and transmittedvesat a transition.

Recall from equation (7.5) that the resulting sifiééld in a rod is based on two
propagating waves in opposite direction. Hencesthan and the velocity in the
incident rod athe left interface of the specimen, see Figureig.given by

a(xl,t)%: /g =~ Cot) + ' +Cot) = & + & (7.9)
respectively
V(% 1) =%J = Co[‘ F/(% —cot) +9'(x + Cot)] =co(-& +¢) (7.10)

where index andr denote incident and reflected wave.
Integrating equation (7.10) gives the displacena¢rt according to

u(xl,t):coj(—‘si +g,)dr (7.11)
0

Applying the same procedure for the transmittedgdags the following relations
for the right interface of the specimen

V(Xp,t) = —Co& (7.12)
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t
U(xy,t) = —Co [ £d7 (7.13)
0

where index denote the transmitted wave. The strain, stramaat] stress in the
deforming specimen are given by

£ :w:%’j’(—gi +g, +&)dr (7.14)
s SO0
£ :Ti(-gi +& +&) (7-15)
o =Flet) _EoA (7.16)
A A

wheres s index for the specimeh,is length of specimen amy is area of the
specimen. Introducing ¢, + ¢, = ¢, gives

t
£ =20—°j£rdr (7.17)
SO0
£,=2"2¢ (7.18)
Equation 7.14 or 7.17 and 7.16 are used to conthatstrain and stress in the

specimen based on the recorded strains. Examplesafded strains are shown in
Figure 7.5.

Incident bar
2] s Transmitted bar

Strain [W]

0 200 400 600 800
Time [us]
Figure 7.5 — Measured strain gages signal in the@dant and transmitted bar.
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7.3.2 Dispersion effects and corrections to the-dineensional wave equation

The previous section showed the one-dimensionakweguation that is often used
to evaluate SHPB. The created and propagatingekistss wave from the impact
of the striker and the incident slender bar wowdekpected to have a shape of a
rectangular pulse of lengfi from this theory. In this case, L denotes the tleroj
the striker. Strain gage measurements reveal haweata perfectly shaped
rectangular pulse doesn't appear. The measureespidshave a shape of a
rectangular pulse but with significant oscillatiorsunded corners and increased
rise time. However the one-dimensional wave théohased on more ideal
conditions. For example the distortion and theridtexpansions and contradiction
are neglected.

When the striker bar comes into contact with tlegdient bar the boundary
conditions change rapidly. The atoms in the int&fmfluence the atoms in the
neighborhood and a compression stress wave stgstepagate in the incident bar
and as well a tension wave in the striker bar. fdube longitudinal strains and
Poisson's ratio, lateral expansion and contractémur as a result [6, 7, 22, 81, 82].
These lateral displacements influence the crogoseand the stress distribution
through the cross section. Radial constraint froenftiction in the interface may
also change the stress distribution. Also otheesyqf elastic waves, e.g. spherical
dilatational and surface waves, may be createdalties existing boundary
conditions. The amplitude of the dilatational waleereases however with the
distance to such a degree that it vanish aftengtteof 10 diameter of the bar [82].
Therefore, it is advantageous to place the stragreg at locations away from the
ends. The generated surface waves trail behinthétie wave caused by the impact
and interacts continuously with it causing fluctoas in particle velocity, stress
and strain and contribute to the oscillation intfeasured pulse [6].

The created stress pulse is composed of a speofrtraquencies [6, 7, 22, 82],
where each frequency component travels at differelaicity. It is known that low
frequency components travel much faster than higbemponents. This results in
retardation of the higher frequency componentsaaddange of the propagating
pulse during the propagation due to different vidileg of the frequency
components, i.e. dispersion occurs. The equationadion for propagation of a
sinusoidal wave in an infinitely long cylinder wiaslependently solved by
Pochhammer and Chree [82]. The solution is initeeature mentioned as the
Pochhammer and Chree solution but may also bereefas the frequency or
dispersion equation [82]. On basis on the theaynfPochhammer-Chree the ratio
between the phase velocityand the longitudinal wave velocity as function of

the ratio between the bar diamedigy; and pulse length,,sc has been computed by
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Bancroft respectively Davies [6, 22]. The resudtgeal that/c,=1 when the ratio
duadApuiseCOINcides to 0, see Figure 7.6. But as the wavéhetecreases the ratio
¢/ decreases towards a plateau which coincides vestelR)h waves. Thus higher
frequencies leading to higher degree of dispersftetts. The ratiolya/\yusehas
also an influence on the displacement field throtnghcross section. The
longitudinal displacement profile is flat when ttagio << 1 [82].

1.0
Pochhammer Chree
0.8
0.6 T
S—O N Rayleigh wave
0.4
021
0 | | | | ]
0 04 08 12 1.6 2.0
dbar
Apu/se

Figure 7.6 — Phase velocity as function of theadtetween the diameter of the bar and the
wavelength.

The strains are usually measured some distancetfespecimens for practical
reasons. The pulse will change in shape as itlsalee to the dispersion effect.
Different methods are available for dispersion ections e.g. the methods
proposed by Bacon, Follansbee or Gorman [7]. Blgitee dispersion correction
requires that the measured pulse at positjos zansformed from time domain to
the frequency domain by a Fast Fourier Transforfdd,. H'he correction for
dispersion for each frequency component is dorkdrfrequency domain by a
suitable operation. The measured pulse is therdedtesformed back to the time
domain with an inverse FFT. The dispersion coroecierformed in [82] lead to a
smoother stress strain curve. The stress and stitkim the specimen are directly
related to the measured strains. If the disperstorections are not performed on
the measured pulses the calculated stress-straiascin the specimen may not
reflect the true state. The curves may containllations that are not
representative. Dispersion correction should be irseonnection of evaluating the
measured pulses in SHPB [82].
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7.3.3 Geometric constraints on dimensions of festisnen in SPHB

The evaluation of the stress, strain and stramirathe specimen in the SHPB
method according to the one-dimensional theoryriest in section 7.3.1 assumes
a homogenous uniaxial stress state in the testrapecThis also implies that it
static equilibrium exists in the specimen. Howewber action from a force is not
momentary transmitted to the rest of the body Withresult that stress equilibrium
is not immediately achieved. Stress waves propagittefinite velocities. But

force equilibrium is usually obtained after thd@efed wave has travel forth and
back in the specimen some times. A short specirampared to the wave length of
the impact wave is a condition for assuming forggiléorium in the test piece.
However, the friction in the interface between Iblags and specimen and the inertia
effect are besides the geometry other influenciagofs.

The geometry of the specimen is important for biialata in compression as well
as tensile testing. If the specimen is to slimhhigls ratio, buckling arise easily in
compression testing. Shearing, double barrelingebag and rapid localized
expansion due to work softening are other defowwnatiodes that can appear [5].
Eccentric loading from e.g. non parallel end orsligfaces will leads to shearing.
When the specimen is compressed it will expandhrufriction in the interface

will prevent the lateral flow at the loading sudad he material in midplane is not
constrained, it expands and a barreling shape sc8evere barreling will occur if
the frictional forces are too large. This causesaratesired multiaxial stress state in
the specimen [22, 83]. The assumption of uniaxa@hbgenous stress states do not
longer correspond to the actual stress state. Tdrerthe friction should be
minimized since frictionless conditions lead tofanin radial and circumferential
expansion with a homogenous stress state in thetiin of the compression.
Eliminating the friction and selection of a suitaklds ratio are essential measure
for homogeny uniaxial stress state. Friction camb@mized by appropriate
lubricants. The film is however squeezed out wienforce is high and metal to
metal contact appears. Several designs have biizaditrying to maintain the

film in the interface e.g. concentric circular gesvand a pocket [Sl/ds ratios less
than 2.0 are often mentioned for reliable resuits @aoidance of buckling and
shearing. When it comes to minimizing the frictemors thdJ/d; ratio should
according to ASTM E9 [5] be within the interval k5%4ds <2.0. The optimum
ratio for SHPB test is however one-half of the nfagbrable ratio for test at low
strain rates. Malinowski and Klepaczko found tigt doptimum ratio could be
found from
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1/3
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whereg; is the measured stregsthe density of the specimemfriction

coefficient [22]. High strength aluminum alloys aitdnium should have a ratio of
1-1.5 while copper, nickel and aluminum should havatio of 0.5 to 1. Material
with low strength should have a ratio less than 0.5

The initial response of the specimen affects thesstresults. A study by Bertholf
and Karnes regarding inertia and friction effeatSHPB tests showed that the
inertia effects become more severe at high sted@srappearing as increasing
oscillations in the measured stress-strain cur¢ [Phese oscillations can be
reduced by increasing the rise time of the incigherise [22, 84]. A pulse shaping
material is usually placed between the strikertiedncident bar in order to
increases the rise time. Davies and Hunter alsbestuhe inertia effects [22].
Following equation was presented taking the inexffiects into account

D)

= (7.20)

o) =0, +p, Eﬁ'g—vs : ]

whereo,, is the measured streggthe densityy the Poisson's ratig, the length,

ds the diameter of the specimen [5, 22]. The firettén bracket represent the
correction for radial inertia effects while the sed term accounts for the
longitudinal inertia effects. Equation (7.20) shaivat the inertia effects cancel out

when the strain rate is constant or when the tamrbsacket are zero. The latter
gives the relation

I, [3w

d 4

S

: (7.21)

which forvs=0.3 results in a ratio ofy/d.=0.47 for minimum inertia effects.
Warren and Forrestal [84] have recently study #ukat inertia effects for
incompressible specimen. They found out that radetia effects can be
neglected for steel specimens provided that dynéonée equilibrium is fulfilled.
Radial inertia effects can however be importarddfi materials.
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Chapter 8
Sainless steels

Stainless steels are steels with a chemical cotipo$orming a protecting layer
on the surface. The main alloying elements imgag steels are chromium and
nickel. Nickel is an austenitic stabilizer whileramium is a ferrite stabilizer. The
chromium content in stainless steels should beaat|10.5% and the maximum
contents of carbon should be 1.2% [85]. By hightents of chromium, >11%, a
thin passive chromium oxide layer is form on thdae under oxidizing condition
improving the corrosion resistance. The layer ilsmled when damaged. Nickel
and molybdenum are other alloying elements cortirigio enhanced corrosion
resistance. The latter has the properties of dsicrgahe required oxidizing
environment to form a passive protected layer antkasing the resistance to
chloride induced pitting [29]. Carbon is an allayielement that strongly contribute
to the strength and which has the devastating priyppéforming chromium
carbides. The carbon contents varying from really Values to high values
depending on type of steel.

However, stainless steels may be subdivided intdiée martensitic, austenitic,
austenitic-ferritic (duplex) and precipitation hanihg steels after their
microstructure [29, 86]. It is well known that thboying elements and the quantity
influence the microstructure. A convenient way sifreate the effects of various
alloying element and their quantity on the microsture is by a Schaeffler-
diagram where the ferritic and austenitic formiffig&s are calculated by
chromium respectively a nickel equivalent. The dhagwas originally designated
for prediction of the microstructure after weldif@y]. Several equations exist in
the literature for estimation of chromium and nickguivalent. One example, from
[88], is

=Cr +2Si+15Mo+5V + 55Al + 1.75Nb+ 1.5Ti + 0.75V
= Ni+Co+ 05Mn+ 03Cu+ 25N +30C

Cr

equivalent
Ni

(8.1)

equivalent
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where the individual concentrations are in weigircpntage. As can be seen
nitrogen and carbon are the greatest austenitédiztajpalloying elements and
have a great influence on the nickel equivalentb@aand nitrogen have also a
strong effect on the strength [29, 30, 86] by istitially solution. Nitrogen has also
the characteristics of forming 4Bt and thereby reduces the depletion of chromium
in the grain boundaries by reducing the precimitatf CpsCs. The intergranular
corrosion (IGC) is somewhat reduced. Nickel ondtieer hand increases the
susceptibility to intergranular corrosion [30]. Aromium-depleted zone increases
the susceptible of stress corrosion cracking (S&d)austenitic steels are known
to be susceptible to SCC by intergranular stree@sion cracking (IGSCC) and
transgranular cracking (TGSCC) [30]. Figure 8.1vehithe effect of various
alloying elements.
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Je 82IM8S
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321

Add N 3@%

Add Mo to give better resistance to
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\ 4
Add N R
316N |24 316 [ReAUeeC ylai61

Higher strength Better resistance for IGSCC
Figure 8.1 — Flow diagram of steels and alloyingreents impact.

8.1 Ferritic stainless steels

Ferritic stainless steels have a ferritic micrastinee made up by a BCC-structure,
are magnetic and have a rather high brittle-fracttansition temperature which
strongly depends on the level of carbon and nitmoglese alloys are somewhat
less ductile than the austenitic steels and ardaralenable by heat treatments.
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8.2 Martenstic stainless stedls

Martensite is magnetic and has a high strengtimazadbe formed during cooling
or cold working. Martensitic steels have traditityaigh carbon contents ranging
from 0.08 to 1% and may be hardened and tempeareazhse of high contents of
ferrite in the microstructure the steels are cattedtensitic-ferritic. The
weldability decreases with increasing carbon cdstdtiowever, steels with a
martensitic and austenitic microstructure existmghbe carbon content is
maximum 0.06% [86]. Steels with this two-phase ostructure are usually called
martensitic-austenitic stainless steels. Martemsteels with really low carbon,
maximum 0.030%, contents have been developed gbrs$trength and good
impact strength and weldability.

8.3 Austenitic-ferritic stainless steels

Austenitic-ferritic steels have a two-phase miarosture and are commonly called
duplex. The apportionments of the individual phasesgenerally 30-50 % ferrite
and the rest is austenite [86]. All modern dupleels have low carbon contents
and the contents of nickel are low.

8.4 Precipitation hardening stainless steels

The characteristic of these steels are the pratiipit of intermetallic compounds,
carbides, nitrides or copper phases [86]. May bddreed by heat treatments.

8.5 Austenitic stainless steels

Austenitic steels have an fcc-structure and haveigdly an excellent combination
of corrasion resistance, ductility, toughness aettability [31]. However, the
austenitic structure has the ability to transfontoe imartensite during cooling
and/or plastic deformation. The stability of thestamitic structure depends on the
chemical composition. Carbon and nitrogen are altpglements that strongly
promote an austenitic structure. Austenitic staskgeels that may transform into
martensite during cooling and/or plastic deformatoe called metastable
austenitic steels.
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Chapter 9

Distribution of worksand summary of resultsin
appended papers

This thesis consists of four papers, all in co-apen with other researchers. The
author of this thesis had the main responsibibtyflanning, performing and
evaluation of the experimental work including auftiforce measurements, quick-
stop measurements, microstructural examinationsagidstrain testing via SHPB.
The calibration was done in co-operation with Pseée Lars-Erik Lindgren. The
author has taking part of writing in all articlesdehas also participated in the
simulations and evaluations. Article A and B welanped by Professor Lars-Erik
Lindgren who also was the main responsible forimgitArticle C was planned
together with PhD Vahid Kalhori who also was thémrasponsibly for the
simulations and the writing. Article D was planriratollaboration with co-
authors, PhD Ales Svoboda was the main responfsibtee simulations and the
writing. A summary of the appended papers are gblew.

9.1 Paper A

Material modelling and physical based models wittipular emphasis on high
strain rates

Lars-Erik Lindgren, Dan Wedberg

Machining is a manufacturing process where the radiendergoes severe
deformation with large strains, high strain rated high locally temperatures.
Simulation of metal cutting is hence challengirmnfrboth a numerical and
physical perspective. This makes the descripticth®imaterial behvior important.
Different material models exist.This paper compahesempirical Johnson-Cook
model with a physical material model for the plas&havior of the stainless steel
AISI 316L. Calibration of test data was conductsthg a minimization algorithm.
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First was the models calibrated for low strainsdtetween 0.001 to 10 sand
temperatures from room temperature up to 18D0The dislocation density model
showed a good agreement for strain rates betw®&i @ 10 & and temperatures
between room temperature and 1300 The Johnson-Cook model did not show
the same consistency throughout the area. Themadlaels were tested how well
they managed to represent the material behaviughtstrain rates (1000 to 9000s-
1) and temperatures up to 98D. None of the models managed to predict the
material behavior especially good at these stiatiest The discrepancy indicates
that new deformation mechanisms occur at thesedtigin rates. Thus the
physical based model must be extended with theshanésms. However, the
Johnson-Cook model can only be used for a limigstiget of high strain rates.

9.2 Paper B
Verification and validation of machining simulat®for sufficient accuracy

Lars-Erik Lindgren, Dan Wedberg, Ales Svoboda

Simulation of metal cutting is known to be challempin terms of numerics and
physics. Any created model is supposed to reflectreal world phenomenon of
interest with certain accuracy within the scop¢hef model. With these
expectations, verification and validation are e8agfor a complex process such as
machining. Validation means checking of the acopEdhe model with respect to
the real world behavior. In the case of machinialidation it is usually done by
studying the chip morphology from quick stop testasurements of cutting forces
and/or residuals stresses and comparing with stedil@sults. Validation with
respect to measured cutting forces is the most amrand straightforward
methods but far from trivial without difficultie.or example, variations in material
properties of the workpiece materials and the mgittidge radius of the cutting
tools cause variations in the measured forcesdmimally the same cutting case.
An agreement between simulated and measured ctiogs within 10% must
therefore be deemed as good considering the commar@ations in real machining
applications.
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9.3 Paper C
Simulation of mechanical cutting using a physicddd material model

Vahid Kalhori, Dan Wedberg, Lars-Erik Lindgren

In this paper a physical based material model @&tainless steel SANMAC 316L,
calibrated with data from high strain rates testisgmplemented in the explicit
formulated finite element program AdvantEdge inesrb predict the cutting
forces and the chip morphology. Both an isotropid a mixed isotropic-kinematic
hardening rule were tested. Interface propertiethi® interface between the tool
and the chip are uncertain. The interface is uguldided into a sticking and a
slipping region. It was however not possible tamefocal friction coefficients in
AdvantEdge. A sensitivity study of the friction ¢fi@ent was therefore
performed. It turned out that there was no sigaifiadifference in force level for
friction coefficients above 0.6. A value of 0.6 wherefore chosen. The predicted
results were then compared with experimental measusults of cutting forces
and chip morphology. The latter through comparisbshear plane angle and the
ratio between cut and uncut chip thickness. Thethisotropic-kinematic
hardening model gave a better prediction of thd feeces. The predicted cutting
forces correspond well with the measured excepthiifeed force at a cutting
speed of 100 m/min where the simulated feed forze 30 % lower. This deviation
is believed to be due BUE. The same good agreewashot obtained regarding
chip thickness ratio. One possible explanatiohi may be that thermal softening
is not sufficient to describe the chip formatioreqdately. A segmented chip form
was however obtained.

9.4 Paper D
Simulation of mechanical cutting using a physicaifsed plasticity model

Ales Svoboda, Dan Wedberg, Lars-Erik Lindgren

Simulation of metal cutting is both demanding ahdlienging, and particular
requires a good material model. A physically badistbcation density model (DD)
and an empirical Johnson & Cook plasticity mod€&l)(dre both used in this paper
to simulate orthogonal cutting of SANMAC 316L usiag implicit finite element
code. The later is one of the most commonly use@niaamodels for simulations
of metal cutting. A sensitivity study was performacdrder to examine the heat
transfer contact coefficient. A value of 5XX0V/m?°C) showed to be realistic and
subsequently used. A Coulomb friction model witinietion coefficient ofy= 0.5,
estimated as an average value from the whole rahggtting experiments, was

56



Dislocation density based material model applieéirsimulation of metal cutting

used. The results from the simulations with the tmadels were compared with
measured cutting forces and chip morphology. Qatol tests were evaluated
with respect to shear plane angle and chip thickriBEse predicted feed force was
underestimated by the DD model of about 10 (%) camexhto 15 (%) by the JC
model. Largest deviation in prediction for the J&dal was 20 (%) and 16 (%) for
the DD model. The cutting forces were slightly befiredicted by the DD model.
The DD model also predicted the shear plane anglechip thickness better.
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Chapter 10
Conclusions

The results in the papers this thesis consistseobased on experimental
measurements used to calibrate and validate therisanodel. Furthermore,
measurements and simulations of machining wer@peed where the material
model is an important part. Some microstructuralnexations were also carried
out to investigate the potential mechanisms aststigith material behavior,
hardening. Examination of magnetic phase and sdaM Jtudies were performed.
Conclusions follow below.

The performed high strain rate tests have showtrthleaflow stress for AISI 316L
increases with the strain rate and hence confirstsain rate sensitive behavior.
The original calibration of the DD model at lowastr rates£ 10 %) by earlier

work by Lindgrenet al [89] was not able to capture the material behraatidnigh
strain rates with good correspondence. This diser@pin reproducing the material
behavior at high strain rates indicates that neferdgtion mechanisms occur at
these high strain rates. A re-calibration of the Bdel where the obstacle
strength parameters and Af, were assumed to be temperature dependent resulted
in a better response with reasonably acceptablgacye The results are presented
in Figure 10.1. This would imply that different edbsles dominate at different
temperatures. This is probably not the case. Mketylis that the mechanisms
discussed in section 4 occur.

Calibration of the empirical JC model showed thabild not reproduce the entire
test data at low strain rates as the DD-modelaK not able to model the response
in the high strain rate range when extrapolateid.therefore still believed that
physically based models have a greater potental &mpirical models to cover
wider range of strains, strain rates and tempegatut is well known that austenitic
stainless steel has a tendency of formatiom'whartensite during deformation
which may enhance the work hardening. Experimentdsurements of the
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magnetic phase via magnetic balance were therptafermed. An insignificant
increase could only be observed with increasirgjrstind strain rate. The
proportion of magnetic phase was even lower thaat wias found in [89] for tests
at lower strain rates at room temperature. AlSIL3t@y therefore be regarded as a
stable austenitic steel and the above observatannmot be explained with
formation ofa’-martensite. Therefore, most likely is that thi fmemation is strain
rate dependent and/or that drag forces are signific
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Figure 10.1 — Flow stress curves used for re-calibd the DD model including high strain rate
tests. The lines are computed values.

Validations are important and require robust expental methods as well as
simulations. Obtaining converged results from satiohs with respect to the
element size as well as time stepping can someti@edlifficult. It can though be
concluded that using mesh and convergence criteatacapture local effects are
important for the accuracy. Furthermore, it wifleat the validation process.
Variation in work piece material properties as veallgeometric variations from
e.g. production of cutting tools influences thedaion process. The requirements
to consider a model to be validated must thereditse consider the process of
variation within the industry. A deviation betwettie predicted and the measured
cutting forces of around 10% are in this respedieqyood.
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Empirical materials models are commonly used faicdption of material behavior
in commercial FE codes. This work shows that phatidased plasticity models
can be implemented into FE-codes for simulatioartifogonal cutting. A
deviation in cutting forces of less than 8% coudobserved when using an
updated Lagrangian formulation and an explicit timtegration scheme in
combination with a DD-model. The same conformanas mot obtained regarding
the chip shape. The time stepping procedure in awatibn with the mesh
refinement seems though be able to capture theselgimentation quite well
without considering damage evolution.
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Chapter 11

Future work

The cutting model using the DD constitutive modelg an error within 10%
validation limit for cutting forces but the errarfchip geometry is larger. It is
believed that this could be improved as it has Heand that the DD model is
lacking the correct high strain rate deformatiorchaism. Despite the agreement
between the recalibrated DD model and SHPB datair€il0.1, this is needed as
the strain rate in the cutting process goes u@@9@ s". Therefore, future work

will be to

a) improve the physical based dislocation densitge@hby adding relevant physics
for high strain rates. The current hypothesis & thhag forces and/or effect of
strain rate on formation of low energy dislocatsructures are needed. The model
will then need to be recalibrated.

b) further validation of this new model for mackmgisimulations.

¢) evaluating robustness of process by includiagssstical information on
variation of material properties.
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ABSTRACT- The problem of calibrating material models with tests in a limited range of
conditions and then applying outside this range is discussed. This is the case when
machining simulations are performed where very high strain rates (>50000s™) can be
obtained. The paper discusses the Johnson-Cook model, an empirical model that is
common for high strain rate applications and a physical based dislocation density model.
Test data for AISI 316L ranging from 0.001 to 10s™ and room temperature up to 1300°C
are used for calibration of the models and thereafter additional tests up to 9000s™ at
varying initial temperatures are compared with the model predictions.

INTRODUCTION: The description of material behaviour is crucial for all simulations
of material deformation processes. Simulation of machining [Vaz jr et al. 2007] has
several numerical as well as modelling complications. One problem is to obtain test data
for the material at high strain rates. Thus it is always necessary to extrapolate the material
model outside the range of calibration. This paper illustrates the complexity of the
mentioned problem for two different types of material models describing the mechanical
behaviour of AISI 316L.

PROCEDURES, RESULTS AND DISCUSSION: A dislocation density model and the
Johnson-Cook model are used as examples when discussion extrapolation of models to
high strain rates.

Empirical and physical based models: Physical based models are models where the
physical mechanisms are underlying the deformation in contrast to empirical models
which are of a more curve-fitting nature. However, due to the need for averaging and
also limited knowledge about some of the relations making up the model, physical based
models need also be calibrated. Two different types of physical based models exist. One
option is to explicitly include variables from physics as internal state variables. The other
possibility is to determine the format of the constitutive equation based on knowledge
about the physical mechanisms causing the deformation. The latter is a so-called “model-
based-phenomenology” [Frost and Ashby 1982]. Some advantages of physical based
models are that they may have links, via parameters like grain size etc, to models for
microstructure evolution [Kocks & Mecking 2003] and may have a larger domain of
validity. It is also hoped that they can be extrapolated outside their range of calibration.
This requires that the physical mechanisms implemented in the models still dominate the
deformation in the extended range.



Scope of study: A dislocation density model is compared with the classical Johnson-
Cook model [Johnson and Cook 1983]. Previous model development [Lindgren et al.
2008] has been based on a strain range up to 0.6, strain rate up to 10s™, and temperatures
up to 1300°C. In this paper the previously calibrated dislocation density model and the
Johnson-Cook model are compered with the new data for high strain rates obtained via
split Hopkinson pressure bar tests (SHPB).

Numerical procedure: A toolbox has been implemented in Matlab™ where parameter
calibration can be done. A constrained gradient method was used in the minimization
algorithm and the radial return stress-strain algorithm was used in order to be able to
apply varying strain and temperature paths to the model. The temperatures were
measured during the tests at low strain rates and computed assuming adiabatic heating
for the tests in the high strain rate. The data for the Johnson-Cook model that is used to
generate the results shown below are given in Table 1. The model is written as

~p _ m
o, :(A+ Bz®" | 14+ Clin| £ || 14 - Treom (1)
Eref Tmelt _Troom

where £° is the effective plastic strain and T is the temperature.

Table 1: Material Parameters for Johnson-Cook Model.

Case A B n C 2. m
Low 248 MPa | 1007 MPa 0.452 0.0727 1s?t 0.259
High 245 MPa | 580 MPa 0.587 0.117 1st 0.733

Results: Some examples of measured stress-strain curves compared with the dislocation
density model are shown to the left in Fig. 1, from Lindgren et al. [2008]. The model
gives an overall good agreement in the range from 0.001 to 10s™ and room temperature
up to 1300°C. The Johnson-Cook model does not give any good results when subjected
to the entire test data in Lindgren et al. [2008] due to its simple form. Therefore only the
curves, shown in the right part of Fig. 1, were used to calibrate it. The obtained
parameters are called ‘Low’ in Table 1. These two models were then used to model the
response in the high strain rate range and the results are shown in Fig. 2. The Johnson-
Cook model can be re-calibrated to fit the high strain rate data well (not shown in paper)
and the parameters denoted ‘High’ in Table 1 are obtained but then the fit to the low
strain rate range will be poor.

CONCLUSIONS: Re-calibration is not a consistent approach using a physical based
model. Rather, the discrepancy indicates that new physics are entering during the
deformation at these high strain rates. The correct approach will be to determine the
underlying physics, implement it into the model and then re-calibrate. The possible
phenomena for deviation may be martensite formation, twinning, a more even structure
of immobile dislocation or drag forces on moving dislocations.
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Fig. 1. Flow stress curves for dislocation density model, left, calibrated for strain rates up
10s, and temperatures up to 1300°C [Lindgren et al. 2008] and, right, for Johnson-Cook

model calibrated using the shown curves. The lines are computed values.
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1 INTRODUCTION

Finite element simulation of machining processes is still a challenge both with respect to
numerical methods and the physics to be modelled. Therefore, verification and validation are
essential. The paper discusses these issues and particularly the relation to the variations of the
process itself and requirements on accuracy of models when assessing their validity. The
numerical problems in modelling this process are several but most notably are the need for
reliable remeshing and contact algorithms. The modelling problem is particular problematic
regarding the material behaviour and models for the contact behaviour 2.

2 TERMINOLOGY

A model is a device used to represent certain aspects of phenomena, processes and/or
objects in the real world. Its purpose is to predict real world behaviour. It is embodied in a
finite element model in the current context. Those aspects of a real world phenomenon that
are in focus when evaluating a model are the scope of the model. The concept of verification
and validation (V&V) defined in below is taken the papers by Oberkampf® and co-workers in
the following. The term verification is the ‘substantiation that a computerized model
represents a conceptual model within specified limits of accuracy®. Thus verification is
defined as the process of confirming that the equations that are defining the mathematical
model are solved correctly and with expected convergence properties. It requires stable and
consistent numerical algorithms®’. This is the code verification process where different
analytical solutions, benchmark cases and other numerical tools are used to check the
computer code. Validation is the checking of the accuracy of the model with respect to real
world behaviour. Thus if verification is the checking that the equations are solved correctly,
then validation can be considered as the checking that the correct equations are solved. The
validation process is strongly related to the scope of the model and the needed accuracy. The
aim is to create a sufficient valid and accurate model. The validation is done by comparison
with experimental results from the studied problem. The use of measurements to determine
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necessary input to model parameters, like material properties, is called calibration. It is
important to keep the distinction between calibration and validation®. Belytschko and Mish®
discuss different types of uncertainties and the problem of creating a valid model. Errors are
introduced due to uncertain input data due to insufficient measurements. They are epistemic
or reducible errors'®. Irreducible errors are caused by stochastic variations. This is also related
to the question about robustness of the process and the model. Prediction is the modelling and
simulation of a specific case different from the validated case. Oberkampf et al.? discuss the
problem of ‘how nearby’ the prediction case is to the validated case. This determines the
confidence the validation case gives that the predicted will also be sufficient accurate.

3 VERIFICATION OF MODELS

The verification of a finite element model, assuming that the used fe-code is correct,
focuses on obtaining convergence with respect to the element sizes as well as time stepping.
The latter is closely related to convergence criteria in the nonlinear solution procedure.
However, for an explicit finite element code, it is only the mesh size that is an issue.

The experience from the authors is that the refinement of a model down to stable results
can be very hard. We have found that the results seem to be stable for a number of refined
models and then after one more refinement there will be large changes in the results. An
example of this is the use of adaptive meshing and time stepping in MSC.Marc. One model
was run with the (default) convergence criterions of residual force norm of 0.1 and
displacement norm of 0.1. Both criteria must be fulfilled during equilibrium iterations. The
model corresponds to a case described later (cutting speed of 240 m/min and feed of 0.15
mm/rev) but another material model was used. The smallest element size was 7.5 um and the
radius of the cutting tool was 45 um. The adaptive time stepping then required about 3400
increments. We initially believed this was an accurate model and it gave a cutting force of 780
N. Another analysis was executed where the only change was the reduction in the
displacement norm criterion from 0.1 to 0.08. The fulfillment of this criterion required 13300
increments in the analysis. The cutting force became 620N.

4 SCOPE OF MACHINING MODELS AND VALIDATION

The scope of machining models can be the need to predict chip formation, i.e. the shape of
formed chip, cutting forces and/or residual stresses in the workpiece. The experience from the
authors is that predicting chip formation requires a more accurate model than prediction of
residual stresses and the determination of cutting forces is ‘easiest’. Validation of models can
be done by measuring chip shape from quick stop experiments'"*?, dynamic measurement of
cutting forces and x-ray or neutron diffraction measurements for residual stresses. Each of
these methods has difficulties. The quick stop case does not preserve the chip shape that exists
during the machining as there is an unloading of the chip. The inertia forces, pressure from
the tool and, more important, temperature gradients have disappeared. The cutting force
experiments are the most established and straightforward to do and are discussed in the next
chapter. Measurements of residual stresses is in fact a measurement of existing elastic strains
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and do have problem with the resolution of the gradients in along the surface as well as when
trying to evaluate the stresses beneath the surface layer in the material®.

5 ROBUSTNESS OF MACHINING

A series of cutting force measurements were done by Kalhori and Lundblad, paper V in
reference ® and repeated in this study. They were orthogonal cutting tests with velocities and
feeds and measurements as shown in Table 1. The difference is computed as

0% — Forceg,..« — Force

ForceKalhori

Our measurements give larger cutting forces, particularly for the smaller feed cases. An
investigation showed that, although the experiments are nominally the same, there are
differences with respect to micro geometry of tool as well as variations in the material, AISI
316L. The nominal tool radius is 50um. The real edge radius was 45um in the case of Kalhori
and 60um in our case. Furthermore, it has been observed that the material, AISI 316L, has
varying properties for different batches in the production. The stress-strain curves at room
temperature and a strain rate of 0.01s™ of the two different batches are shown in figure 1. The
batch reaching the highest stress, 820 MPa, has the smallest strain to necking, 0.38 [-],
whereas the variant used in our tests has a peak stress of 785 MPa and elongation of 0.40 [-].

Kalhori 100 (1)

Test# | Cutting Feed Cutting Kalhori Current Difference %
speed | [mm/rev | depth Cutting Feed Cutting Feed Cutting Feed
[m/min] ] [mm] | force [N] | force [N] | force [N] | force [N] | force [N] | force [N]
180a 180 0.05 3.0 404 360 446 437 10 21
180b 180 0.15 3.0 890 584 960 592 8 1
240a 240 0.05 3.0 391 357 442 439 13 23
240b 240 0.15 3.0 857 520 929 560 8 8

Table 1 : Orthogonal cutting experiments.

6 VALIDATION OF MODELS

Simulation of two of the cases in Table 1 was done with a tool radius of 45um, as Kalhori
had, and with 60um, corresponding to current measurements, see Table 2. Test 240b was also
simulated with a radius of 45um and an increase of flow stress with 10% at all temperatures
and strain rates. That case gave a cutting force of 1114 N (+7%) and feed force of 495N
(+5%).

Test# | Cutting Feed Cutting Radius 45 um Radius 60 um Difference %
speed [mmirev] depth Cutting Feed Cutting Feed Cutting Feed
[m/min] [mm] | force [N] | force [N] | force [N] | force [N] | force [N] | force [N]
180a 180 0.05 3.0 345 286 429 347 24 21
240b 240 0.15 3.0 1041 470 1061 531 2 13

Table 2 : Computed forces for varying tool radii.
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7 DISCUSSIONS

The conclusion is that there is a need for benchmarking software and also a careful check
of convergence of used model in the verification process and that the requirements to consider
a model to be validated must consider the process variation in industry. This, in the case the
scope is cutting forces, may be that agreement between model and measurements around 10%
are quite good.

Kalhori
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T V\’ctifi:rg
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Figure 1: Flow stress curves of two variants of AISI 316L.
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ABSTRACT: A dislocation density material model based on ribdsed-phenomenology has been used to predict
orthogonal cutting of stainless steel Sanmac 3T#ie. chip morphology and the cutting forces are usedhlidate the
model. The simulated cutting forces and the chippinology showed good conformity with practical maasnents.
Furthermore, simulation of cutting process utilgirthe dislocation density based material model aved
understanding regarding material behaviour sudiram hardening and shear localization at thegs®zone.

KEYWORDS: Metal Cutting, Chip morphology, Material model siication density, Finite element simulation

mechanical behaviour of work piece material at high
1 INTRODUCTION strain-rates including the material failure. These the

most frequent used by researchers to charactenize t
Modern product development puts greater demands Ofyaterial behaviour, since the data has been maiby ea
the repeatability and a more predictable product 5 aijaple via the literature but also easier tolament
development process. Rapid changes in the markefn commercial FE-programs. The second categorbes t
require shorter lead-times, higher degree of intioWa  pysically based material models, which consider th
and more flexible products and services. The yngerlying physical process. There are two differen
consequence is that fewer mistakes are allowechgluri types of physical based models. One option is to
the product development process. Simulations aeel Us - eypjicitly include variables from physics as interstate
for two purposes: first, they can be used to verify \ariaples. The other possibility is to determine farm
product performance and efficiency within conceptua of the constitutive equation based on knowledgeuabo
phase or detail design phase of a product developme o physical mechanisms causing the deformatioe Th
process. Secondly, instead of time and resourceomer’is a so-called “model-based-phenomenology” [
consuming trial and error actlvmes_ln the workghthey This paper present an improved physical based rahter
can be used as a test bench to increase awaremess anode| initially developed by Lindgren, Domkin and
understanding of the physical behavior of both e Hansson [4] which accounts for high deformatioresat
piece materials as well as cutting tools during ainet up to 10000 & The model is used to predict chip

cutting operation in a shorter time. This makes it tormation and cutting forces using finite element
possible, within a shorter time frame, to produce a gjmulations.

number of innovative solutions that create greater

customer value in terms of accessibility, quality, 2 MATERIAL MODEL

productivity and profitability.

However, modelling of work piece material has bera A plasticity model with a rate-dependent yield ks
of the more challenging areas of research relatetthet used in the current study. The latter is descrhieldw.
metal cutting process. Apparently, there is a neech

reliable material model that can predict the thermo 2.1 DISLOCATION DENSITY MODEL

mechanical behaviour of materials at very high The dislocation density model consider dislocatitide
deformation rates and high temperatures occurring i and climb processes contributions to the plastairsng.

metal cutting. This may give more accurate analg§is  The yield limit in this approach is separated it
chip forming mechanisms, cutting forces, tempertur components according to

gradients at different cutting zones, wear of theeit, .

surface integrity and residual stresses on the \pake g,=0;+0 (1)
surface. During recent decades, several differeterial .

models have been proposed for this reason. Theskeca Wheregs ando are the long-range athermal component
dividing into two major categories. The empirical respectively the short-range contributions to thevf
material models such as Johnson & Cook [2] power lo stress. The first components, is the stress needed to
models, etc. which aims to covering the thermo- overcome the long-range interactions lattice dii&ios

Vahid Kalhori, AB Sandvik Coromant, SE-811 81 Sandmik Sweden, Phone: +46 26266 358, E-mall:
Vahid.Kalhori@sandvik.com



due to the dislocation substructure.

pass through the lattice and to pass short-rangedbs.
Thermal vibrations will then also assist the diakimn

The second
componentg, is the stress needed for the dislocation to

where ¢, is the vacancy fractionc{¥is the thermal
equilibrium vacancy concentratioB, is the diffusivity
andc, is a calibration parameter. More details are found

when passing an obstacle. The long-range stresdn [4]:

component is commonly written as;

os =maGh,/p 2
where m is the Taylor orientation factorg is a
proportionality factor,G is the temperature dependent
shear modulugj is the magnitude of Burgers vector and
p is the immobile dislocation density. The shortgan
stress components may be written as,

{i]

1/ p

KT Eref

Af,Gb®

o =1,G|1- ®)

gP

where Af, denote the required free energy needed to
overcome the lattice resistance or obstacles withou

assistance from external stregg,denote the athermal

2.2 CALIBRATION OF MATERIAL MODEL

It is well known that metal cutting is a manufaatagr
process involving large deformation and deformatbn
high strain rates. However, the -calibration of the
dislocation density model presented in [4] was Base
upon uniaxial compression tests at low strain ratéth

a maximum strain rate of 10%sand temperatures
ranging up to 130W. Additional dynamic tests have
therefore been performed. The tests were perforoyed
Split-Hopkinson pressure bar tests (SHPB) for strai
rates and temperatures up to maximum 9000 s
respectively 958C. From some selected stress-strain
curves at different strain rates and temperatures a
determination of material parameters was done by a
developed toolbox in Matlab using an optimization
method.

flow strength required to move the dislocation Past 3 EXPERIMENTAL SET UP

barriers without assistance of thermal energy,
&, denote the reference strain rate. The expopemidl

3.1 SANMAC 316L

g characterize the barrier profiles and usually have An austenitic stainless steel of grade SANMAC 316L

values betwee) < p<lrespectiveld<g<2.

2.1.1 Structureevolution
The evolution of the structure is considered tosigirof

with the chemical composition given in Table 1 was
used in these experimental tests. It is a macHihabi
improved hot worked stainless bar steel which heenb
annealed, straightened, peel turned and polishédidab

a hardening and a recovery process. The used modelelivery dimensions.

assumes that the mobile dislocation density isstead
strain independent and much smaller than the imi@obi
ones. Hence the evolution equation is written;

p=p"+p0 “

where indexi denotes the immobile dislocations. The

Table 1: Chemical composition of SANMAC 316L [wt.%]

C Si Mn P S
0.009 0.31 1.71 0.031 0.023

Cr Ni Mo \Y N
16.86 10.25 2.04 0.048 0.040

increase in immobile dislocation density is assurted
be related to the plastic strain rate and may fomrebe
written according to

5" =M1zp
A=

whereA denote the mean free path which is a function o
the size of the grains and the dislocation subce
diameter. The recovery may occur by dislocationlgli
and/or climb. The former is described by

®)

PO =QpEP ®)

3.2 MECHANICAL CUTTING EXPERIMENTS

The experimental machining set-up included botteeor
measurments and quick-stop tests in order to capher
cutting and feeding forces and the chip morpholddye
former was done under orthogonal cutting usingraeth

¢ component Kistler dynamometer of type 9263 together

)| With a 300 Hz low pass filter. The quick-stop teste
performed with in-house developed equipment based o
the "shear pin" design where the turnable tool éold
rested on a hardened break pin at the front engd.a B
sudden impact, in this case by an air-gun, thekbpéa
was broken and the tool holder could acceleratealyaw

where Q is a recovery function which depends on the and out of the cutting action. The chip from the
temperature and strain rate. Recovery by climb isinterrupted cutting was then removed, embedded,

describe by
c, Gb®

o KT (pi2 - Pé)

pi(_) = 2CyDv (7)

grounded, polished and etched for estimations @b ch
thickness and shear angle. All tests were performed
using TNMG 160 408-QF insert made by AB Sandvik
Coromant. This is a CVD-coated insert for finishitagy
roughing of steel at turning applications.



Table 2: Experiment planning

Test no Cutting speed Feed
ve [M/min] fa[mm/rev]

1 100 0.25

2 180 0.15

3 240 0.15

4 300 0.25

The combination of CVD TiCN-ADs-TiN coating and

a tough substrate make this grade (4015) a gooitecho
for continuous as well as intermittent turning @iems.
The cutting insert geometry is designed with aicgtt
edge radius of 6Qm, a primary land of 0.15 mm and a
rake face angle of 26 The chosen cutting parameters in
order to validate the model is presented in Tabl&h2
cutting depth was chosen to be 3 mm.

4 FINITEELEMENT SIMULATION

of the feed force comparing to the experimentalltes
when the same friction condition was chosen. Howeve
since it was not possible in AdvantEdge to deteentire
local friction coefficient at the contact nodesaerage
friction coefficient of 0.6 was chosen. This was
calibrated by varying the friction coefficients ifinc0.0 to
1.0 with a step of 0.2 and comparing the resulthwit
experimental measurements of feed force. It turmed
that there was no significant difference in thecéolevel
for the friction coefficients above 0.6. Therefotbe
friction coefficient of 0.6 was chosen for further
simulations.

5 RESULTS

The simulated chip morphology was compared with the
experimental measurements through a comparison of
shear plane ang@ and ratio between cut and uncut chip

thickness /. The shear plane angle was evaluated by
drawing a tangent line from the cutting edge to the

The orthogonal cutting process has been analysedmaterial/chip intersection point, see Figure 1. ldoer,

utilizing the finite element program AdvantEdge[®his
software is based on an updated Lagrangian forioalat
combined with an explicit time integration schende.
staggered method for coupled transient mechanioél a

deformations along the shear plane do not follow a
straight line. Therefore, it may be difficult totdemine
this angel accurately using a straight line [7].

In the case of the cut and uncut chip thickness,rtdte

heat transfer analysis is used. A six-node quadrati average thicknesses from the quick-stop tests were

triangle element with four integration points iseds A

calculated from the chip profile which was deteraain

continuous updating of the finite element mesh via a light microscope.

facilitates the analysis facing large
deformations and shear localization[3].
refinement at different deformation zones occursugh
a plastic strain energy error estimator. Sincepiingsical
based material model is not available in AdvantEdge
user routine for the material model was develofétls

was based on a thermo-elasto-plastic with mixed

isotropic and kinematic hardening with a multiptica
decomposition plasticity formulation [5] which take
account high strain rates.

4.1 FRICTION

It is generally known that the elasto-plastic bebawof
the moving surfaces is strongly related to an adton
between contact pressure, surface integrity anthces
temperature.  Usually, the chip — insert interfase
divided in sticking region and slipping region. The
contact behaviour of the sticking region may beted
by implementing the ultimate shear stress principle
the work piece material at the contact [8]. While state
of the shear stress on the interface reaches tkemmm
value, the relative motion of the contact surfaaeshe
slipping region use the Coulomb friction model.
Consequently, the total amount of feed force isiaesl
to be the sum of shear forces at the stick andatjjpns.

However, the contact pressure perpendicular to the

cutting insert shear region is often neglectedughothe
discretization error at the tertiary cutting zong hlso
the way the material model is treated. In the aurre
study the constitutive isotropic hardening matemaldel

and the mixed isotropic-kinematic hardening materia
model was compared. The later showed an improvement

excessive
The mesh

Figure 1: Specimen from a quick-stop test, v.=180
m/min and f,=0.15 mm/rev, showing evaluation of the
shear plane angle.

It is shown in Table 3 that the simulated chip ®at
40% thicker for the lower feed (0.15 mm) comparéith w

the measured. The measured cutting forces were also
compared with predicted. As shown in Table 4 thee

a good agreement between predicted and measured
cutting forces in both directions except for theddorce

at the cutting speed of 100 m / min. The simuldést
force is about 30% lower compared to the measured.
However, shear localization for different tests iedr
depending on the feed from 40n to 100um. Shear
band widths were between 5 to 9 elements wide when

Table 3: Measured and computed chip morphology

Test no Measured Simulated
A [©) A 0]

1 1.75 22 1.8 27°

2 1.32 23° 1.9 24°

3 1.35 22 1.8 23

4 1.58 26° 1.8 26°




Table 4: Measured and computed cutting forces

Test no Measured Simulated
Fc[N] F[N] Fc[N] F:[N]
1 1725 1084 1720 800
2 960 592 990 550
3 929 560 980 540
4 1415 718 1500 700

utilizing the error estimator based on plastic istra
energy. The thermoplastic shear localisation isashm
Figure 3a-3b, which presents the distribution oé th

temperature and yield stress for thermal softening.

Highly localised plastic deformation causes the

temperature to rise sharply, well above the neighibg

development of cutting tools with improved duralbili
performance and process safety. The predictedngutti
forces agreed well with the experimental measureésnen
Except for feed force at cutting speed 100 m/minctvh
was about 30% lower in simulation compared to the
measured. It is believed that this was due to deecy

to BUE which occur at lower cutting speeds and are
difficult to capture in simulations.

Furthermore, in the current study the constitutive
isotropic hardening material model and the mixed
isotropic-kinematic hardening material model were
compared. The later showed an improvement of ted fe
force comparing to the experimental results whes th
same friction condition was chosen. This indicates
need for further investigation regarding the effedt

regions, which in turn, causes the yield stress tohardening rule on deformations especially on tiaty

decrease. This corresponds to increasing in distota
density and vacancies as shown in Figures 4a-4b. Th
regions of low yield stress are more subjectedatgdr
plastic deformations. The cyclical response of lised
plastic deformation,
reduction and large and localised deformation ledat
significant upward movement of the portion of thepc
above the shear band, which leads to the segmehipd
formation process.

a

Figure 3: Distribution of temperature and yield stress at
primary deformation zone, v¢=100 m/min, f,=0.25
mm/rev. a) Temperature distribution. b) Yield stress

Figure 4: Distribution of dislocation density and
vacancies at primary deformation zone, vc=100 m/min,
f,=0.25 mm/rev. a) Dislocation density. b) Vacancies.

6 DISCUSSIONS AND CONCLUSIONS

A physical based material model with emphasis @ hi
strain rates, up to 10000%swas developed and used
successfully for prediction of chip formation in take
cutting. This enables to make a more detailed
microscopic study of the process zone and to lgolod
understanding regarding the interaction betweeairstr

hardening, thermal softening and shear localisation[8]

during chip formation. This further enhances the
understanding of deformation mechanisms in cutting
zone and leads to better

process planning and

deformation zone in the future studies.

However, the predicted chip thickness ratio wasrove
estimated comparing to the quick-stop measureménts.
discrepancy is believed to happen since no failure

temperature rise, yield stresscriteria were implemented in the model. Thermal

softening is not enough to predict the discontirsuchip
formation process. Hence the average chip thickiress
simulations will be affected. This opens for futwverk

to include the voids nucleation and damage evaiuiio
the material model to achieve more realistic chip
morphology.
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Abstract

Metal cutting is one of the most common metal shgyprrocesses. Specified
geometrical and surface properties are obtaindutdsk-up of the material
removed by the cutting edge into a chip. The cbipftion is associated with a
large strain, high strain rate and a locally higtmperature due to adiabatic
heating which make the modelling of cutting proessdifficult. The present
study compares a physically based plasticity maddlthe Johnson-Cook model.
The latter is commonly used for high strain ratpliaptions. Both material
models are implemented into the finite elementveai® MSC.Marc and
compared with cutting experiments. The deformatiehaviour of SANMAC
316L stainless steel during an orthogonal cuttirgess is studied.

MSC code: 74D10
Submitted to: Modelling and Simulation in Mater&dience and Engineering

1. Introduction

Cutting tool designs and cutting process parametessbe optimized by experimental
measurements or by numerical analysis. In defoomatbnes in front of the tool and beneath the
cutting edge, the material is deformed plastichjlysimultaneous action of large compressive and
shearing stresses. The friction forces and dissiatastic work generate high temperatures.
This makes direct observations in the cutting ziuméng the machining difficult. Alternatively,
the chip generation and flow may be observed tgzfrey the motion using quick-stop
technigues. Nevertheless, these measurementsrarednsuming and a limited amount of
information can be gained from experiments in cotispa with simulations.

The finite element method (FEM) is the most commomerical method used to analyse metal
cutting operations, see (Vazal 2007). However, the modelling of the special ctiods in the
cutting zone requires a robust finite element safenincluding capabilities such as thermo-
mechanical coupling, friction models, material medend effective contact algorithms. An
additional degree of complexity is caused by theessity to model material removal. The finite
element mesh distortion due to large deformatiensires a remeshing technique in the case
when a Lagrangian reference frame is used.

An important feature of a model for metal cuttisghie material model. It must adequately
represent the deformation behaviour during higé leading and be able to account for strain
hardening and strain softening, thermal softengg/ell as large variations in strain rate and
temperature. In the majority of commercial FEM cadbe deformation behaviour of metals is
represented by an empirical relationship, mostierms of the power law of strain and strain
rate. These equations, relating the flow stresseglastic strain, strain rate and temperatuee, ar
not based on any reasoning about underlying phyEhes empirical relations are usually lacking
in predictive capabilities beyond the derived raofexperimental conditions at which they were



curve-fitted. It is therefore preferable to use elsdvhich are related to the underlying physics of
the deformation coupled to the microstructure etoitu The advantage of using physically-based
models is an expected larger domain of validitg@spared with phenomenological models.
However, the physically-based models must stilidasible for large scale computations.

In the present study, which is part of a projestiag at development and validating models for
machining, the physically-based dislocation den@) model is compared with the
phenomenological Johnson-Cook (JC) plasticity motie¢ latter is commonly used in

machining simulations. Both models were used taikite orthogonal cutting of SANMAC 316L
stainless steel, a material with a face-centredcdf#CC) structure and low stacking fault energy.
The steel has significant amounts of alloying elet®@hich improve the corrosion resistance
and the strength. These properties may be redug@thdhe machining when large residual
tensile stresses are introduced. Residual stres#es workpiece may also affect fatigue life of
machined components. Therefore it is highly techlhjicgelevant to be able to predict a stress
field after machining operations in order to optimthe machining parameters.

The measurements of cutting forces and quick-ssis were performed in order to evaluate
accuracy and performance of the two material modéls simulated cutting forces, the chip
morphology and dimensions are compared with themx@ntal results.

2. Material modelling

The material models discussed in the followingisestwere implemented into MSC.Marc
software using user subroutine interface WKSLP. Jiiteroutine makes it possible to introduce
user-defined relations for the yield stress ancttireesponding hardening slope as a function of
temperature, equivalent plastic strain and equitglastic strain rate. The implementation of the
material models is based on the additive deconipagiff the spatial rate of the deformation
tensor. A radial-return type algorithm was usedtf@rintegration of constitutive equations.

2.1 Physically- based plasticity model

Related to the theory of dislocation mechanicsillzand Armstrong (1987) developed a
constitutive model including different rate contirgy mechanism for body-centred cubic (BCC)
and FCC metals. Jaspers and Dautzenberg (200Ztigated the applicability of Zerilli-
Armstrong (ZA) model to metal cutting simulatiomsthe comparison with the JC model.

Guoet al (2006) compared predicted chip morphology obtaingdg the conventional JC model
with the Bammann-Chiesa-Johnson (BCJ) model. Téleaition mechanics based BCJ model,
Bammanret al (1996), incorporates strain rate and temperatursitbaty, as well as damage,
through a yield surface approach. Meyetral (2002) presented a review of physically-based
models for plasticity due to dislocation glide asllvas twinning. They also discussed high strain
rates phenomena. The paper has a particular factieedZA model.

The current model is an explicit physically-basestiel which includes a coupled set of
evolution equations for the internal state variahtislocation density and vacancy concentration.
Explicit means that these internal state variabtesused instead of accumulated effective plastic
strain in the previous mentioned (implicit) phydigdased models. The concept of the
dislocation density is the amount (length) of disftions for a representative volume element
divided by its volume. The model considers twoetit densities, a mobile and an immobile
dislocation density. The microstructure is not esented explicitly, but in average sense. Basic
equations of the model are shown in the next sechetails of the model, experimental
procedure and parameter optimisation are to bedfaquhindgrenet al (2008) for low strain

rates. The model is based on the dislocation glidehanism; see Frost and Ashby (1982).



2.1.1 Flow stress and long-range term contribution

We assume that the flow stress can be expressedasbination of the long range and the short
range parts of the resistance to the motion obdadlons, e.g. Bergstrém (1969/70), Estrin
(1998), Follansbee and Kocks (1988). Hence, tHe gigess is defined by

o,=0g+0" 1)

whereo ¢ is due to long-range interactions with the distmrasubstructure. It is an athermal
contribution and is related to the immobile diskimadensity. One common assumption for the
long-range term is

og =maGb/p, @

Here,mis the Taylor orientation factor transforming #féects of resolved shear stress in
different slip systems into effective stress-strailations and is affected by the textusds a
proportionality factorg is the immobile dislocation densit,is a temperature dependent shear
modulus andb is the Burgers vector.

2.1.2 Flow stress and short-range term contribution

The short-range termtin (1) is the thermally activated flow stress cament. It is the stress
needed for a dislocation to pass short-range distaad to move it through the lattice. The
thermal vibrations of the lattice assist in overamyrobstacles. The velocity and the density of
mobile dislocations are related to the plasticistrate according to the Orowan equation

P = PmbV
m

(©)

whereV is the average velocity of mobile dislocations hgva densityo,,. The time taken by a
dislocation to move over a distance between twdaghss consists of a waiting time and a
running time. The moving dislocation has a waitiinge in front of an obstacle before it manages
to pass the obstacle (provided it does not becameobile) and then moves to the next one. The
average velocity is related to the waiting timethesrunning time is assumed to be negligible.
The waiting time and thereby the average velosigssumed to depend on the Gibbs free-energy
of activationdG for cutting or by-passing of obstacles (see Faast Ashby (1982)), and on the
temperaturd. The average velocity is defined as

s o oxf G
7 =Au, ex;{ o j 4

where/1 is the mean free path for dislocations betweendbaiaclesy, is the attempt frequency
which depends on the characteristics of obstacld& & the Boltzmann’s constant. The previous
relations lead to

£P :7pm/\bl/a eXF{_ Ej (5)



The short-range stress componafinay have a contribution from the lattice itselfl as

from different kinds of obstacles. In FCC structutiee lattice resistance to motion of dislocations
is smaller as compared to the resistance provigi¢tibdiscrete obstacles. Large obstacles will
make the dislocations immobile and then contribotihe long-range term. One common relation
between the activation energ and the short-range term representing a typiaaidoa
encountered by a dislocation is

o\ P a
AG = AF 1—[‘?} (6)

wheredF is the total free energy required for a dislocatio overcome the lattice resistance or
obstacles without aid from external stress. Thentiyel is the athermal flow strength that must
be exceeded in order to move dislocations acreskattice without the aid of thermal energy.
The exponent§ < p<1and0< q <2 are related to the shape of energy barriers. Tée p
exponential term in (5), which is approximateddaling Frost and Ashby (1982) to be constant,
is expressed as

- NAbv
£, = % @

Combining (5) with (6) and (7) yields

q
0\ P
eP =4 ex _&F 1_[0) (8)

Rewriting (8) we obtain the short-range stress aamept as a function of the effective plastic
strain rate, see Nemat-Nasseal (2001)
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2.1.3 Evolution of didocation density

The equation for the flow stress (2) requires etotuequations for internal state variables which
are the dislocation density and the vacancy conataort. The mobile dislocation density is
assumed to be much smaller than the immobile cagyrém (1983), Estrin (2003). The
immobile dislocation density is expressed in teahisardening (+) and recovery (-)
contributions. The presented model is tracing ¢inéydensity of immobile dislocatioms

b= pi(+) - pi(_)(glide) - pi(_) (climb) (10)



Mobile dislocations move over a mean free pathefore they are immobilized or annihilated.
The immobile dislocation density is assumed togase proportional to the plastic strain rate,
which is related to the density of mobile dislooas, shown in (3), and inversely to the mean free
path

A(+) = ml

Pi b Afp (11)

The mean free path is related to the grain sigeand the dislocation subcell diameser

12)
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The effect of grain size on flow stress, the Péfeli-effect, is accounted for this way and
contributes to the hardening. The size of subizlelated to the immobile dislocation density by
the parametek,

(13

The dislocation density may be reduced by diffepgotesses. Recovery, remobilization and/or
annihilation of dislocations are proportional te tturrent dislocation density and controlled by
dislocation climb and glide. Recovery by dislocatglide is described by

pi(_)(glide) = Qpi“ép (14)

whereQ is a recovery function that depends on temperatndestrain rate. This model
accommodates only the dynamic recovery due totthengate. Static recovery controlled by
diffusion climb is assumed to have the form

(- ¢, Gb®
ot )(climb) =2, ceq KT (P peq) (15)

In (15), ¢, is the fraction of vacancies; is the thermal equilibrium vacancy concentration,
D, is the self-diffusion coefficient angl is a material parameter related to the stacking-fa
energy. The dislocation density decreases towarasjailibrium valugo,, .

2.1.4 Vacancy generation and migration

The calculation of the vacancy concentration isinegl for the solution of (15). The generation
and motion of vacancies are coupled with the regowédislocations and diffuse solute atoms.
The model presented here is only concerned withoavaicancies. When a crystal is retained a
sufficient time at a given temperature, an equiilitor level of vacancies is reached. Deforming
the material or changing the temperature genethgesxcess vacancies. The effect of excess
vacancies on the diffusion is accounted for vig @6
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The stress in (16) is equal to the flow stressrdpa plastic deformation, the factgmy:i‘ P is the

fraction of the mechanical work needed for the magdormation,Q,; is the activation energy
for forming a vacancy , is the atomic volume andj is the concentration of thermal jogs. The

parameter¢ describes the neutralisation effect by vacancytergiand absorbing jogs”is the
equilibrium concentration of vacancies at a giveamperatureg, is the non-equilibrium vacancy

concentration anB,, is the vacancy migration. The equilibrium concatitn at a given
temperature is defined in (17) as

cd = exp{AS‘”j ex;{—QwJ 17)
k KT

In (17) AS;; is the entropy increase when creating the vacartoy.rate of change in the vacancy
equilibrium concentration is related only to thenperature change

Q .
¢ = c&“[TVZ‘]T (18)

Details of the model for vacancies and diffusioa tar be found in Militzeet al (1994) and
Lindgrenet al (2008).

2.1.5 Sress update algorithm

The radial return operator for the integration ofistitutive equations is used for updating the
flow stress. Most plasticity models use the plastiain is an internal variable. The DD model
uses the immobile dislocation densgityand the vacancy concentratigyas internal state

variables. The computation of the increment ofaffe plastic strain, which fulfils the
consistency condition, requires calculation ofyledd stress and hardening modulus for the
current iteration of the plastic strain and intéstate variables. The evolution of the internatest
variables is governed by the coupled differentiplaions. The rate of change in immobile
dislocation density given by (19) comes from (1{}5). The rate of change in vacancy
concentration, (20), is given by (16), (17) and)(18

. _(m1l - Cy Gb® 2 2
i _(bA_Qpijgp_zcyDvc\‘qu(l' i _peq) (19)
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These equations are solved incrementally by anigibplewton-Raphson method. Once the
dislocation density and vacancy concentration amw, the hardening modulus and the flow
stress can be evaluated. During the incrementiiberthe plastic strain rate is assumed constant.
The hardening modulus in the incremental form&giby

do . . g
H'=—" _006(0,0, + 9P "CVJ+"U (21)

“de”  9p \0g” o, 0™ ) oz”
Details of the stress update algorithm are showtiridgrenet al (2008).

2.2 The Johnson-Cook plasticity model

The phenomenological Johnson-Cook (1983) plastinitgel is commonly used in FE
simulations of metal cutting. In the study by Shatlal (2001), Ozel and Zeren (2004) a
modification of the JC model was applied to devetgpmethodology of flow stress
determination for metal cutting simulations. Makkioand Rigal (2006) investigated thermo-
mechanical effects during chip formation using thisdel. Naset al (2007) used the JC model
to simulate the effects of tool-edge radius ondwsi stresses. Calameizal (2008) introduced a
strain softening effect in a modified JC model tedict the saw-tooth chip formation.

The JC model assumes an independent effect ofrdiass strain rates, and the temperatures. The
model provides numerical stability and shows gabtbfmeasured stress-strain data within a
limited experimental range of strains, strain raesl temperatures. The model is lacking the
capability to capture the complex effects that@mamon in machining, see Gebal (2006).

In the classical form, the flow stress, is expressed as

=p _ m
o, :(A+ Bz p”j 1+Cin| £ 1—(TTF°°"‘J (22)
Eref Tmelt _Troom

The parameted is related to the initial yield strength at rocemiperatureg P is the effective
plastic strain£ P is the effective plastic strain ratg,y represents the highest strain rate for

which no rate adjustment to the flow stress is re€b . is @ melt temperature.

Parameters, B, C, n, mare user defined material constants. The expregsithe first bracket of
(22) gives a nonlinear hardening law; the expressio the second and third bracket represent
the effects of strain rate and temperature, resdgt

3. Experimental procedures
An austenitic stainless steel SANMAC 316L whiclaisachinability improved steel grade of
AISI 316L was used in the experimental study. Tihensical composition is given in table 1. The

material parameters at room temperature are pexbeniAl.

Table 1. Chemical composition of SANMAC 316L wt (%)

C Si Mn P S Cr Ni Mo V N

0.009 0.31 1.71 0.031 0.023 16.86 10.25 2.04 0.0480.040




The hot worked steel bar was annealed, straightqesd turned and polished to final delivery
dimensions with a diameter of 190 mm. Several gthal turning and quick-stop tests were
performed in order to measure cutting forces archpiure morphology of the chip. All cutting
tests were performed on specimens with an outeneter of 170 mm after the hardened surface
was removed.

In order to characterize the mechanical propedidke position where the forces were measured,
guasi-static uni-axial tension tests were perforingtie longitudinal and the transversal
directions of the test bar. The average value @f/tald strength and the tensile strength were
found to be 276 (MPa) and 541 (MPa) respectivethélongitudinal direction and 280 (MPa)
and 538 (MPa) respectively in the transversal tivac

3.1 Measurements of cutting forces and qui ck-stop tests

All tests were performed using the triangular CVIZN-AIl ,O5-TiN coated insert TNMG
160408-QF in grade 4015. This coating and subssgieeferable for continuous as well as
intermittent turning operations. The insert havinggedge angle of 9@vas mounted on a tool
holder PTGNL 3225P in order to achieve a clearamgge of 8. The insert used had a grooved
geometry made up by a radius, a primary land d@ Qqxim) and a rake face with an active rake
face angle of -6°) due to the tool holder. There are always somedgional deviations
associated with manufacturing. In order to charatdghe actual edge geometry, the radius was
measured at three positions along the cutting ddgerts with the edge radius of () were
subsequently chosen for the cutting force measuresaad the quick-stop tests.

Orthogonal cutting operations were performed orearGe Fischer CNC turning lathe on
prefabricated tubes with one closed end havinguter aiameter of 170 (mm), a thickness of 3
(mm) and a length of 115 (mm). A three componestl&i dynamometer of type 9263 was used
together with a 300 Hz low pass filter for measgttine cutting and feed force components.
Cutting data used for both experiments and simaratare presented in table 2.

Table2. Cutting data in experiments and simulations

Test No. Cutting speed Feed Cutting depth
Ve f,
(m/min) (mm/rev) (mm)
1 180 0.05 3.0
2 180 0.15 3.0
3 240 0.05 3.0
4 240 0.15 3.0

The measured history of the cutting forces canitidet into four regions: the ramp-in; the
dynamic response; the steady state and the ramgeritvesteet al (2007). All evaluations
were done by averaging the signal in the steadg stgion where the force oscillations
converged towards a plateau of stable oscillatimugpendent of time. During the dynamic
response section, which follows after the shortp-am the forces are reduced down to steady
state conditions. The time histories of measuretisamulated cutting forces are presented in
figure 6.

A number of quick-stop tests were performed in ptdestudy the chip morphology. One
important prerequisite and challenge of the tesi feeeze the chip formation process during
cutting without affecting the cutting action anagtdrting the chip. This can be done by
instantaneous reducing the relative velocity betwtbe insert and the work material to zero. In
this study, in-house developed quick-stop equiprbased on the “shear pin” design was used;
see Child=t al. (2000) and Satheeshkgal. (1990). The tests were performed on the same



specimen geometry as used for the measuremerite ofitting forces. When the steady state
conditions in the orthogonal turning operation wexached the process was instantaneously
stopped and the chip geometry evaluated. The chgout off and then embedded, grounded,
polished and etched for further examinations ini@escope for estimations of the thickness and
the shear plane angle. The chip geometry from gsliog tests showed some serrated form.
Hence, the average chip thickness was obtainedtiierastimated chip area and the chip length
which were calculated from the microscope image.

The chip geometry for test case No 2 is showngaré 1(a). The evaluation of the shear plane
angle was done by drawing a tangent line from thng edge to the intersection of the un-
deformed surface of the work material and the elsishown in figure 1(b).

@ o)
Figure 1. Quick-stop test — case No 2: (a) chip geomelryegaluation of the shear plane angle from the
quick-stop specimen

However, deformations along the shear plane dgeoérally follow straight lines which
influenced the accuracy of the evaluation.

3.2 High strain rate testing

The Split-Hopkinson bar is commonly used when deitging the inelastic response of metals at
high strain rates. This technique has the capgpbiitmeasure the response of metallic materials
at strain rates up to 1(s%), see Nemat-Nasser (2000). In the present workitjtestrain rate
testing was performed using the Split-Hopkinsorsguee bar (SHPB) over a broad range of
temperatures and strain rates. The temperaturesraeging from room temperature up to 950
(°C) and the strain rates varied up to maximum 988D (

Characteristics of Split-Hopkinson technique agg the strain and the strain rate both are
affected by the impact velocity of the striker ahd initial length of specimen. Different impact
velocity of the striker, initial length of specingand length of the striker were used to obtain
different strains and strain rates. The impactaigjof the striker could in this case be adjusted
by different settings of pressure. A more detadedcription of the test equipment used in the
current work is given in Apostet al (2003).

The tests at elevated initial temperature wereoperéd by pushing an arm, loaded with the
specimen, into a stand alone furnace. When thesdke@mperature was reached, the specimen
was pulled out and placed between the incidentlatransmitted bars but still without physical
contact. The transmitted bar was then push towaespecimen with a pneumatic manipulator



establishing contact just before the stress pelaehed the transition between the incident bar
and the specimen, all in accordance to preventsdieggradients in the specimens.

The signal was measured using strain gages in éfaartd beyond the specimen in the incident
respectively the transmitted bar. The recordedadigonsisted of several frequency components.
To make up for the dispersion, a fast Fourier fians (FFT) was used in the evaluation process
were the frequency components were shifted, sem@o(1983). Passive damping was used to
reduce the elastic oscillations.

3.3 Calibration of material models

Very high strain rates exist in the primary andosetary shear zones while the rest of the
workpiece deforms at low strain rates. The pringrgar zone is where the major shearing of
workpice material occurs, in a secondary shear adjgcent to the tool-chip interface shearing
due to contact conditions takes place. Thus, tesitsboth low and high strain rates for varying
temperatures are needed. The calibration of therdBel in Lindgreret al. (2008) was based on
uni-axial compression tests conducted at stragsrainging from 0.001 - 10sand temperature
in the range 20 - 1300 (°C). Therefore, recalibratf the model by using additional high strain
rate tests was needed.

Deformation behaviour of AISI 316L steel during rhizing and optimization of material
parameters for the JC model were addressed inaegagers. In the study conducted by
Umbrelloet al (2007), the influence of different sets of matecianstants for the JC model on
machining simulation of AISI316L is discussed. Detmation of parameters for the JC model
based on orthogonal cutting tests and analyticalattiog is presented by Ozel and Zeren (2004).
The set of stress-strain curves used in the custady for the calibration of the JC model and the
response of the model to varying load paths isgmtes! in figure 2.

The JC model can not give a good accuracy wherestdj to the entire test set. Therefore, only
data from the high strain rate tests were usedlibrate the model as shown in figure 2.
Furthermore, the JC model response was never ekitep outside the experimental range.

It was found that the hardening due to large s¢rhint still low strain rates at the start of the
simulation was too large. This prevented the itigiaof chip formation. The chip formation did
not proceed in a similar way as shown in figurdatithe test case No 2 and the DD model.
Therefore, in the implementation of the JC model MSC.Marc software, strain rates larger
than 9000 (3) were set to this cut-off value. The same was duitteplastic strain. This cut-off
value was 60 (%). The use of cut-off means thatnahealuating the flow stress according to

(22), the effective plastic strain was never lathen ma>(§ P ,0.6) and its rate never higher then

max(?p,9000). Thus, the actual strain and strain rate in theukition was overruled by the cut-

off limits when evaluating (22).
The obtained parameters for the JC model that used for simulations are given in table 3.

Table 3. Material parameters for the JC model

A(MPa) B (MPa) n c £, (sY m Tret (°C)

111 358 0.49 0.257 1 0.805 1358
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For the calibration of the DD model, the entire &t (both low and high strain rate data) was
used. The response of the DD model to varying fmttls over the entire test range shown
acceptable accuracy, see figure 3. The figure stomlyshalf of the calibration set in order to
make the figure readable. The excluded curves shewame quantitative agreement between
model and measurements as those included in theefi§lo cut-off was used in the
implementation of the DD model.

The parameters obtained from low strain rate t@stfjding known or assumed parameters from
literature, are presented in Lindgretral. (2008). Temperature-dependent parameters detetmine
by calibration of the model with Split-Hopkinsoregsure bar tests are presented in A2 and A3.

4. Finite element formulation

The implicit FE software MSC.Marc was used togethigh an updated Lagrangian formulation
accounting for large deformation and strains. Tiiétg of Marc software to adaptively remesh is
crucial in the used approach. Then, it is posgibl@aintain a reasonable shape of elements and
also capture gradients of strain, strain rate amgperature. This remeshing strategy does not
require a criterion for modelling of the chip segtayn from the workpiece.

A staggered step approach for coupled transienhamécal and heat transfer analysis was
utilized. The full Newton-Raphson method was agptie solve the global system of equilibrium
equations and the nonlinear system of equationstébe variables, respectively.

The friction condition is an important factor thafluences chip formation. Friction on the tool-
chip interface is not constant and is a functionafmal and shear stress distribution. Normal
stresses are largest in the sticking contact reggam the tool tip. The stress in the sliding zone
along the contact interface from the tool tip te goint where the chip separates from the tool
rake face is controlled by frictional shearing stteA variety of complex friction models exists,
however, the lack input data to these modelsimisig factor. The model for tool-chip interface
employed in the current study is a generalized @ubl friction model. A value for the friction
coefficient was estimated from the measured fooreponents at the tool rake angle using
Merchant'’s theory of chip formation; see Chitlisl. (2000). The friction coefficieng = 0.5 was
taken as an average value from the whole rangattiig experiments.

The heat generated in metal cutting has a sigmnifiefiect on the chip formation. The heat
generation mechanisms are the plastic work dottgeiprimary and secondary shear zones and
the sliding friction in the tool-chip contact inface. Generated heat does not have sufficient time
to diffuse away and temperature rise in the workeni@ is mainly due to localized adiabatic
conditions. Experimental and modelling efforts weegoted to determine the amount of
dissipated energy during severe plastic deformatioce Taylor and Quinney (1937) presented
their work. They found that the fraction of disgipa was typically in the range [0.8, 1.0] for the
materials they studied. Viviet al. (2009) investigated the amount of dissipated &oickd

energy in structures containing frictional cracke &lasto-plastic zones and stated that the
Taylor-Quinney coefficient was not a constant. i8&iand Ortiz (2010) presented the variational
theory of thermo-mechanical coupling that resultpriecise predictions of the rate of heating due
to dissipation and its dependency on the straintla@dtrain rate. A standard practice in FEM
simulations of mechanical cutting is to assumefthetion of plastic work transformed into heat
equal to 0.9, e.g. Skt al (2002), Ozel (2006).

In the current study the fraction of plastic wodneerted into heat was assumed to be constant
and equal to 90%. The heat generated by frictiom also calculated and applied as a surface
flux; see also Grzesik and Nieslony (2004), Abuldmsét al (2006) and Doget al (2006). The
heat generation conversion factor between energytairiction and heat generated in a coupled
contact analysis was assumed to be equal to d&yltealue in MSC.Marc software.
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Chip formation is also influenced by the contacithieansfer coefficient. Different values were
reported, such as 1XAQN/m? °C) in Ozel (2006) or 50xE@wW/m? °C) in Mabroukiet al (2006).

A number of numerical trials were run with varyivgues of the heat transfer coefficient to
obtain a homogeneous temperature field acrosseheest region of the contact. The value $x10
(W/m?°C) was used in the presented work.

An orthogonal cutting operation was employed to iigD plane strain conditions. The depth of
cut, used for all test cases, was equal to 3 (@o)ipled thermo-mechanical plane strain
elements were used for the discretization of thekpiece and the tool, respectively. Fully
integrated bilinear quadrilateral thermo-mechangtaeinents were used for the workpiece. The
mean dilatational formulation and constant tempeeadlistribution over the element were used to
avoid a problem with incompressibility. The initraesh was defined by 900 elements, see figure
4a. The tool geometry was discretized by 2298 mi@ge thermo-mechanical elements. The
dimension of the workpiece in the FEM model was.8Xinm). A horizontal velocity
corresponding to the cutting speed was applieddmbdes at the bottom of the workpiece. The
nodes along the horizontal and vertical outer edféise tool were fixed.
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a b
I(:ig);ure4. 2D plane strain FE model of orthogonal(cu)tti('aj:initial mesh, (b) initiation of the chip

Due to adaptive remeshing, the average numbeeofesits increased up to 14 000. The effect of
remeshing near the tool tip is illustrated in figeid(b), 5(a)-(b) for the test case No 2 with the
DD model. The mesh adaptivity was controlled byghlubal remeshing parameters. Elements
having the effective size larger then 0.1 (mm) war®matically remeshed. The lower bound for
element size was 2.5r1). This element size is approximately equal tosthertest tool element
edge in the tool-chip contact. Furthermore, themvess updated every fourth increment to
prevent the severe element distortion.
The adaptive time stepping procedure with multiecta such as automatic reducing/increasing
time step size was used to control the analysigallitime step size equal to 19(sec) was
increased to I0(sec) during the steady state part of the simanati

Material properties for the workpiece material sinewn in A1. Material properties of the tool
were assumed thermo-elastic.
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5. Results

Finite element simulations were carried out for¢b#ing data that were used for the
experiments. Observations on the formation of chipd forces needed to create them are
compared with simulation results in the next sectio

5.1 Cutting forces

The measured histories of cutting fofeeand feed forcé; for the test case No 2 are shown in
figure 6(a).The force values presented in tableedevevaluated by averaging the measured signal
in the steady state region. The steady state iexperiment was reached approximately during 3
(sec) after the start of measurements.
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Figure 6. Cutting forceF. and feed forc&; - test case No 2; (a) measured, (b) simulated
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The loading histories of simulated forces, seerédi(b), were evaluated at the chip tool
interface. Average values of the computed forcebérsteady state region are compared with the
experimental results in table 4. The error usedHerevaluation of the computed results is
defined as

o= Computed — Measured

x100% (23)
Measured
Table4. Measured and simulated cutting forces
Test Measured Simulated JC Simulated DD
No. Fe Fi Fe e Fs e Fec e Fs e

(N) (N) (N) (%) (N) (%) (N) (%) (N) (%)

446 437 425 -4.7 350 -19.9 485 8.7 400 -8.5
960 592 1065 10.9 515 -13.0 1100 14.6 545 -7.9
442 439 440 -0.5 355 -19.4 480 8.6 390 -11.2
929 560 1050 13.0 510 -8.9 1075 15.7 530 -5.4

A WN B

5.2 Chip geometry and shear plane angle

The formation of the chip involves a shearing @& #orkpiece material at the shear plane, the
region of progressive plastic deformations extegdiom the tool edge to the position where the
upper surface of the chip leaves the work surf@ibe.highest strain rates are localized into a
narrow band starting in front of the tool edge uadiThey are significantly larger in the primary
shear zone than in the remaining material, seedigu

The chip formation was simulated as a continuoosgss without taking into account any
damage criteria. The chip geometry from the quidpsest was compared with simulated results
achieved by the DD model and by the JC model. Thealated chip thickness was obtained by
averaging values evaluated at three subsequeidrseelong the chip edge. Measured and
simulated chip thicknesses are presented in table 5

The shear plane angle was estimated using stri@plats according to figure 7. Measured and
simulated values of the shear plane angle arepaésented in table 5. The error in the computed
chip thickness and shear plane angle was evaluatad (23).

Table5. Measured and simulated chip thickneasd shear plane angigespectively

Test Measured Simulated JC Simulated DD
No. t ) t e @ e t e 7] e
(mm) ) (mm) (%) () (%) (mm) (%) @) (%)

1 0.129 20 0.095 -26.4 34 70.0 0.102 -20.9 23 15.0
2 0.198 23 0.294 485 33 43.5 0.241 21.7 25 8.7
3 0.119 27 0.111 -6.7 26 -3.7 0.097 -18.5 31 14.8
4

0.203 28 0.293 44.3 32 14.3 0.240 18.2 32 14.3
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5.3 Material response

All figures presented in this section corresponthtosteady state conditions. The results shown
are for the cutting velocity of 180 (m/min) anddeaf 0.15 (mm). Results from the DD model
and the JC model are presented side by side. Figilitestrates distribution of effective plastic
strain rates in the primary and secondary sheaszdfigure 7(a) presents a maximum plastic
strain rate value of 68000 scalculated by the DD model. The distribution &fstic strain rates
having a maximum value of 70 000"z alculated using the JC model is shown in figi(s.
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Figure 7. Effective plastic strain rate; (a) the DD modb), the JC model.

Temperature fields are presented in figure 8. Maxmtemperature was generated in the contact
between chip and rake face of the tool. Figure Si@@ws the temperature field generated by the
DD model with a maximum value of 695 (°C), temperatdistribution related to the JC model
having maximum of 673 (°C) is shown in figure 8(b).
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Figure 8. Temperature distribution; (a) the DD model, (i 9C model.

The material response simulated by the DD modehduhe dynamic loading history is

controlled by the state variables. The vacancy eptration and the dislocation density are shown
in figure 9. In the domains of highest temperatigecentrated close to the tool rake face, see
figure 8(a), the significant generation of vacasaseupled with the dislocation recovery is
present, see figure 9(a). In the area close toudker surface of the formed chip with lower
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temperature level, the increased dislocation dgsittrols the hardening, figure 9(b). Initial
value of dislocation density ¥(m/mnt) was increased up to fqm/mn7).

Inc: 800
Time: 5.722e-04

2.9830-02
2.685e-02
2.387e-02
2.088e-02
1.790e-02
1.4926702
1.193e-02
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|| 5.967e-03 [| 3.200e+14

2.983-03 1.645e+14

0.000e+00 i

2nd State Variable 1

0.000e+00

Cutting
3rd state Variable

(a) (b)
Figure9. State variables for the DD model; (a) vacancyceotration, (b) dislocation density

6. Discussions and conclusions

The aim of the presented work was to compare tbdigtive capability of the DD model with the
JC model. The scope of the evaluated models waiettict chip formation in terms of chip
thickness and shear plane angle, and cutting forces

The numerical problems in modelling the cuttinggass are numerous, particularly the need for
reliable remeshing and contact algorithms. Thetgwidor cutting forces and chip formation are
strongly influenced by criteria for the elementesas well as time stepping. A number of
numerical experiments were run to determine tharpeters for a stable solution. Remeshing of
the work material was controlled by a set of cdrperameters. Tool penetration into the work
material was suppressed. When it occurred, the wiaterial was remeshed and a new boundary
in the tool-chip contact was determined. A minimelement edge length 2.5e4i{) was used

for the remeshing of the workpiece.

Other parameters influencing the chip form andekel of simulated forces are convergence
criteria. Default values in Marc software, residclaécking (relative force tolerance 0.1) together
with displacement checking (relative displaceméoiesrance 0.1) resulted in cutting forleg

equal to 1155 (N) and feed forEgequal to 555 (N) for the test case No 2. The nicatibn of

these criteria, (relative force tolerance 0.01) @ethtive displacements tolerance 0.01), provided
5% change in the cutting force and 2% change irigéd force. The latter values of convergence
criteria proved to be acceptable for sufficientuaacy.

It can be concluded that using mesh and convergaiteeia that capture local effects in shear
zones are important factors for a sufficient validi accurate model.

Forces were slightly better predicted by the DD elotdihe feed force was underestimated by the
DD model by about 10 (%), largest deviation of fised force predicted by the JC model was 20
(%). The largest error in the cutting force preelicby the DD model was 15.7 (%). The JC
model both overestimated and underestimated thiaguorce with a largest deviation of 13 (%).
The DD model shows also good prediction capabilftthe chip morphology in comparison with
the JC model. Largest error of the chip thickneas predicted by the JC model for the cutting
speed 180 (m/min) and feed 0.15 (mm). The sheaemagle was overestimated the most by the
JC model by about 70 (%) for cutting speed 180 (myrmand feed 0.05 (mm). The discrepancy in
the simulated results can be related to the faat the chip formation was simulated as a
continuous process and no strain softening or demes included.
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The question whether the models are useful foruawalg cutting forces and chip geometry for a
given tool design, depends naturally on the cont8gtnetimes it is sufficient to have a model
that gives a qualitative correct answer. Howeveaurind) later design stages, then more
guantitative correct results are required. Thersrimotables 4 and 5 must be related to the context
where they will be used, namely the cutting tool nofacturing industry. Results in
Lindgrenal. (2009) indicates that variations in tool radius time industrial production of
nominally identical cutting tool as well as var@ts in material properties of nominally the same
workpieces can cause variations around 10% in $oNdée then estimated that errors below 10%
indicate a model fit for the purpose. The dislamatdensity model can predict forces near the
wanted precision.

Both material models were calibrated with SHPB fesstrain rates up to 90007s It is obvious
that the calculated values of the plastic straie gained by both material models are

significantly larger than the experimental rangeydtcally based plasticity models are supposed
to have larger domain of validity and can be exifated outside their range of calibration. But,
this requires that the mechanisms controlling thfemnation in the calibration set are still
dominating in the extrapolated range. The modedqarted in Lindgreset al. (2008) was used
without any particular mechanisms to account fay\egh strain rates. Future work will address
implementation of those particular mechanisms whiehsignificant for high strain rate
deformations such as phonon or electron dragssassted in Frost and Ashby (1982),
Regazzongt al (1987), Guo and Nemat-Nasser (2006).
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Appendix A

Al. SANMAC 316L - material parameters

Young's Poisson’s ratio Heat capacity Thermal Thermal Density
modulus expansion conductivity
E v Cp a A d
(GPa) (I/kg’C) (1°C) (W/°Cm) (kg/m®)
201 0.3 445 15.5e-6 14 7900
A2. Parameters determined by the calibration
Notation Equation No. Value Dimension
o 2 0.4
Do Initial immobile 1.10° m/mn?
dislocation density
Ke¢ 13
Cy 15
7 7
AF 7
Q 14
p 7 0.333
q 7 1.902
A3. Parameters determined by calibration that ar@égature dependent
Temp (°C) K c T AF Q
20 59.73 0.0275 0.010390 0.5056 4.499
200 32.64 0.0275 0.010000 0.8609 7.329
400 56.09 0.0275 0.007392 0.9117 10.58
600 48.15 0.0275 0.005643 0.9913 10.29
700 45.69 0.0275 0.006256 0.9297 13.68
800 46.69 0.0275 0.007939 0.7789 13.54
900 55.13 0.0275 0.005409 0.6795 13.05
1100 121.1 0.0275 0.032410 0.6242 14.73
1300 200.0 0.0275 0.050000 0.6615 28.62
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