generate recommendations based on user preferences. However, the CF method is vulnerable if no user preferences are available under the cold start situation.

The cold start problem refers to a situation where no historical ratings are available for users or no preferences could be obtained, thus no recommendations could be provided [15]. For a hotel recommendation system, two situations will cause the cold start problem. First, when a user is newly registered in a website, no preferences are given to the recommendation system. Second, according to Wu et al [21], a large percentage of users only have one rating record, hence it will not be accurate to identify user preferences based on only one piece of historical data. The percentage accounts for nearly one hundred percent in a newly formed recommendation system. These users are also regarded as new users in our case.

Previous recommendation systems are developed mainly on movie rating or music rating and produce recommendations based on the only rating—the overall rating from each user. Since hotel websites collect a large amount of user ratings, it is interesting to investigate the hotel rating data and make use of it to generate targeted recommendations for hotel booking users. Meanwhile, the hotel rating data not only contains the overall ratings, but also consists of other criteria ratings. This difference of the hotel rating data helps us to generate specific recommendations according to users' requirement on each criterion.

Facing the above problem, we propose an approach which combines collaborative filtering with data classification technology to generate recommendations. The main idea of the approach is to find a new user a group in which previous similar users' preferences are available and recommend hotels according to similar users' preferences. The approach has three steps: find a group for the new user based on three criteria and process hotel average ratings in that group, compute the Euclidean similarity between hotel average ratings and the user requirement and finally generate hotel recommendation list based on the final ranking scores for each hotel.

This method functions properly under the most severe cold start situation, so it may give a hint to other recommendation systems to alleviate the cold start problem. The method not only addresses the problem with the overall rating, but also multiple hotel criteria ratings into consideration so that the recommendation is more specific. This may show a way of designing recommendation systems on data which contains multiple user ratings. By using this method, hotel websites can provide new users with reliable and targeted recommendations based on previous user ratings.

2. Literature review

"Recommender Systems (RSs) are software tools and techniques providing suggestions for items to be of use to a user" [5]. The aim of recommendation system is to provide users with personalized and useful recommendations of products and services. Many companies have done works on recommendation systems, for example Amazon.com [11] and Netflix [19] are two popular applications of recommendation systems.

Collaborative filtering (CF) is a method widely used in recommendation systems and is one of the most successful recommendation tools [9, 5]. The idea of CF is to make predictions on one user's preference by collecting his or her similar users' tastes. It makes automatic predictions (filtering) about the interests of a user by collecting preferences or taste information from many users (collaborating) [20]. For example, collaborative filtering could make predictions about which movie a user would like and how many scores a user will rate given similar users' preferences (likes or dislikes) when used in movie recommendation systems.

There are three kinds of CF methods: memory-based, model-based and hybrid. The memory-based CF computes similarity between items or users to make predictions. Different similarity measurement will lead to different results [5]. Probabilistic active learning method incorporated into memory-based collaborative filtering can reduce the computational cost and keep high accuracy as well [22]. The model-based algorithm was compared with memory-based algorithm in the face of profile injection attacks by [13] and the result showed a comparable accuracy. The hybrid CF combines the above two methods in the whole
recommendation process. A novel hybrid collaborative filtering method is proposed on personalized web service and got considerable good results [3]. Other collaborative filtering methods are also provided by researchers, such as cluster-based collaborative filtering [7]. However, one major challenge of collaborative filtering is the cold start problem [21]. Several approaches have been adopted in previous systems to cope with this challenge. Park, S. T. et al [15] constructed predictive models in regression based on user preferences to feature cold start problem. In their paper [10], the authors propose an approach to identify representative user preferences as an indication of new user preferences. In their method, users’ preference can be obtained after users rated five to ten representative items.

Regarding hotel recommendations, two previous approaches have been proposed. A trust-based collaborative filtering method was proposed by Wu et al [21]. They incorporated CF with trust models and concluded that trust really influence the prediction accuracy, even though the improvement is not very significant. One of the difficulties in their research is that the rating values are too similar among users so that it is not easy to recognize a suitable number of similar users’ group for a user using K nearest neighbor method. Huming, G. et al [7] proposed a recommendation system based on clustering and rankboost algorithm. They found a cluster center of k users based on historical ratings and generate recommendations according to the cluster’s user preferences. The result shows when user number is greater than eight hundred, the result reserves a high accuracy.

Many systems use cosine similarity and Pearson correlation similarity to compute the similarity between two ratings [18]. They both perform well on finding user preferences but a problem occurs when measuring similarity between two vectors like (1,1,1,1,1) and (4,4,4,4,4) and (2,1,2,1,2) and (5,4,5,4,5) [23]. The results of the two groups of vectors are both 1 using the two measurements, which show that the two groups of vectors are similar. However, these two groups of ratings are not similar for the hotel rating data at all. The similarities computed by the Euclidean distance method for the above two groups are both 0.1297, which shows two vectors are not that similar. To avoid the above problem, we use Euclidean similarity computation. Meanwhile, Euclidean similarity shows a good result when compared with other similarity measures.

However, considering all the related work discussed above, few of them focus on the hotel rating data. Recommendations are all based on users’ overall ratings. We aim at recommending hotels not only based on overall rating, but also on five other ratings. A combined approach is proposed for providing hotel recommendations.

### 3. Methodology

The combined method we proposed consists of three steps: data classification, similarity computation and ranking computation. The first step, Data Classification, is to divide data into smaller clusters from the whole dataset. In each small cluster, data share similar attributes. The averages in terms of the six criteria – the hotel website, where we collected source data, provides us with these attributes (criteria): general-score, cleanliness, comfort, satisfaction, closeness-to-downtown, and service – for each hotel are computed according to the ratings from the users in that group. The second step, Similarity Computation, is to calculate the Euclidean similarity between the hotel averages and the user requirements, as an indication of degrees that how much a hotel is close to the expectation of the user requirement. A user requirement is expressed as \( R_s' = (R^1_1, R^2_1, R^3_1, R^4_1, R^5_1) \). The third step is to compute the ranking score of each hotel and rank the hotels according to the ranking scores to make a final recommendation in that group for the user. An algorithm works as follows, see Fig. 1:
In the dataset, each user provides one rating record for one hotel. Each rating record consists of six criteria ratings. A rating function $R$ in a recommender system is defined as $R(u, m) \rightarrow R_0 \times R_1 \times \cdots \times R_s$, where $R_0$ denotes the set of possible overall ratings and $R_s$ denotes the set of possible ratings for each $s$ criterion $(1 \leq s \leq 5)$, see Table 2. The rating set of $R$ in the system could be expressed as a matrix:

$$
\begin{array}{cccccccc}
\text{Hotel #} & \text{User #} & 1 & 2 & 3 & \cdots & m-2 & m-1 & m \\
\hline
1 & 0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
2 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & \cdots & 1 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
u-1 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
u & 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
\end{array}
$$

where $u$ denotes the number of users while $m$ indicates the number of hotels. "1" means a certain rating record exists for a user and a hotel. "0" means no rating record for a user-hotel pair. Each user only has one rating record in this dataset, which means each row could only have one record "1".

### 3.1. Data classification

It is assumed that people will be more likely to listen to the advice of those who share something in common with them. For a new user, he or she would be more willing to accept the recommendations from the users who share similar interests with him or her. In order to find a similar user group to which a new user could refer, we use the data classification approach, to classify the users into smaller groups (called clusters) based on their similar interests. This approach divides a large dataset into smaller clusters so that the users in one cluster share more similar interests than in other parts. Hotel information, such as location and star level, rating information like rating date, and user information like travel purposes, are used as characteristics for data classification. We call these pieces of information the "attributes" of the dataset [17]. If we regard each of these attributes as a dimension and each value of that attribute covers a segment, then the whole dataset is divided into many small boxes. For example, three attributes each with three values will divide the dataset into 27 parts.

Regarding the hotel rating data, we choose three dimensions: User's Traveling Purpose (TA), Traveling Destination (City) and Hotel Star Level (SL) to classify the data. The information from these three dimensions is used as the main criteria for a new user to search for a hotel. New users will be concerned about why to go there, where to go and where to stay. For the user's traveling purpose dimension, five segments (Business, Romance, Friends, Family and Others) are provided. For the traveling destination dimension, five destinations (Amsterdam, Barcelona, Berlin, Paris and Rome) are gathered in this thesis. For the hotel star level dimension, it also has five levels from one star to five stars rated by official
organizations. In this way, we have 125 small groups and people share some common information in each group. It can be presented as Fig. 5:

![Fig. 2. Data Classification on hotel rating data.](image)

A group, denoted as $G_{ijk} \rightarrow \text{Group } \{i=TA, j=City, k=SL\}$, contains a set of user rating pairs $R$. For example, $G_{ijk}$ represents a group of ratings $R$ which are provided by users for the travel purpose $i$, the traveled city $j$ and the hotels with $k$ stars. In this way, we find a referencing group for the new user where many previous rating data can be referred to in this group.

For the group a new user belongs to, we compute the average scores in terms of all the criteria of each hotel in that group to indicate the group users' attitude towards the hotel. For each average rating, it is computed by:

$$
\overline{R^s}_{ijk,m} = \frac{\sum_{1}^{N_{ijk,m}} R^s_{ijk,m}}{N_{ijk,m}}
$$

where $R^s_{ijk,m}$ denotes ratings toward hotel $m$ of users in group $G_{ijk}$, $N_{ijk,m}$ is the number of ratings of hotel $m$ in group $G_{ijk}$.

The average ratings of overall rating and five criteria for each hotel, together with hotel id number, in group $G_{ijk}$ are expressed as:

$$
H^m_{ijk} : \{ \overline{R^0}_{ijk,m}, \overline{R^1}_{ijk,m}, \overline{R^2}_{ijk,m}, \overline{R^3}_{ijk,m}, \overline{R^4}_{ijk,m}, \overline{R^5}_{ijk,m}, H_m \}
$$

where $\overline{R^0}_{ijk,m}$ denotes the average overall rating which people in group $G_{ijk}$ rated for hotel $m$, $\overline{R^s}_{ijk,m}$ ($1 \leq s \leq 5$) the average rating of the criteria "s" the hotel "m" get from group $G_{ijk}$ and $H_m$ the hotel id number.

### 3.2. Similarity Calculation

To provide a ranking base for generating a recommendation list, we calculate the similarity between the user requirement $R^s$ and the hotel average ratings $H^m_{ijk}$. The more similar the two ratings are, the closer a hotel is to the expectation of the new user. Many systems use Cosine similarity and Pearson correlation similarity to compute the similarity between two ratings. Cosine similarity measures the angle between two vectors as their similarity and Pearson correlation reveals linearity degree between two vectors [18]. They both perform well on finding user preferences but a problem occurs when measuring similarity between two vectors like (1,1,1,1,1) and (4,4,4,4,4) and (2,1,2,1,2) and (5,4,5,4,5) [23]. The results of the both methods are 1, which shows two vectors are similar. However, these two groups of ratings are not similar for the hotel rating data at all. The similarities computed by the Euclidean method
for the above two groups are both 0.1297, which shows two vectors are not that similar. To avoid the above problems, we use Euclidean similarity computation for measuring similarity.

### 3.2.1 Euclidean similarity

Euclidean similarity is based on the calculation of Euclidean distance. Euclidean distance computes the distance between two space vectors in n-dimensions [2]. The relationship between Euclidean distance and Euclidean similarity is as follows: smaller distance yields larger similarity. In the following, we discuss how to obtain Euclidean distance and similarity.

A user requirement $R_s'$ is provided by the new user. $R_s'$ can be denoted as $R^{s'}_{ijk}$ after data classification process for the new user. For example, a user may rate a hotel's cleanliness 4, comfort 4, condition 5, neighborhood 5 and service 4, then $R^{s'}_{ijk}$ is (4,4,5,5,4). After we get $R^{s'}_{ijk}$, we measure the Euclidean similarity between the hotel average ratings $H^m_{ijk}$ and the user request $R^{s'}_{ijk}$. The distance between the hotel average ratings and the user request in one group can be defined by the following formula:

$$d(H^m_{ijk}, R^{s'}_{ijk}) = \sqrt{\sum_{s=1}^{5} (R^s_{ijk,m} - R^{s'}_{ijk})^2}$$

where $m$ is the hotel id and $s$ ranges from 1 to 5 for the ratings on five criteria. The smaller the distance, the more similar the two ratings are. The reciprocal of the Euclidean distance plus one is commonly referred as Euclidean similarity [16]. The Euclidean similarity is described as:

$$Sim(H^m_{ijk}, R^{s'}_{ijk}) = \frac{1}{1 + d(H^m_{ijk}, R^{s'}_{ijk})}$$

where its value ranges from (0,1]. The larger the value is, the more similar the two subjects are. In this way, we know the similarity between each hotel and user's desired ratings in the group which the new user belongs to. The hotels with the similarity below the average are excluded from recommendation. In this way, we get a similarity value of each hotel in the group as a basis for the next ranking process.

### 3.3. Ranking Score computation

After computing the similarity, we need a ranking method for generating the recommendation list. Ranking score provides a ranking basis for the final recommendation within one group. The score can be derived as follows.

Ranking score $F$ equals to the production of the hotel averaged overall rating and the similarity score in one group. It focuses on the similarity and the averaged overall ratings of hotels. It can be formulated as:

$$F(H_{ijk}, m) = \overline{R^0_{ijk,m}} \ast Sim(H^m_{ijk}, R^{s'}_{ijk})$$

The intuition behind this computation is that hotels which have greater similarities to the user requirement should have a higher rank in the recommendation list. For example, if two hotels in the same group have the same averaged overall rating, the larger similarity score one hotel has, the higher the ranking place it should have in the recommendation list.

### 3.4. Evaluation methods

In order to determine whether the combined method functions and to discover N in top-N recommendation, evaluation methods Normalized Mean Averaged Error (NMAE), 10-fold
Cross-Validation and Receiver Operating Characteristic (ROC) curves are used. They are widely used to measure the accuracy of recommendation systems.

### 3.4.1 Normalized Mean Averaged Error (NMAE)

To measure the error between the user requirement and the actual rating, Normalized Mean Averaged Error (NMAE) is adopted. It is a Mean Absolute Error (MAE) normalized with respect to the range of rating values [6]. It takes the rating range into consideration and modifies the computation of traditional mean average error. The actual user rating is selected from the testing group and expressed as \( C_{ijkm} = \{c_{ijkm}^1, c_{ijkm}^2, c_{ijkm}^3, c_{ijkm}^4, c_{ijkm}^5\} \). NMAE is computed using:

\[
NMAE = \frac{MAE}{r_{\text{max}} - r_{\text{min}}} = \frac{\sum_{i=1}^{n} |R_{ijkm} - C_{ijkm}^5|}{(r_{\text{max}} - r_{\text{min}}) \times n}
\]

where \( n=5 \), \( r_{\text{max}} \) is the maximum value of rating 5, and \( r_{\text{min}} \) is the minimum value of rating 1. Generally, a NMAE value ranges from [0,1]. The smaller the NMAE is, the better the accuracy.

### 3.4.2 10-fold Cross-Validation

A single partition of training and testing is not trustable for measuring the error rate. Therefore, repeated training and testing should be done to get reliable results. Revealing the repeated validation methods, a leave-one-out cross validation is computationally expensive, 10-fold cross-validation is a method adopted [8]. 10-fold cross-validation divides a dataset into ten subsets. Each subset will be used as testing data once while the remaining will be used as training data. The cross validation ends until all the subsets have been tested. The average of the ten testing results is regarded as the final accuracy of the system.

### 3.4.3 Receiver Operating Characteristic (ROC) curves

To evaluate how effectively a recommendation list can help a new user to select satisfied hotels, Receiver Operating Characteristic (ROC) sensitivity measurement can be used [1]. It has a basis that filtering is a binary process. We calculate the average value of user requirement and the average of actual user ratings. In our data, we use sensitivity to show the probability of a “satisfied” hotel being recommended by the method and define specificity to indicate an “unsatisfied” hotel not being recommended [14]. ROC curve lots the sensitivity and the 1-specificity of the test.

We regard the average of user requirement \( R_{ijkm}^5 \) and the average of actual user rating \( C_{ijkm}^5 \) as the predicted average value and the actual average value. If both of the predicted average value and the actual average value are greater than a given threshold, we regard that a satisfied hotel is correctly recommended.

Let APR, AAR, and T denote the predicted average value, the actual average value, and a quality threshold respectively. The following possible cases are defined by the method for each hotel in the recommendation list:

- **True Positive (TP)** when \( APR \geq T \land AAR \geq T \)
- **False Positive (FP)** when \( APR \geq T \land AAR < T \)
- **True Negative (TN)** when \( APR < T \land AAR < T \)
- **False Negative (FN)** when \( APR < T \land AAR \geq T \)

For a set of recommendations, the sensitivity is defined as the True Positive Fraction (TPF) [12]:

where $N_{TP}$ and $N_{FN}$ are the numbers of the true positive and the false negative occurrences over the set of recommendations respectively. This fraction shows the ratio of the correct recommendations in all recommendation lists.

The $1$-specificity as the False Positive Fraction (FPF) is defined as

$$1 \text{- specificity} = \text{FPF} = \frac{N_{FP}}{N_{FP} + N_{TN}}, \quad (8)$$

where $N_{FP}$ and $N_{TN}$ are the numbers of the true negative and the false positive occurrences over the set of recommendations respectively. This fraction shows the ratio of incorrect recommendations in all recommendation lists.

4. Results and Evaluation

4.1. Recommendation list

One user group is randomly selected and the above methods are applied. The random number generated is $\{2, 2, 3\}$ which stands for the group $G_{223}: \{\text{Romance, Barcelona, 3}\}$. To generate a recommendation list, $\{4, 4, 4, 4, 4\}$ is randomly selected as the new user's requirements. By applying the method proposed in section 4, we obtain 32 hotels for recommendation to the new user in this group. The Top-10 Recommendation list is shown in Table 2.

<table>
<thead>
<tr>
<th>HID</th>
<th>CScore</th>
<th>Similarity</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>4.272727</td>
<td>0.6439240</td>
<td>1</td>
</tr>
<tr>
<td>44</td>
<td>4.000000</td>
<td>0.6057470</td>
<td>2</td>
</tr>
<tr>
<td>52</td>
<td>4.333333</td>
<td>0.5557701</td>
<td>3</td>
</tr>
<tr>
<td>89</td>
<td>4.000000</td>
<td>0.6000000</td>
<td>4</td>
</tr>
<tr>
<td>99</td>
<td>4.000000</td>
<td>0.5958648</td>
<td>5</td>
</tr>
<tr>
<td>94</td>
<td>3.809524</td>
<td>0.6141984</td>
<td>6</td>
</tr>
<tr>
<td>158</td>
<td>4.333333</td>
<td>0.5313730</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>4.055556</td>
<td>0.5663218</td>
<td>8</td>
</tr>
<tr>
<td>161</td>
<td>4.000000</td>
<td>0.5584816</td>
<td>9</td>
</tr>
<tr>
<td>190</td>
<td>3.888889</td>
<td>0.5505103</td>
<td>10</td>
</tr>
</tbody>
</table>

The final Top-3 recommendation hotel list in group $\{\text{Romance, Barcelona, 3}\}$ is presented in Table 3.

<table>
<thead>
<tr>
<th>HID</th>
<th>Hotel name</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>Park Hotel Barcelona</td>
<td>1</td>
</tr>
<tr>
<td>44</td>
<td>Dalia Ramblas</td>
<td>2</td>
</tr>
<tr>
<td>52</td>
<td>Residencia Melondistrict Marina</td>
<td>3</td>
</tr>
</tbody>
</table>

4.2. Evaluation Result

4.2.1 10-fold cross-validation

The 10-fold cross-validation is adopted in to determine the error rate of the combined method. The data for each selected group is divided into two sets: training data and testing data. Training data is used for generating a recommendation list. Testing data is used to measure
the overall performance. Considering the sample size, the groups with the number of records greater than 300 can be selected. Five groups are selected from the whole dataset. User requirement is simulated by generating all permutations of five ratings and each rating value is greater or equal to 4. For each validation, one random user requirement is selected to do training and testing. The performance is measured by NMAE between the actual user ratings and the user requirement on each criterion. Five groups are tested under one user requirement (4,5,4,4,5) in one 10-fold cross-validation process. The result is shown in Table 4.

**Table 4. Results of 10-fold cross validation**

<table>
<thead>
<tr>
<th>Group number</th>
<th>Top-3 NMAE</th>
<th>Top-10 NMAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>G143</td>
<td>0.12</td>
<td>0.19</td>
</tr>
<tr>
<td>G423</td>
<td>0.17</td>
<td>0.18</td>
</tr>
<tr>
<td>G235</td>
<td>0.14</td>
<td>0.13</td>
</tr>
<tr>
<td>G354</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>G512</td>
<td>0.19</td>
<td>0.15</td>
</tr>
</tbody>
</table>

To avoid selecting extreme ratings from the testing part, five benchmark ratings are randomly picked from the permutation list and put into the 10-fold cross-validation process to test the performance. Totally fifty recommendations are generated for both the Top-3 and Top-10 lists. The mean NMAEs for both lists are computed and the result is shown in Table 5.

**Table 5. Results of 10-fold cross validation under five user requirements**

<table>
<thead>
<tr>
<th>Group number</th>
<th>Number of records</th>
<th>Top-3 NMAE</th>
<th>Top-10 NMAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>G143</td>
<td>2,096</td>
<td>0.16</td>
<td>0.20</td>
</tr>
<tr>
<td>G423</td>
<td>1,242</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>G235</td>
<td>641</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td>G354</td>
<td>924</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>G512</td>
<td>3,065</td>
<td>0.13</td>
<td>0.17</td>
</tr>
</tbody>
</table>

For the hotel recommendation, the expected range of NMAE lies in [0, 0.25]. If the NMAE equals zero, it means the real user rating is the same as the user requirements on the five criteria. If the NMAE equals 0.25, it shows that the absolute difference between two ratings equals 5, which supposes a large difference to the user requirement. From the table above, we observe that the number of Top-3 NMAE less than Top-10 NMAE in group G143, G423, and G512. For group G354, the NMAEs of the two lists are the same. The NMAE of Top-10 list is smaller than the NMAE of Top-3 list in group G235. However, the NMAE of Top-3 list is lower than that of Top-10 list in average. Mean NMAEs of the two lists under the five group experiments is shown Fig. 3.
It is clear that the Top-3 recommendation approach has a comparatively lower or equal NMAE for the five groups than that of the Top-10 recommendation method in the three out of five cases. As the size of group increases, the NMAE of Top-3 list tends to be lower than that of Top-10 recommendation list.

4.2.2 ROC curves
The ROC curves are computed for the Top-3 list and the Top-10 list on the thresholds ranging from 4 to 4.5. Two groups $G_{423}$: {Family, Berlin, 3} and $G_{514}$: {Others, Barcelona, 4} are selected and five random user requirements are picked. Ten values for TPF and FPF are produced for each list, and we calculate the mean values of the ten values for the two top lists. With the thresholds 4.1 and 4.2, 4.3 and 4.4, TPF and FPF are the same for each recommendation of both lists. Results are illustrated in Fig. 4.

![ROC curves](image)

Fig. 4. ROC curves for Top-3 and Top-10 recommendation.

Taking the accuracy of the recommendation system into consideration, Fig. 4 suggests that the two recommendation lists both have a relatively acceptable accuracy. Whereas the Top-3 recommendation list provides a better result than the Top-10 recommendation because under a given sensitivity level, Top-3 recommendation list has a lower 1-Specificity even if the difference is not that significant.

5. Conclusion and Discussion
Cold start is a major problem to be dealt with in the field of the collaborative filtering (CF) researches. The problem is severe in the case of data analysis of hotel ratings because it is very hard to form user preferences as one user provides only one rating record for one hotel. In other words, we need quite a number of rating records from one user to identify his or her preference. Considering this difficulty, we propose a recommending method which combines the collaborative filtering with data classification method to alleviate the cold start problem. Five groups of experiments and two evaluations have been conducted. The results indicate that our methods functions and performs properly under the cold start situation. It is important that Top-N recommendations should be accurate and targeted so that users can book hotels efficiently. Concerning about the accuracy, we compare the NMAE of Top-3 recommendation list and that of Top-10 recommendation list. The result shows a better performance of Top-3 recommendation list using the combined approach.
Through alleviating the cold start problem, we propose a combined method of collaborative filtering and data classification to provide an acceptable hotel recommendations for users based not only on the rating records provided by a user (hotel guest) to a hotel, but also on the information about the user as well as the hotel. We focus on hotel rating data, especially on user requirements of the five specific criteria. By applying this method on hotel rating data, hotel recommendations that mostly to the expectation of new users could be provided through a Top-3 recommendation list. The methodology described is general and may be easily installed on systems, especially for newly formed hotel booking websites, to alleviate the cold start problem for hotel recommendations.

Despite of the work accomplished in this paper, further investigation is still necessary. Firstly, other dimensions such as Date and Nationality of users can be used in data classification. In this classification, we may observe how the guests’ ratings are influenced by the travel seasons and the nationalities, which may help to make more accurate and focused recommendations. Secondly, we can include more factors in computing the ranking scores. Our ranking method takes two values, overall rating and similarity score into consideration. Other factors such as the total review number of a hotel could also try to be added to the ranking process to get higher recommendation accuracy. Thirdly, our major problem in this study is that we can only obtain one rating by a single guest, which makes it difficult to identify the guest’s preference. A usable step is to suggest a membership system for the booking websites which can help the hotels to provide better services to the guests who in turn may become loyal customers via a trustable recommendation system.
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