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Abstract

We study the boundary of the liquid region \( \mathcal{L} \) in large random lozenge tiling models defined by uniform random interlacing particle systems with general initial configuration, which lies on the line \((x, 1), x \in \mathbb{R} = \partial \mathbb{H} \). We assume that the initial particle configuration converges weakly to a limiting density \( \phi(x), 0 \leq \phi \leq 1 \). The liquid region is given by a homeomorphism \( \mathcal{W}_L : \mathcal{L} \to \mathbb{H} \), the upper half plane, and we consider the extension of \( \mathcal{W}_L^{-1} \) to \( \mathbb{H} \). Part of \( \partial \mathcal{L} \) is given by a curve, the edge \( \mathcal{E} \), parametrized by intervals in \( \partial \mathbb{H} \), and this corresponds to points where \( \phi \) is identical to 0 or 1. If \( 0 < \phi < 1 \), the non-trivial support, there are two cases. Either \( \mathcal{W}_L^{-1}(w) \) has the limit \((x, 1)\) as \( w \to x \) non-tangentially and we have a regular point, or we have what we call a singular point. In this case \( \mathcal{W}_L^{-1} \) does not extend continuously to \( \mathbb{H} \). Singular points give rise to parts of \( \partial \mathcal{L} \) not given by \( \mathcal{E} \) and which can border a frozen region, or be “inside” the liquid region. This shows that in general the boundary of \( \partial \mathcal{L} \) can be very complicated. We expect that on the singular parts of \( \partial \mathcal{L} \) we do not get a universal point process like the Airy or the extended Sine kernel point processes. Furthermore, \( \mathcal{E} \) and the singular parts of \( \partial \mathcal{L} \) are shocks of the complex Burgers equation.
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1 Introduction

1.1 Discrete Interlacing Sequences

We begin by briefly recalling the underlying probabilistic model described in [2]. A discrete Gelfand-Tsetlin pattern of depth $n$ is an $n$-tuple, denoted $(y^{(1)}, y^{(2)}, \ldots, y^{(n)}) \in \mathbb{Z} \times \mathbb{Z}^2 \times \cdots \times \mathbb{Z}^n$, which satisfies the interlacing constraint

$$y_1^{(r+1)} \geq y_1^{(r)} > y_2^{(r+1)} \geq y_2^{(r)} > \cdots \geq y_r^{(r)} > y_{r+1}^{(r+1)},$$

for all $r \in \{1, \ldots, n-1\}$, denoted $y^{(r+1)} > y^{(r)}$. For each $n \geq 1$, fix $x^{(n)} \in \mathbb{Z}^n$ with $x_1^{(n)} > x_2^{(n)} > \cdots > x_n^{(n)}$, and consider the following probability measure on the set of patterns of depth $n$:

$$\nu_n[(y^{(1)}, \ldots, y^{(n)})] := \frac{1}{Z_n} \cdot \begin{cases} 1 ; & \text{when } x^{(n)} = y^{(n)} > y^{(n-1)} > \cdots > y^{(1)}, \\ 0 ; & \text{otherwise}, \end{cases}$$

where $Z_n > 0$ is a normalisation constant. This can equivalently be considered as a measure on configurations of interlaced particles in $\mathbb{Z} \times \{1, \ldots, n\}$ by placing a particle at position $(u, r) \in \mathbb{Z} \times \{1, \ldots, n\}$ whenever $u$ is an element of $y^{(r)}$. $\nu_n$ is then the uniform probability measure on the set of all such interlaced configurations with the particles on the top row in the deterministic positions defined by $x^{(n)}$. This measure also arises naturally from certain tiling models (see [2] and [11] for further details). In [2] and [11] it was independently shown that this process is determinantal. The correlation kernel, $K_n : (\mathbb{Z} \times \{1, \ldots, n\})^2 \to \mathbb{C}$, acts on pairs of particle positions. Note that the deterministic top row and the interlacing constraint implies that it is sufficient to restrict to those positions, $(u, r), (v, s) \in \mathbb{Z} \times \{1, \ldots, n-1\}$, with $u \geq x_{n}^{(n)} + n - r$ and $v \geq x_{n}^{(n)} + n - s$. For all such $(u, r)$ and $(v, s)$,

$$K_n((u, r), (v, s)) = \tilde{K}_n((u, r), (v, s)) - \phi_{r, s}(u, v), \quad (1.1)$$

where

$$\tilde{K}_n((u, r), (v, s)) := \frac{1}{(2\pi)^2} \frac{(n-s)!}{(n-r-1)!} \oint_{\gamma_n} dw \oint_{\Gamma_n} dz \prod_{k=u+r-n+1}^{u} (z-k) \prod_{k=v+s-n}^{v} (w-k) \frac{1}{w-z} \prod_{i=1}^{n} \left( \frac{w-x_{i}^{(n)}}{z-x_{i}^{(n)}} \right),$$

and

$$\phi_{r, s}(u, v) := \begin{cases} 0 ; & \text{when } s \leq r, \\ 1 \frac{1}{(s-r-1)!} \prod_{j=1}^{s-r-1} (v-u+s-r-j) ; & \text{when } s = r+1, \\ \frac{1}{(s-r)!} \prod_{j=1}^{s-r} (v-u+s-r-j) ; & \text{when } s > r+1. \end{cases}$$

Above $\Gamma_n$ and $\gamma_n$ are counter-clockwise, $\Gamma_n$ contains $\{x_{i}^{(n)} : x_{i}^{(n)} \geq u\}$ and none of $\{x_{i}^{(n)} \leq u + r - n\}$, and $\gamma_n$ contains $\Gamma_n$ and $\{v + s - n, \ldots, v\}$.

1.2 Asymptotic Assumptions and Geometric Behaviour of the Liquid Region

It is natural to consider the asymptotic behaviour of the determinantal system introduced in the previous section as $n \to \infty$, under the assumption that the (rescaled) empirical distribution of the deterministic particles on the top row converges weakly to a measure with compact support. More exactly, assume that

$$\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}^{(n)}/n} \to \mu$$

as $n \to \infty$, in the sense of weak convergence of measures, where $\mu$ is a probability measure with compact support, $\text{supp}(\mu)$. We additionally assume that the convex hull of $\text{supp}(\mu)$ is of length strictly greater than $1$. 
Definition 1.1. For clarity we explicitly state the class of measures in which μ lies: μ ∈ B(ℝ), where
B(ℝ) is the set of Borel measures on ℝ. Moreover, μ ≤ λ where λ is Lebesgue measure (recall x(ν) ∈ ℤn),
||μ|| = 1, μ has compact support. We will denote this set of measures by μ ∈ M^λ_0(ℝ). Additionally we
note that μ admits a density w.r.t. λ, which is uniquely defined up to a set of zero Lebesgue measure.
Denoting the density by f, and [a, b] the convex hull of supp(μ), (b − a > 1), it satisfies f ∈ L^∞(ℝ),
f(x) = 0 for all x ∈ ℝ \ [a, b], \int_a^b f(x)dx = 1, and 0 ≤ f(x) ≤ 1 for all x ∈ [a, b]. We write f ∈ \rho^λ_0(ℝ).
Note that ℝ \ supp(μ) is the largest open set on which f = 0 almost everywhere, and ℝ \ supp(λ − μ) is the
largest open set on which f = 1 almost everywhere. Finally we note that the set M^λ_0(ℝ) is convex, i.e.,
if σ, ν ∈ M^λ_0(ℝ), then for all t ∈ [0, 1], tσ + (1 − t)ν ∈ M^λ_0(ℝ).

Definition 1.2. Define the set of functions C^λ_0(ℝ) to be all f ∈ \rho^λ_0(ℝ) such that:

- There exists a finite family of open disjoint interval {I_k} such that supp(μ) = \bigcup_k I_k.
- \quad f ∈ C^α(I_k) for all k and some 0 < α < 1.
- \quad The set \{(t : f(t) = 0) ∪ \{t : f(t) = 1\}\}(\cup_k I_k) is isolated.

We note that if f ∈ C^λ_0(ℝ), then f is continuous everywhere except at possibly the set \bigcup_k \partial I_k.

Note, rescaling the vertical and horizontal positions of the particles of the Gelfand-Tsetlin patterns by \frac{1}{n},
that the weak convergence and the interlacing constraint imply that the rescaled particles almost surely
lie asymptotically in the following set:

\[ \mathcal{P} = \{(χ, η) ∈ ℝ^2 : a ≤ χ + η - 1 ≤ b, 0 ≤ η ≤ 1\} \]

Fixing (χ, η) ∈ \mathcal{P}, the local asymptotic behaviour of particles near (χ, η) can be examined by
considering the asymptotic behaviour of \(K_n((u_n, r_n), (v_n, s_n))\) as \(n → ∞\), where \{(u_n, r_n)\}_{n≥1} ⊂ ℤ^2\ and
\{(v_n, s_n)\}_{n≥1} ⊂ ℤ^2\ satisfy

\[ \frac{1}{n}(u_n, r_n) → (χ, η), \quad \frac{1}{n}(v_n, s_n) → (χ, η) \]

as \(n → ∞\). Assume this additional asymptotic behaviour, substitute \((u_n, r_n)\) and \((v_n, s_n)\) into equation
(1.1), and rescale the contours by \(\frac{1}{n}\) to get,

\[ \tilde{K}_n((u_n, r_n), (v_n, s_n)) = \frac{A_n}{(2πi)^2} \int_{Γ_n} dw \int_{Γ_n} dz \exp(nf_n(w) - n\tilde{f}_n(z)) \frac{w - z}{w - z}, \]  
(1.2)

for all \(n ∈ ℤ^+\). Now Γ_n contains \(\frac{1}{n}x^{(n)}_i : x^{(n)}_i ≥ u_n\) and none of \(\frac{1}{n}x^{(n)}_i ≤ u_n + r_n - n\), and γ_n contains
\(\frac{1}{n}(v_n + s_n - n), \ldots, \frac{1}{n}v_n\). Also \(A_n := \frac{(n-s_n)!}{(n-r_n-1)! n^{s_n-r_n-1}}, \)

\[ f_n(w) := \frac{1}{n} \sum_{i=1}^n \log \left( w - \frac{x^{(n)}_i}{n} \right) - \frac{1}{n} \sum_{j=v_n+s_n-n}^{v_n} \log \left( w - \frac{j}{n} \right), \]

\[ \tilde{f}_n(z) := \frac{1}{n} \sum_{i=1}^n \log \left( z - \frac{x^{(n)}_i}{n} \right) - \frac{1}{n} \sum_{j=u_n+r_n-n+1}^{u_n-1} \log \left( z - \frac{j}{n} \right). \]

Finally, inspired by the asymptotic assumptions and the forms of \(f_n\) and \(\tilde{f}_n\), we define

\[ f(χ, η)(w) := \int_ℝ \log(w - t)\,dμ(t) - \int_{χ+η-1}^χ \log(w - t)\,dt, \]

for all \(w ∈ ℂ \setminus ℝ\).
Remark 1.1. Do not confuse the asymptotic function \( f_{(\chi,\eta)}(w) \) with the density \( f \) of the the measure \( \mu \). The authors apologize for this unfortunate notation and hope that it will not cause any confusion. Furthermore, the asymptotic function will only be mentioned in the introduction, and in all other sections of this paper, \( f \) will always denote the density of the measure.

Steepest descent analysis and equations (1.1) and (1.2) suggest that, as \( n \to \infty \), the asymptotic behaviour of \( K_n((u_n,r_n),(v_n,s_n)) \) depends on the behaviour of the roots of \( f'_{(\chi,\eta)} \):

\[
f'_{(\chi,\eta)}(w) = \int_{\mathbb{R}} \frac{d\mu(t)}{w - t} - \int_{\chi + \eta - 1}^{\chi} \frac{dt}{w - t},
\]

for all \( w \in \mathbb{C} \setminus \mathbb{R} \). In [2], we define the liquid region, \( \mathcal{L} \), as the set of all \( (\chi,\eta) \in \mathcal{P} \) for which \( f'_{(\chi,\eta)} \) has a unique root in the upper-half plane, \( \mathbb{H} := \{ w \in \mathbb{C} : \text{Im}(w) > 0 \} \). Whenever \( (\chi,\eta) \in \mathcal{L} \), one expects universal bulk asymptotic behaviour, i.e., that the local asymptotic behaviour of the particles near \( (\chi,\eta) \) are governed by the extended discrete Sine kernel as \( n \to +\infty \). Also, one expects that the particles are not asymptotically densely packed. Moreover, when considering the corresponding tiling model and its associated height function, one would expect to see the Gaussian Free Field asymptotically. See for example [11,12] for a special case.

Let \( W_\mathcal{L} : \mathcal{L} \to \mathbb{H} \) map \( (\chi,\eta) \in \mathcal{L} \) to the corresponding unique root of \( f'_{(\chi,\eta)} \) in \( \mathbb{H} \). In [2], we show that \( W_\mathcal{L} \) is a homeomorphism with inverse \( W_\mathcal{L}^{-1}(w) = (\chi_\mathcal{L}(w),\eta_\mathcal{L}(w)) \) for all \( w \in \mathbb{H} \), where

\[
\chi_\mathcal{L}(w) := w + \frac{(w - \bar{w})(e^{C(w)} - 1)}{e^{C(w)} - e^{C(\bar{w})}},
\]

\[
\eta_\mathcal{L}(w) := 1 + \frac{(w - \bar{w})(e^{C(w)} - 1)(e^{C(\bar{w})} - 1)}{e^{C(w)} - e^{C(\bar{w})}},
\]

and \( C : \mathbb{C} \setminus \text{supp}(\mu) \to \mathbb{C} \) is the Cauchy transform of \( \mu \):

\[
C(w) := \int_{\mathbb{R}} \frac{d\mu(t)}{w - t}.
\]

Thus \( \mathcal{L} \) is a non-empty, open (with respect to \( \mathbb{R}^2 \)), simply connected subset of \( \mathcal{P} \).

Define the complex slope \( \Omega = \Omega(\chi,\eta) \in \mathbb{C} \) by

\[
\Omega(\chi,\eta) = \frac{W_\mathcal{L}(\chi,\eta) - \chi}{W_\mathcal{L}(\chi,\eta) - \chi - \eta + 1}.
\]

The equation \( f'(\chi,\eta)(w)|_{w=W_\mathcal{L}(\chi,\eta)} = 0 \) implies that the complex slope \( \Omega \) satisfies the equation

\[
\frac{1}{\Omega} = \exp \int_{\mathbb{R}} \left( \chi + \frac{(1 - \eta)\Omega}{1 - \Omega} - t \right)^{-1} d\mu(t).
\]

Note that since

\[
\Omega = \exp \int_{\mathbb{R}} \frac{d\mu(t)}{t - W_\mathcal{L}(\chi,\eta)},
\]

and \( W_\mathcal{L}(\chi,\eta) \in \mathbb{H} \), it follows that \( \text{Im}[\Omega] > 0 \) for all \( (\chi,\eta) \in \mathcal{L} \). Moreover, by differentiating (1.9) with respect to \( \chi \) and \( \eta \) respectively, one see that \( \Omega \) satisfies the complex Burgers equation

\[
\frac{\partial \Omega}{\partial \chi} = -(1 - \Omega) \frac{\partial \Omega}{\partial \eta}.
\]

For a connection to lozenge tiling problems see [7].
Using the complex slope $\Omega$ one define the Beta kernel $B_\Omega : \mathbb{Z}^2 \to \mathbb{C}$, according to:

$$B_\Omega(m, l) = \frac{1}{2\pi i} \int_{\Omega} (1 - z)^m z^{-l-1} dz,$$

(1.12)

where the integration contours are such that they cross $(0, 1) \subset \mathbb{R}$ when $m \geq 0$, and $(-\infty, 0) \subset \mathbb{R}$ when $m < 0$. It was shown in [1], that if one let $\mu = \lambda|_{\cup_{k=1}^m I_k}$, where $I_k = [a_k, b_k]$, and $\cup_{k=1}^m I_k$ is a disjoint union of intervals, then if one assumes that

$$\lim_{n \to \infty} \frac{1}{n} (x_i^{(n)}, y_i^{(n)}) = (\chi, \eta) \in \mathcal{L}, \quad \text{for } i = 1, 2, \ldots, r$$

and,

$$x_i^{(n)} - x_j^{(n)} = l_{ij} \in \mathbb{Z} \quad \text{and} \quad y_i^{(n)} - y_j^{(n)} = m_{ij} \in \mathbb{Z}$$

are fixed whenever $n$ is sufficiently large, then

$$\lim_{n \to \infty} \rho_r((x_1^{(n)}, y_1^{(n)}), (x_2^{(n)}, y_2^{(n)}), \ldots, (x_r^{(n)}, y_r^{(n)})) = \det[B_\Omega(m_{ij}, l_{ij})]_{i,j=1}^r$$

Though it is not done in this paper, this result can be easily extended to the case when $\mu \in \mathcal{M}_{c,1}^\lambda(\mathbb{R})$. In particular note that this implies that the macroscopic density of particles are given by

$$\rho(\chi, \eta) = \frac{1}{2\pi i} \int_{\Omega} \frac{dz}{z} = \frac{1}{\pi} \arg \Omega(\chi, \eta).$$

In [2], we also study $\partial \mathcal{L}$. Our motivation for doing this is that edge-type behavior is expected at $\partial \mathcal{L}$ for appropriate scaling limits. It is therefore necessary to understand the geometry of $\partial \mathcal{L}$. We study $\partial \mathcal{L}$ using the above homeomorphism: $\partial \mathcal{L}$ is the set of all $(\chi, \eta) \in \mathcal{P}$ for which there exists a sequence, $\{w_n\}_{n \geq 1} \subset \mathbb{H}$, with $W_{\mathcal{L}}^{-1}(w_n) = (\chi_{\mathcal{L}}(w_n), \eta_{\mathcal{L}}(w_n)) \to (\chi, \eta)$ as $n \to \infty$, and either $|w_n| \to \infty$ or $w_n \to x \in \mathbb{R} = \partial \mathbb{H}$ as $n \to \infty$.

The situation when $|w_n| \to \infty$ is trivial: $(\chi_{\mathcal{L}}(w_n), \eta_{\mathcal{L}}(w_n)) \to \left(\frac{1}{2} + \int t \mu(t), 0\right)$ as $n \to \infty$. In order to consider the situation when $w_n \to x \in \mathbb{R} = \partial \mathbb{H}$, recall that $\mu \leq \lambda$. In [2], we consider the case where $w_n \to x \in R$, where $R \subset \mathbb{R}$ is the open set,

$$R := R_\mu \cup R_{\lambda-\mu} \cup R_0 \cup R_1 \cup R_2,$$

(1.13)

and

* $R_\mu := \mathbb{R}\setminus\text{supp}(\mu) \cap \{t \in \mathbb{R} : C(t) \neq 0\}$.
* $R_{\lambda-\mu} := \mathbb{R}\setminus\text{supp}(\lambda - \mu)$.
* $R_0 := \mathbb{R}\setminus\text{supp}(\mu) \cap \{t \in \mathbb{R} : C(t) = 0\}$
* $R_1$ is the set of all $t \in \partial(\mathbb{R}\setminus\text{supp}(\mu)) \cap \partial(\mathbb{R}\setminus\text{supp}(\lambda - \mu))$ for which there exists an interval, $I := (t_2, t_1)$, with $t \in I$, $(t, t_1) \subset \mathbb{R}\setminus\text{supp}(\mu)$ and $(t_2, t) \subset \mathbb{R}\setminus\text{supp}(\lambda - \mu)$.
* $R_2$ is the set of all $t \in \partial(\mathbb{R}\setminus\text{supp}(\mu)) \cap \partial(\mathbb{R}\setminus\text{supp}(\lambda - \mu))$ for which there exists an interval, $I := (t_2, t_1)$, with $t \in I$, $(t, t_1) \subset \mathbb{R}\setminus\text{supp}(\lambda - \mu)$ and $(t_2, t) \subset \mathbb{R}\setminus\text{supp}(\mu)$.

We show that $(\chi_{\mathcal{L}}(w_n), \eta_{\mathcal{L}}(w_n)) \to (\chi_{\mathcal{L}}(t), \eta_{\mathcal{L}}(t))$ as $n \to \infty$, where $\chi_{\mathcal{L}}, \eta_{\mathcal{L}} : R \to \mathbb{R}$ are the real-analytic functions defined by,

$$\left(\chi_{\mathcal{L}}(t), \eta_{\mathcal{L}}(t)\right) = \begin{cases} 
\left(\frac{t + \frac{1}{2} e^{-C(t)}}{C'(t)}, \frac{1}{C'(t)} \left(1 + \frac{C(t)}{C'(t)} - \frac{1}{C'(t)} \right)\right) & \text{if } t \in R_\mu \cup R_0 \\
\left(\frac{t + \frac{1}{2} e^{-C(t)}}{C'(t)}, 1 + \frac{1}{C'(t)} \left(1 + \frac{C(t)}{C'(t)} - \frac{1}{C'(t)} \right)\right) & \text{if } t \in R_{\lambda-\mu} \\
\left(\frac{t + \frac{1}{2} e^{-C(t)}}{C'(t)}, \frac{1}{C'(t)} \left(1 + \frac{1}{C'(t)} \left(1 + \frac{C(t)}{C'(t)} - \frac{1}{C'(t)} \right)\right)\right) & \text{if } t \in R_1 \\
\left(\frac{t + \frac{1}{2} e^{-C(t)}}{C'(t)}, 1 + \frac{1}{C'(t)} \left(1 + \frac{1}{C'(t)} \left(1 + \frac{C(t)}{C'(t)} - \frac{1}{C'(t)} \right)\right)\right) & \text{if } t \in R_2 \\
\left(\frac{t + \frac{1}{2} e^{-C(t)}}{C'(t)}, 1 + \frac{1}{C'(t)} \left(1 + \frac{1}{C'(t)} \left(1 + \frac{C(t)}{C'(t)} - \frac{1}{C'(t)} \right)\right)\right) & \text{if } t \in R_0
\end{cases}$$

(1.14)
Above $I := (t_2, t_1)$ is any interval which satisfies $t \in I \subset \mathbb{R}\lfloor \text{supp}(\lambda - \mu)$ whenever $t \in \mathbb{R}\setminus \text{supp}(\lambda - \mu)$, and the requirements of equation (1.13) whenever $x \in R_1 \cup R_2$. Also, $C$ is the Cauchy transform of equation (1.7), and $C(t) := \int_{\mathbb{R}} \frac{d\mu(x)}{x - t}$ for all $t \in I$. It follows from above that $(\chi_\epsilon(t), \eta_\epsilon(t)) : R \to \partial \mathcal{L}$ is the unique continuous extension, to $R$, of $(\chi_\epsilon(t), \eta_\epsilon(t)) : \mathbb{H} \to \mathcal{L}$. In [2] we show that the extension is injective, and we define the edge, $\mathcal{E} \subset \partial \mathcal{L}$, as the image space of the extension. We argue that $\mathcal{E}$ is a natural subset of $\partial \mathcal{L}$ on which to expect edge asymptotic behaviour. This will be examined in the upcoming papers, [5] and [3]. In these papers we will show, for example, as $n \to \infty$ and choosing the parameters $(u_n, r_n)$ and $(v_n, s_n)$ appropriately, that $K_n((u_n, r_n), (v_n, s_n))$ converges to the Airy or Pearcey kernel when $x \in \mathbb{R}\setminus \text{supp}(\mu)$ and $(\chi, \eta) = (\chi_\epsilon(t), \eta_\epsilon(t))$. Similarly when $t \in \mathbb{R}\setminus \text{supp}(\lambda - \mu)$, except now the asymptotic behaviour of the correlation kernel of the 'holes' is examined. Thus $\mathcal{E}$ is a subset of $\partial \mathcal{L}$ where we expect standard, universal type edge behavior. Furthermore, in [2], we defined the sets $\mathcal{E}_\mu = W_\mathcal{E}^{-1}(R_\mu), \mathcal{E}_{\lambda - \mu} = W_\mathcal{E}^{-1}(R_{\lambda - \mu}), \mathcal{E}_0 = W_\mathcal{E}^{-1}(R_0), \mathcal{E}_1 = W_\mathcal{E}^{-1}(R_1),$ and $\mathcal{E}_2 = W_\mathcal{E}^{-1}(R_2)$. One can show that for any sequence $\{(\chi_n, \eta_n)\}_n \subset \mathcal{L}$, such that $\lim_{n \to \infty} (\chi_n, \eta_n) = (\chi_\epsilon, \eta_\epsilon) \in \mathcal{E}$, the boundary value of the complex slope $\Omega$ exists and equals

$$\lim_{n \to \infty} \Omega(\chi_n, \eta_n) = \begin{cases} \frac{e^{-C(t)} - 1}{t - t_1} e^{-C(t)} & \text{if } (\chi_\epsilon, \eta_\epsilon) \in \mathcal{E}_\mu \\ \frac{1}{t - t_1} e^{-C(t)} & \text{if } (\chi_\epsilon, \eta_\epsilon) \in \mathcal{E}_{\lambda - \mu} \\ 1 & \text{if } (\chi_\epsilon, \eta_\epsilon) \in \mathcal{E}_0 \\ 0 & \text{if } (\chi_\epsilon, \eta_\epsilon) \in \mathcal{E}_1 \\ \infty & \text{if } (\chi_\epsilon, \eta_\epsilon) \in \mathcal{E}_2 \end{cases}$$

where $t = W_\mathcal{E}(\chi_\epsilon, \eta_\epsilon)$, and where $\lim_{n \to \infty} \Omega(\chi_n, \eta_n) = \infty$ is viewed as a limit on the Riemann sphere $\mathbb{C} \cup \{\infty\}$. Hence, we may view $\mathcal{E}$ as a shock of the complex Burgers equation (1.11).

**Remark 1.2.** In principle the convergence of $K_n((u_n, r_n), (v_n, s_n))$ could depend on how the empirical measure $\mu_n$ converges to $\mu$. However, such questions will be considered in an upcoming paper [4].

**Remark 1.3.** Note that $R_1 \cap R_2 = \emptyset$. Also $R_1 \cup R_2 = \partial(\mathbb{R}\setminus \text{supp}(\mu)) \cap \partial(\mathbb{R}\setminus \text{supp}(\lambda - \mu))$, the set of all common boundary points of the disjoint open sets $\mathbb{R}\setminus \text{supp}(\mu)$ and $\mathbb{R}\setminus \text{supp}(\lambda - \mu)$. Therefore we can alternatively write, $R = (\mathbb{R}\setminus \text{supp}(\mu)) \cup (\mathbb{R}\setminus \text{supp}(\lambda - \mu))^c$.

Note that $R = \mathbb{R}\setminus \partial \mathbb{H}$ in the special case when $\mu$ is Lebesgue measure restricted to a finite number of disjoint intervals. This case was examined by Petrov, [14]. For general $\mu$, however, $\mathbb{R}\setminus R$ is non-empty. It therefore remains to consider sequences, $\{w_n\}_{n \geq 1} \subset \mathbb{H}$, with $w_n \to x \in \mathbb{R}\setminus R$ as $n \to \infty$. In [2], letting $f$ denotes the density of $\mu$ (see Definition 1.1), we show that:

**Lemma 1.1.** $(x, 1) \in \partial \mathcal{L}$ for $x \in \mathbb{R}\setminus R = (\text{supp}(\mu) \cap \text{supp}(\lambda - \mu)) \setminus (R_1 \cup R_2)$ whenever there exists an $\epsilon > 0$ for which one of the following cases is satisfied:

1. $\sup_{t \in (x - \epsilon, x + \epsilon)} f(t) < 1$ and $\inf_{t \in (x - \epsilon, x + \epsilon)} f(t) > 0$.
2. $\sup_{t \in (x - \epsilon, x)} f(t) < 1$, $\inf_{t \in (x - \epsilon, x)} f(t) > 0$ and $f(t) = 0$ for all $t \in (x, x + \epsilon)$.
3. $\sup_{t \in (x - \epsilon, x)} f(t) < 1$, $\inf_{t \in (x - \epsilon, x)} f(t) > 0$ and $f(t) = 1$ for all $t \in (x, x + \epsilon)$.
4. $\sup_{t \in (x, x + \epsilon)} f(t) < 1$, $\inf_{t \in (x, x + \epsilon)} f(t) > 0$ and $f(t) = 0$ for all $t \in (x - \epsilon, x)$.
5. $\sup_{t \in (x, x + \epsilon)} f(t) < 1$, $\inf_{t \in (x, x + \epsilon)} f(t) > 0$ and $f(t) = 1$ for all $t \in (x - \epsilon, x)$.

Moreover $(\chi_\epsilon(w_n), \eta_\epsilon(w_n)) \to (x, 1)$ as $n \to \infty$ for all $\{w_n\}_{n \geq 1} \subset \mathbb{H}$ with $w_n \to x$.

Recall that for a general $f \in \rho_{\mathbb{C}, 1}(\mathbb{R})$ the assumptions of Lemma 1.1 need not be satisfied, and so the above lemma gives an incomplete picture. The main goal of this paper is to extend this result. In particular, we will examine the novel and subtle geometric behaviour of $\partial \mathcal{L}$ when the conditions of the above lemma are violated. This analysis is surprisingly difficult, and naturally leads to questions in harmonic analysis. Points in $\partial \mathcal{L}\setminus \mathcal{E}$ will be either of the form $(x, 1)$, or be points where we expect to have non-standard, or non-universal "edge" behaviour for the correlation kernel. The detailed local asymptotics will not be investigated in the present paper.
1.3 Introduction to The Geometry of $\partial \mathcal{L} \setminus \mathcal{E}$ and the Non-Trivial Support of $\mu$

As explained in the previous section, fixing $\mu \in \mathcal{M}_c^1(\mathbb{R})$ (see remark 1.1) and defining $\chi_\mathcal{L}$ and $\eta_\mathcal{L}$ as in equations 1.5 and 1.6, we wish to examine the boundary behaviour of the homeomorphism $(\chi_\mathcal{L}(.), \eta_\mathcal{L}(.)) : \mathbb{H} \to \mathcal{L}$ in the neighbourhood of the following set:

**Definition 1.3.** Given $\mu \in \mathcal{M}_c^1(\mathbb{R})$, the non-trivial support of $\mu$, denoted $\mathcal{S}_n(\mu) \subset \mathbb{R}$, is the complement of the open set defined in equation 1.13. More exactly,

$$\mathcal{S}_n(\mu) := \text{supp}(\mu) \cap \text{supp}(\lambda - \mu) \setminus (R_1 \cup R_2),$$

where $\lambda$ is Lebesgue measure and $R_1 \cup R_2 = \partial(\mathbb{R} \setminus \text{supp}(\mu)) \cap \partial(\mathbb{R} \setminus \text{supp}(\lambda - \mu))$ (see remark 1.3).

Throughout the remainder of this paper we therefore make the following assumptions:

**Hypothesis 1.1.** Fix $\mu \in \mathcal{M}_c^1(\mathbb{R})$ for which $\mathcal{S}_n(\mu)^c$ is non-empty.

**Remark 1.4.** Hypothesis 1.1 excludes densities of the form $f(t) = \phi(t)\chi_\mathcal{R}(t)$, where $\phi \in \mathcal{P}_c^1(\mathbb{R})$, and $\mathcal{R}$ is a measurable closed set such that $\mathcal{R}^c = \emptyset$. Then $\mathcal{S}_n(\mu) \subset \mathcal{R}$. In particular, we will not consider examples of the form $f(t) = \chi_\mathcal{E}(t)$, where $\mathcal{E}$ is a fat Cantor set, that is a nowhere dense set such that $\lambda(\mathcal{E}) > 0$.

**Hypothesis 1.2.** Let $X := \{t : 0 < f(t) < 1, d\mu(t) = f(t)dt\}$. Assume that for any open interval $I \subset \mathcal{S}_n(\mu)^c$, $\lambda(X \setminus I) > 0$.

**Remark 1.5.** This assumption is non-trivial. In [13], it is shown that there exists a Borel set $A \subset [0,1]$ such that for any interval $I \subset [0,1]$ one has

$$0 < \lambda(A \setminus I) < \lambda(I). \quad (1.16)$$

Taking $f|_{[0,1]}(t) = \chi_A(t)$, (1.16) shows that $[0,1] \subset \mathcal{S}_n(\mu)$. However, $\lambda([t : 0 < f(t) < 1] \cap [0,1]) = 0$.

Fix $x \in \mathcal{S}_n(\mu)$ and a sequence $\{w_n\}_{n \geq 1} \subset \mathbb{H}$ with $w_n \to x$ as $n \to \infty$. Assuming these hypotheses, we wish to examine the behaviour of $\{(\chi_\mathcal{L}(w_n), \eta_\mathcal{L}(w_n))\}_{n \geq 1}$ as $n \to \infty$ for the various possibilities of the point $x \in \mathcal{S}_n(\mu)$ and the sequence $\{w_n\}_{n \geq 1} \subset \mathbb{H}$. More precisely, we introduce the following equivalence relation:

**Definition 1.4.** To sequences $\omega_x = \{w_n\}_{n=1}^\infty$ and $\omega_x' = \{w'_m\}_{m=1}^\infty$ are said to be equivalent if the following holds:

- $\lim_{n \to \infty} w_n = \lim_{k \to \infty} w'_m = x$.
- There exist $N > 0$ and $M > 0$, depending on $\omega_x$ and $\omega_x'$ such that $w_{N+n} = w'_{M+n}$ whenever $n > 0$.

This is easily seen to be an equivalence relation. We denote this by $\omega_x \sim \omega_x'$ and denote $[\omega]$ by its equivalence class. Furthermore, for each $x \in \mathbb{R}$, let $S_x$ denote the set of equivalence classes of sequences converging to $x$.

Now let

$$\partial \mathcal{L}_\omega(x) := \{(\chi_\mathcal{L}(w_n), \eta_\mathcal{L}(w_n)) : n \geq 1\} \setminus \{(\chi_\mathcal{L}(w_n), \eta_\mathcal{L}(w_n)) : n \geq 1\}$$

$$= \{\chi', \eta' \in \mathcal{P} : \lim_{k \to \infty}(\chi_\mathcal{L}(w_{n_k}), \eta_\mathcal{L}(w_{n_k})) = (\chi', \eta')\}. \quad (1.17)$$

Then clearly $\partial \mathcal{L}_\omega(x) = \partial \mathcal{L}_{\omega'}(x) = \partial \mathcal{L}_{[\omega]}(x)$ whenever $\omega \sim \omega'$. Finally let

$$\partial \mathcal{L}(x) = \bigcup_{[\omega] \in S_x} \partial \mathcal{L}_{[\omega]}(x). \quad (1.19)$$

We now note that by Lemma 6.1 in the appendix, $\partial \mathcal{L} = \partial \mathcal{L}(\infty) \cup \bigcup_{x \in \mathbb{R}} \partial \mathcal{L}(x)$. In Lemma 5.1 we show for every $x \in \mathcal{S}_n(\mu)^c$ that we can always choose $\{w_n\}_{n \geq 1}$ such that $(\chi_\mathcal{L}(w_n), \eta_\mathcal{L}(w_n)) \to (x, T)$. In other words, $\mathcal{S}_n(\mu)^c \times \{1\} \subset \partial \mathcal{L}$. We define the generic case as that in which this limit is observed for arbitrary sequences:
Definition 1.5. $x \in S_{nt}(\mu)$ is said to be generic whenever $\partial \mathcal{L}(x) = \{(x,1)\}$. In particular, this is equivalent to $(\chi_{\mathcal{L}}(w_n), \eta_{\mathcal{L}}(w_n)) \to (x,1)$ as $n \to \infty$ for arbitrary sequences $\{w_n\}_{n \geq 1} \subset \mathbb{H}$ converging to $x$. The set of generic points will be denoted by $S_{nt}^{gen}(\mu)$.

The homeomorphism, $(\chi_{\mathcal{L}}(\cdot), \eta_{\mathcal{L}}(\cdot)) : \mathbb{H} \to \mathcal{L}$, therefore has a unique continuous extension to $x \in S_{\mu}$ whenever $x$ is generic. Lemma 1.4 above, gives sufficient conditions for $x$ to be generic. We generalise these conditions in Proposition 4.2. Moreover we prove in Theorem 4.1 that for a typical set $G \subset S_{nt}^{gen}(\mu)$, where $G$ is defined in Proposition 4.1, $G \subset S_{nt}^{gen}(\mu)$ is dense in $S_{nt}(\mu)^c$.

We are particularly interested in those parts of $\partial \mathcal{L}$ that arise from non-generic points. Recall in the previous section, we defined the edge, $\mathcal{E} \subset \partial \mathcal{L}$, by extending $(\chi_{\mathcal{L}}(\cdot), \eta_{\mathcal{L}}(\cdot))$ uniquely and continuously to $\mathbb{R} \setminus S_{nt}(\mu)$. In particular $\mathcal{E} = \bigcup_{x \in \mathbb{R}} \partial \mathcal{L}(x)$. Also the point $\partial \mathcal{L}(\infty) = \left(\frac{1}{2} + \int td\mu(t),0\right)$ is obtained by extending the homeomorphism uniquely and continuously to ‘infinity’. Finally, as observed above, $S_{nt}(\mu)^c \times \{1\} \subset \partial \mathcal{L}$. We therefore define the singular part of $\partial \mathcal{L}$, denoted $\partial \mathcal{L}_{sing} \subset \partial \mathcal{L}$, as:

$$\partial \mathcal{L}_{sing} := \partial \mathcal{L} \setminus \left(\mathcal{E} \bigcup \left\{\left(\frac{1}{2} + \int td\mu(t),0\right)\right\} \bigcup \left(S_{nt}^{gen}(\mu) \times \{1\}\right)\right).$$

(1.20)

In view of Lemma 6.1 this leads to the natural decomposition of the boundary $\partial \mathcal{L}$ according to

$$\partial \mathcal{L} = \left(\left\{\frac{1}{2} + \int td\mu(t),0\right\} \bigcup \mathcal{E} \bigcup \left(S_{nt}^{gen}(\mu) \times \{1\}\right)\right) \bigcup \partial \mathcal{L}_{sing}.$$  

(1.21)

In particular we have

$$\partial \mathcal{L}_{sing} = \bigcup_{x \in \mathbb{R} \setminus (\mathbb{R} \cup S_{nt}^{gen}(\mu))} \partial \mathcal{L}(x).$$

(1.22)

We begin our analysis by expressing $((\chi_{\mathcal{L}}(w), \eta_{\mathcal{L}}(w)) = ((\chi_{\mathcal{L}}(u,v), \eta_{\mathcal{L}}(u,v))$ in real and imaginary parts of $C(w)$, where $w = u + iv$. Using that

$$\text{Re}(C(w)) = \int_{\mathbb{R}} \frac{(u-t)f(t)dt}{u^2 + v^2} = \pi H_v f(u)$$

(1.23)

$$\text{Im}(C(w)) = \int_{\mathbb{R}} \frac{v f(t)dt}{(u-t)^2 + v^2} = \pi P_v f(u),$$

(1.24)

equations (1.5) and (1.6) then become

$$\chi_{\mathcal{L}}(u,v) = u + \frac{e^{-\pi H_v f(u)} - \cos(\pi P_v f(u))}{\sin(\pi P_v f(u))},$$

(1.25)

$$\eta_{\mathcal{L}}(u,v) = 1 - \frac{e^{\pi H_v f(u)} + e^{-\pi H_v f(u)} - 2 \cos(\pi P_v f(u))}{\sin(\pi P_v f(u))}.$$  

(1.26)

Remark 1.6. Recall that $P_v f(u)$ is the Poisson kernel of $f$ and $H_v f(u)$ is the harmonic conjugate of $P_v f(u)$. Also note that by Lemma 2.4 $0 < \pi P_v f(u) < \pi$ for all $(u,v) \in \mathbb{H}$. It is a well-known fact from harmonic analysis that

$$\lim_{v \to 0^+} P_v f(u) = f(u) \quad \text{for a.e } u,$$

(1.27)

$$\lim_{v \to 0^+} H_v f(u) = H f(u) \quad \text{for a.e } u,$$

(1.28)

where $H f$ denotes the Hilbert transform of $f$. In fact, the limits exist for every $u$ in the Lebesgue set of $f$ and the Lebesgue set of $H f$ respectively.

We now distinguish between different types of sequences that will be of use:
Definition 1.6. \( \{ w_n \}_{n \geq 1} = \{ u_n + iv_n \}_{n \geq 1} \) is said to converge non-tangentially to \( x \) whenever there exists a constant \( k > 0 \) for which \( |\frac{u_n - x}{v_n} - \eta| < k \) for all \( n \) sufficiently large and such that \( \lim_{n \to \infty} w_n = x \). \( \{ w_n \}_{n \geq 1} \) is said to converge tangentially to \( x \) whenever \( |\frac{u_n - x}{v_n}| \to \infty \) as \( n \to \infty \) and \( \lim_{n \to \infty} w_n = x \).

Note, we can alternatively define the above sequences by considering the following truncated cones: For all \( k > 0 \) and \( h > 0 \), define \( \Gamma_k^h(x) \subset \Gamma_k(x) \subset \mathbb{H} \) by,

\[
\Gamma_k^h(x) := \{(u, v) \in \mathbb{H} : 0 < v < h \text{ and } |u - x| < kv\},
\[
\Gamma_k(x) := \{(u, v) \in \mathbb{H} : v > 0 \text{ and } |u - x| < kv\}.
\]

These are shown in figure [1]. Note that \( \{ w_n \}_{n \geq 1} \) converges non-tangentially to \( x \) iff \( w_n \to x \) and there exists a \( k > 0 \) for which \( w_n \in \Gamma_k(x) \) for all \( n \) sufficiently large. Also, \( \{ w_n \}_{n \geq 1} \) converges tangentially to \( x \) iff \( w_n \to x \) and there exists an \( n(k) \) for which \( w_n \notin \Gamma_k(x) \) for all \( n > n(k) \).

![Figure 1: Truncated Cone](image_url)

Of course, arbitrary sequences \( \{ w_n \}_{n \geq 1} \subset \mathbb{H} \) such that \( \lim_{n \to \infty} w_n = x \) are not-necessarily tangential nor non-tangential. However the following result trivially follows from definitions [1.5] and [1.6] by considering sub-sequences:

Lemma 1.2. \( x \) is generic if and only if both of the following occur:

- \( (\chi_{\mathbb{C}}(w_n), \eta_{\mathbb{C}}(w_n)) \to (x, 1) \) as \( n \to \infty \) whenever \( \{ w_n \}_{n \geq 1} \) converges non-tangentially to \( x \).
- \( (\chi_{\mathbb{C}}(w_n), \eta_{\mathbb{C}}(w_n)) \to (x, 1) \) as \( n \to \infty \) whenever \( \{ w_n \}_{n \geq 1} \) converges tangentially to \( x \).

Generic situations are considered in section 4. We begin by considering non-tangential sequences:

Definition 1.7. \( x \in S_{nt}(\mu) \) is said to be regular if and only if \( (\chi_{\mathbb{C}}(w_n), \eta_{\mathbb{C}}(w_n)) \to (x, 1) \) as \( n \to \infty \) whenever \( \{ w_n \}_{n \geq 1} \) converges non-tangentially to \( x \). The set of regular points is denoted by \( S_{nt}^{reg}(\mu) \).

In sections 2-4 we provide sufficient conditions for a point to be regular. For example, in Proposition [4.1] we show that \( x \in S_{nt}(\mu) \) is regular whenever \( x \) belongs to the Lebesgue set of \( f \) and \( 0 < f(x) < 1 \).

Lemma [1.2] and Definition [1.7] imply that all generic points are regular. The converse question, however, is non-trivial. In Proposition [4.2] we give sufficient conditions for a regular point to be generic. In order to prove that the tangential limits converge correctly, we assume a uniform convergence condition in a neighborhood of \( x \). This condition holds, for example, whenever the measure \( \mu \) is such that \( f \in C^1_{\infty,1}(\mathbb{R}) \) (see for example Proposition [4.3]).

In section 6 we consider non-generic situations:

Definition 1.8. \( x \in S_{nt}(\mu) \) is said to be singular if it is not regular, and the set of all singular points will be denoted by \( S_{nt}^{sing}(\mu) \). We identify four classes singular points:
• $x \in S_{nt}^{sing,I}(\mu)$ if and only if there exists a $\delta > 0$ and a function $\varphi : \mathbb{R} \to \mathbb{R}$ for which $x$ is in the Lebesgue set of $\varphi$, $\varphi(x) = 0$, $|\mathcal{H}\varphi(x)| < +\infty$, and $f(t) = \chi_{[x-\delta,x]}(t) + \varphi(t)$ for almost all $t$.

• $x \in S_{nt}^{sing,II}(\mu)$ if and only if there exists a $\delta > 0$ and a function $\varphi : \mathbb{R} \to \mathbb{R}$ for which $x$ is in the Lebesgue set of $\varphi$, $\varphi(x) = 0$, $|\mathcal{H}\varphi(x)| < +\infty$, and $f(t) = \chi_{[x,x+\delta]}(t) + \varphi(t)$ for almost all $t$.

• $x \in S_{nt}^{sing,III}(\mu)$ if and only if 
  \[ \int_{\mathbb{R}} \frac{f(t)dt}{(x-t)^2} < +\infty \text{ and } f(t) \neq 0. \]

• $x \in S_{nt}^{sing,IV}(\mu)$ if and only if 
  \[ \int_{\mathbb{R}} \frac{1-f(t)dt}{(x-t)^2} < +\infty \text{ and } \mathcal{H}(1-f)(x) \neq 0. \]

The fact that $x \in S_{nt}(\mu)$ is singular whenever $x \in S_{nt}^{sing,I}(\mu) \cup S_{nt}^{sing,II}(\mu) \cup S_{nt}^{sing,III}(\mu) \cup S_{nt}^{sing,IV}(\mu)$ is shown in Propositions 5.1 and 5.2. Indeed, we show whenever $x \in S_{nt}^{sing,I}(\mu) \cup S_{nt}^{sing,II}(\mu) \cup S_{nt}^{sing,III}(\mu) \cup S_{nt}^{sing,IV}(\mu)$ and $\{w_n\}_{n \geq 1}$ is non-tangential, that $(\chi_{\mu}(w_n), \eta_{\mu}(w_n))$ converges to a point which is different from $(x, 1)$. We give expressions for the position of this in each of the 4 cases, noting in particular that the position is independent of the choice of the constant $\delta$ whenever $x \in S_{nt}^{sing,I}(\mu) \cup S_{nt}^{sing,II}(\mu)$. Also, it follows from the definition of $C_{\mu,\alpha}(\mathbb{R})$ that $S_{nt}^{sing,I}(\mu) \cup S_{nt}^{sing,II}(\mu) \cup S_{nt}^{sing,III}(\mu) \cup S_{nt}^{sing,IV}(\mu)$ is the set of all singular points whenever the measure $\mu$ is such that $f \in C_{\mu,\alpha}(\mathbb{R})$.

In particular the set $S_{nt}^{sing}(\mu)$ can be seen as an obstruction to extending the map $W_{\mathbb{C}}^{-1}(\mu) : \mathbb{H} \to \mathbb{L}$ to a homeomorphism of the boundary. More precisely, in Theorem 4.2 it is proven that $W_{\mathbb{C}}^{-1}(\mu) : \mathbb{H} \to \mathbb{L}$ extends to a homeomorphism $\overline{W_{\mathbb{C}}^{-1}(\mu)} : \mathbb{H} \to \mathbb{L}$ if $S_{nt}^{sing}(\mu) = \emptyset$. In particular, when $S_{nt}^{sing}(\mu) \neq \emptyset$, then $\partial \mathbb{L}$ is not homeomorphic to $S^1$. Furthermore it will also be shown that these points need not be isolated. When considering the boundary behavior of the map $W_{\mathbb{C}}^{-1}$ for sequence $\{w_n\}_n \in \mathbb{H}$ such that $\lim_{n \to \infty} w_n = x \in S_{nt}^{sing}(\mu)$ we will almost exclusively consider the case of isolated singular points.

Furthermore, it will be shown that to study boundary behavior at such points one will be forced to consider particular classes of tangential sequences converging to $x$. More precisely, under an additional technical assumption on the density $f$, we prove in Propositions 5.6 and 5.7 and Proposition 5.8 and Theorems 5.1 and 5.2 that:

• If $x \in S_{nt}^{sing,I}(\mu)$ and there exists an $\varepsilon > 0$ such that $\int_{\mathbb{R}} \frac{|\varphi(t)| dt}{(y-t)^2} < \infty$ for all $y \in (x-\varepsilon, x) \cup (x, x+\varepsilon)$, then

$$
\partial \mathbb{L}(x) = \left\{ \left( x, 1 - \frac{\delta e^{-\pi H\varphi(x)}}{1+\xi} \right) : \xi \in (0, +\infty) \right\}.
$$

In particular $x$ is isolated on the right from points in $S_{nt}^{sing,III}(\mu)$ and the left from points in $S_{nt}^{sing,IV}(\mu)$.

• If $x \in S_{nt}^{sing,II}(\mu)$ and there exists an $\varepsilon > 0$ such that $\int_{\mathbb{R}} \frac{|\varphi(t)| dt}{(y-t)^2} < \infty$ for all $y \in (x-\varepsilon, x) \cup (x, x+\varepsilon)$, then

$$
\partial \mathbb{L}(x) = \left\{ \left( x + \frac{\delta e^{-\pi H\varphi(x)}}{1+\xi}, 1 - \frac{\delta e^{-\pi H\varphi(x)}}{1+\xi} \right) : \xi \in (0, +\infty) \right\}.
$$

In particular $x$ is isolated on the right from points in $S_{nt}^{sing,IV}(\mu)$ and the left from points in $S_{nt}^{sing,III}(\mu)$.

• If $x \in S_{nt}^{sing,III}(\mu)$ and there exists an $\varepsilon > 0$ such that $\int_{\mathbb{R}} \frac{f(t) dt}{(y-t)^2} < \infty$ for all $y \in (x-\varepsilon, x) \cup (x, x+\varepsilon)$, then

$$
\partial \mathbb{L}(x) = \left\{ \left( x + 1 - \frac{e^{-\pi Hf(x)}}{\xi - \pi(Hf)'(x)}, 1 - \frac{e^{\pi Hf(x)} + e^{-\pi Hf(x)} - 2}{\xi - \pi(Hf)'(x)} \right) : \xi \in (0, +\infty) \right\}.
$$

In particular $x$ is isolated from other points in $S_{nt}^{sing,III}(\mu)$.
If \( x \in S_{nt}^{\text{sing},I}(\mu) \) and that there exists an \( \varepsilon > 0 \) such that \( \int_{\mathbb{R}} \frac{(1-f(t))dt}{(y-t)^2} < \infty \) for all \( y \in (x-\varepsilon, x) \cup (x, x+\varepsilon) \), then

\[
\partial \mathcal{L}(x) = \left\{ \left. \left( x + \frac{1 + e^{\pi \mathcal{H}(1-f)(x)}}{\xi - \pi(\mathcal{H}(1-f)(x)), 1 - \frac{e^{\pi \mathcal{H}(1-f)(x)} + e^{-\pi \mathcal{H}(1-f)(x)}}{\xi - \pi(\mathcal{H}(1-f)(x))} \right) : \xi \in (0, +\infty) \right\}
\]

In particular \( x \) is isolated from other points in \( S_{nt}^{\text{sing},IV}(\mu) \).

Note that the geometry of \( \partial \mathcal{L}(x) \) in these cases is entirely characterized by either \( \mathcal{H}(x) \) or the numbers \( \mathcal{H}(f)(x) \) and \( \mathcal{H}(f)'(x) \). An additional reason why we choose to only consider those singular points which satisfy some additional criteria for isolatedness, is that we do not believe that the same type of simple characterization of \( \partial \mathcal{L}(x) \) is possible in the case dense singular points, or in the case when the assumptions of Propositions 3 and 5 are violated. Finally, if one is to apply Definition 1.8 to points \( x \in R \) one would find that every \( x \in R_{\mu} \cup R_{\lambda-\mu} \cup R_1 \cup R_2 \) were singular points. Therefore the case of considering boundary behavior of non-isolated boundary points of \( \partial S_{nt}(\mu) \) is similar to the case of non-isolated singular points. We will therefore restrict ourselves to consider only isolated points of \( \partial S_{nt}(\mu) \). It will therefore prove useful to define the following subsets of \( \partial S_{nt}(\mu) \):

**Definition 1.9.** Let \( \partial S_{nt}^{\text{sing},I}(\mu) := \partial S_{R}^{\text{sing}} \cup \partial S_{L}^{\text{sing}} \cup \partial S_{R}^{\text{sing}} \cup \partial S_{R}^{\text{sing}} \) be the isolated boundary points of \( \partial S_{nt}(\mu) \), where

- \( \partial S_{R}^{\text{sing}} \) is the set of all \( x \in \partial S_{nt}(\mu) \) for which there exists intervals \( I = (x, x+\delta) \) and \( J = (x-\delta, x) \), such that \( I \subset \text{supp}(\mu) \) and \( J \subset S_{nt}(\mu) \) for some \( \delta > 0 \).
- \( \partial S_{L}^{\text{sing}} \) is the set of all \( x \in \partial S_{nt}(\mu) \) for which there exists intervals \( I = (x-\delta, x) \) and \( J = (x, x+\delta) \), such that \( I \subset \text{supp}(\mu) \) and \( J \subset S_{nt}(\mu) \) for some \( \delta > 0 \).
- \( \partial S_{R}^{\text{sing}} \) is the set of all \( x \in \partial S_{nt}(\mu) \) for which there exists intervals \( I = (x, x+\delta) \) and \( J = (x-\delta, x) \), such that \( I \subset \text{supp}(\lambda-\mu) \) and \( J \subset S_{nt}(\mu) \) for some \( \delta > 0 \).
- \( \partial S_{R}^{\text{sing}} \) is the set of all \( x \in \partial S_{nt}(\mu) \) for which there exists interval, \( I = (x-\delta, x) \) and \( J = (x, x+\delta) \), such that \( I \subset \text{supp}(\lambda-\mu) \) and \( J \subset S_{nt}(\mu) \) for some \( \delta > 0 \).

We notice that if the density \( f \in C_{c,1}^{E}(\mathbb{R}) \) and \( x \in S_{nt}(\mu) \) is a singular point, then it is isolated. Furthermore, \( \partial S_{nt}(\mu) = \partial S_{nt}^{\text{sing},I}(\mu) \) in this case. In Proposition 4.4 and Proposition 4.5 we provide sufficient conditions on the density \( f \) for when \( x \in \partial S_{nt}^{\text{sing},I}(\mu) \) is generic. In particular we show that \( \lim_{x \to x}(x, \eta_\mathcal{L}(t)) = (x, 1) \). If on the other hand \( x \in S_{nt}^{\text{sing},I}(\mu) \cup S_{nt}^{\text{sing},II}(\mu) \cup S_{nt}^{\text{sing},III}(\mu) \cup S_{nt}^{\text{sing},IV}(\mu) \) and \( (\chi^*, \eta^*) = \lim_{n \to \infty}(x, \eta_\mathcal{L}(w_n), \eta_\mathcal{L}(w_n)) \), where \( \{w_n\}_n \) converges non-tangentially to \( x \), then \( \lim_{x \to x}(x, \eta_\mathcal{L}(t), \eta_\mathcal{L}(t)) = (\chi^*, \eta^*) \).

We now consider the boundary behaviour of the complex slope \( \Omega \) for sequences \( \{(\chi_n, \eta_n)\}_n \subset \mathcal{L} \) such that \( \lim_{n \to \infty}(\chi_n, \eta_n) = (\chi, \eta) \in \partial \mathcal{L} \backslash \mathcal{L} \). First consider the case when \( (\chi, \eta) \in \{(x, 1) : x \in S_{nt}^{\text{ren}}(\mu) \} \). One can show that almost all non-tangential limits exists and

\[
\lim_{n \to \infty} \Omega(\chi_n, \eta_n) = e^{-\pi \mathcal{H}(f) + i\pi f(x)} \in \mathbb{C}.
\]

Thus, such limit is thus not in general real, which should be contrasted to the case when \( (\chi, \eta) \in \mathcal{E} \). On the other hand, if we assume that \( x \in S_{nt}^{\text{sing},I}(\mu) \), and that in addition \( x \) is an isolated singular point, then for all sequences \( \{(\chi_n, \eta_n)\}_n \subset \mathcal{L} \) such that \( \lim_{n \to \infty}(\chi_n, \eta_n) = (\chi, \eta) \in \partial \mathcal{L}(x) \) we get

\[
\lim_{n \to \infty} \Omega(\chi_n, \eta_n) = \begin{cases} 
\frac{e^{-\pi \mathcal{H}(f)} \in \mathbb{R}}{e^{-\pi \mathcal{H}(1-f)}(x) \in \mathbb{R}} & \text{if } x \in S_{nt}^{\text{sing},III}(\mu) \\
-\frac{e^{-\pi \mathcal{H}(1-f)}(x) \in \mathbb{R}}{e^{-\pi \mathcal{H}(1-f)}(x) \in \mathbb{R}} & \text{if } x \in S_{nt}^{\text{sing},IV}(\mu) \\
0 & \text{if } x \in S_{nt}^{\text{sing},I}(\mu) \\
\infty & \text{if } x \in S_{nt}^{\text{sing},I}(\mu)
\end{cases}
\]

(1.29)
This shows that at least a subset of $\partial L_{sing}$ are shocks of the complex Burgers equation in the same way as $\mathcal{L}$.

We will conclude this introduction by discussing open problems not solved in this paper.

**Conjecture 1.1.** $S_{nt}^{reg}(\mu) = S_{nt}^{gen}(\mu)$.

**Conjecture 1.2.** $S_{nt}^{sing}(\mu)$ is meagre set in $\mathbb{R}$.

However, note that $S_{nt}^{sing}(\mu)$ is not necessarily negligible from a measure theoretic point of view. This is proven in Lemma 5.2 where we show that there exists a $\mu \in \mathcal{M}_{c,1}(\mathbb{R})$ such that $\lambda(S_{nt}^{sing}(\mu)) > 0$. Moreover, in Lemma 5.3 we show that the set $S_{nt}^{sing}(\mu)$ may be dense in $S_{nt}(\mu)^{\circ}$. Finally, in Proposition 5.10 we show that there exits a $\mu \in \mathcal{M}_{c,1}(\mathbb{R})$ such that $\mathcal{H}^1(\partial L) = +\infty$, where $\mathcal{H}^1$ denotes the one dimensional Hausdorff measure.

**Example 1.1.** Consider the density $f(t) = \frac{15}{16}(t + 1)^2(t - 1)^2\chi_{[-1,1]}(t)$. Here $\text{supp}(\mu) = [-1,1]$ and $S_{nt}^{reg}(\mu) = S_{nt}^{gen}(\mu) = (-1,1)$ and $S_{nt}^{sing}(\mu) = \{-1\} \cup \{1\}$. The boundary of the liquid region is shown in figure 2.
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The boundary of the liquid region. The blue curve is the edge $\mathcal{E}$. Here we expect to see the Airy process. The remaining part of the boundary is the red lines and the top line $\{(x,1) : -1 \leq x \leq 1\}$. Here we do not expect to see any universal edge fluctuations.
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## 2 Preliminaries

### 2.1 Integral Means and the Boundary Behavior of $e^{H_{n}f(w_{n})}$ and $P_{v_{n}}f(w_{n})$

When studying the asymptotic behaviour of $(\chi_{\mathcal{E}}(w_{n}), \eta_{\mathcal{E}}(w_{n}))$ for non-tangential sequences $\{w_{n}\}_{n}$ such that $\lim_{n \to \infty} w_{n} = x$, it is natural to first try to estimate $e^{H_{n}f(w_{n})}$ and $P_{v_{n}}f(w_{n})$ separately. We will
Recall that the Lebesgue set $\mathcal{L}_f$ of an $L^1_{\text{loc}}(\mathbb{R})$ function $f$ is the set of all $x \in \mathbb{R}$ such that
\[
\lim_{h\to 0^+} \frac{1}{2h} \int_{x-h}^{x+h} |f(t) - f(x)| dt = 0. \tag{2.1}
\]

It is a well known result that the set of points which fails to be Lebesgue points has Lebesgue measure zero, see [16]. If $x$ does not belong to the Lebesgue set of $f$ one may try to redefine the value of $f(x)$ at $x$ such that (2.1) holds. If this is not possible then $x$ does not belong to the Lebesgue set of $f$ for any $f \in [f] \in L^1(\mathbb{R})$, where $[f]$ denotes the equivalence class of $f$ in $L^1(\mathbb{R})$. In particular we note that if $f \in \rho^{\lambda}_{\epsilon,1}(\mathbb{R})$ and (2.1) holds then
\[
\lim_{h\to 0^+} \frac{1}{2h} \int_{x-h}^{x+h} f(t) dt = \lim_{h\to 0^+} \frac{1}{h} \int_{x}^{x+h} f(t) dt = \lim_{h\to 0^+} \frac{1}{h} \int_{x-h}^{x} f(t) dt = f(x).
\]

Of course the converse of this is not true in general. However, if $f(x) = 0$ or $f(x) = 1$ then in the first case we have
\[
\lim_{h\to 0^+} \frac{1}{2h} \int_{x-h}^{x+h} |f(t) - f(x)| dt = \lim_{h\to 0^+} \frac{1}{2h} \int_{x-h}^{x+h} f(t) dt = 0
\]
or in the second case
\[
\lim_{h\to 0^+} \frac{1}{2h} \int_{x-h}^{x+h} |f(t) - f(x)| dt = \lim_{h\to 0^+} \frac{1}{2h} \int_{x-h}^{x+h} dt - \frac{1}{h} \int_{x-h}^{x+h} f(t) dt = 0.
\]

Therefore let
\[
f(x) = F'(x) : = \lim_{h\to 0^+} \frac{F(x + h) - F(x - h)}{2h}, \tag{2.2}
\]

where
\[F(x) = \int_{-\infty}^{x} d\mu(t),\]

and note that the limit (2.2) exists for almost every $x$, in particular for every $x$ in the Lebesgue set of $f$. Functions $f \in L^1(\mathbb{R})$ defined through (2.2) are said to be strictly defined, (see page 192 in [15]). We will therefore always assume that the density $f$ in the equivalence class of densities of the measure $\mu$ is defined by (2.2), and the Lebesgue set of $f$ will always be with respect to this density. Moreover, it will be important to study not only the properties of the density $f$ but also of its Hilbert transform $\mathcal{H}f$, where
\[\mathcal{H}f(x) := \lim_{\epsilon \to 0^+} \frac{1}{\pi} \int_{|x-t| > \epsilon} \frac{f(t) dt}{x-t}, \]

and where this limit exists for almost every $x$. It is a well-known fact in the theory of singular integrals that the Hilbert transform is a bounded operator on $L^p(\mathbb{R})$ for every $1 < p < \infty$, see for example Theorem 4.1.7 in [6]. Since $f \in \rho^{\lambda}_{\epsilon,1}(\mathbb{R})$ it follows that $f \in L^p(\mathbb{R})$ for every $1 \leq p < \infty$, and hence that $\mathcal{H}f \in L^p(\mathbb{R})$ for every $1 < p < \infty$. 

As was remarked before, we will be interested in considering non-tangential limits. That is, if \( u : \mathbb{H} \to \mathbb{R} \), we will say that \( u \) has a non-tangential limit \( l \) at \( x_0 \in \mathbb{R} = \partial \mathbb{H} \), if for each \( \alpha > 0 \),

\[
\lim_{(x,y) \to (x_0,0)} u(x,y) = l.
\]

Similarly, we will say that a function \( u : \mathbb{H} \to \mathbb{R} \) is non-tangentially bounded at \( x_0 \) if for every \( \alpha > 0 \) we have that

\[
\sup_{(x,y) \in \Gamma_\alpha(x_0)} |u(x,y)| < \infty.
\]

For many estimates it will prove useful to introduce the Hardy-Littlewood maximal function \( m_f \), defined at \( x \in \mathbb{R} \) for \( f \in L^p(\mathbb{R}) \) for \( 1 \leq p \leq \infty \) by

\[
m_f(x) := \sup_{h>0} \frac{1}{2h} \int_{x-h}^{x+h} |f(t)|dt.
\]

Recall that \( P_x f(u) \) is the Poisson integral of the density \( f \). However, by Lemma 1.5 in chapter VI in [15], \( H_x f(u) = P_x (\mathcal{H} f)(u) \), that is \( H_x f(u) \) is the Poisson integral of the Hilbert transform of \( f \). Now Theorem 3.16 in chapter II of [15] implies that \( \lim_{n \to \infty} P_x f(u_n) = x \) for non-tangential limits at each \( x \in \mathcal{L}_f \), thus in particular almost everywhere. Similarly, \( H_x f(u) \) has the non-tangential limit \( \mathcal{H} f(x) \) at every \( x \in \mathcal{L}_{\mathcal{H} f} \), thus in particular, almost everywhere. Finally, Theorem 1.4 in chapter VI of [15] shows that \( m_{\mathcal{H} f} \) dominates \( H_x f \) in the following sense:

\[
\sup_{(u,v) \in \Gamma_\alpha(x)} |H_v f(u)| \leq d_n m_{\mathcal{H} f}(x), \tag{2.3}
\]

where the constant \( d_n \) does not depend on \( x \). Moreover, Lemma 1.2 in chapter VI in [15] states that

\[
\lim_{v \to 0^+} \left\{ H_v f(x) - \int_{0<v \leq |t|} \frac{f(x-t)dt}{t} \right\} = 0 \tag{2.4}
\]

at each point \( x \in \mathcal{L}_f \).

**Remark 2.1.** Note that in Lemma 1.2 in [15], \( \mathcal{L}_f \) is the Lebesgue set of \( f \) and not of \( \mathcal{H} f \). It should be noted that (2.4) does not apply for arbitrary non-tangential limits, as can be seen by considering the function \( f(t) = (\log(|t|^{-1}))^{-1} \chi_{[-a,a]}(t) \) at 0, for some \( a > 0 \). However, if \( f \) satisfies the following Dini-type condition:

\[
\int_{x-1}^{x+1} \frac{|f(x) - f(t)|dt}{|x-t|} < +\infty, \tag{2.5}
\]

then for all non-tangential limits \( \{u_n + iv_n\} \) that converge to \( x \), \( \lim_{n \to \infty} H_{v_n} f(u_n) = \mathcal{H} f(x) \). For a proof of this fact see Proposition 6.1 in the appendix.

So far we have not used the fact that \( f \in L^\infty(\mathbb{R}) \) and its consequences for its Hilbert transform \( \mathcal{H} f \). However, the fact that \( f \in L^\infty(\mathbb{R}) \) implies that \( \mathcal{H} f \in BMO \), where BMO, denotes the class of functions of bounded mean oscillation. A function \( f \in BMO \) if

\[
\sup_{x \in \mathbb{R}} \frac{1}{2h} \int_{x-h}^{x+h} |f(t) - Mf(x,h)|dt < +\infty, \tag{2.6}
\]

where

\[
Mf(x,h) := \frac{1}{2h} \int_{x-h}^{x+h} f(t)dt.
\]
Lemma 2.1. We have the following important Lemma:

\[ |\{ t \in [x-h, x+h] : |f(t) - Mf(x, h)| > \alpha \}| \leq c_1 \exp \left( -c_2 \frac{\alpha}{\|f\|_{BMO}} \right) 2h \]  

(2.7)

for some positive constants \( c_1, c_2 \) independent of \( x \). For more details see for example [17] or [3].

If \( f \in C^\lambda_I(R) \), then for every \( x, y \in I_k \), and every \( k \), there exists a constant \( C \), such that \( |f(x) - f(y)| \leq C|x - y|^\alpha \). This implies, (see [9]), that for every \( x, y \in I_k \), there exists a constant \( C \), that depends on \( x \), such that \( |\mathcal{H}f(x) - \mathcal{H}f(y)| \leq C|x - y|^\alpha \). Thus, in particular \( \mathcal{H}f \in C(I_k) \), for every \( k \). Note however that \( \mathcal{H}f \) need not be continuous on the set \( \bigcup_k \partial I_k \).

For \( f \in L^1(R) \) and \( y > 0 \) let

\[
M_R f(x, y) := \frac{1}{y} \int_{x-y}^{x+y} f(t) \, dt \\
M_L f(x, y) := \frac{1}{y} \int_{x-y}^{x} f(t) \, dt \\
\Delta M f(x, y) := \frac{1}{y} \int_{x-y}^{x+y} f(t) \, dt - \frac{1}{y} \int_{x-y}^{x} f(t) \, dt \\
\Delta m_f(x) := \sup_{y > 0} |\Delta M f(x, y)| \\
m_f^y(x) := \sup_{0 < y \delta} |M f(x, y)|
\]

for \( x \in R \) and \( y \in R^+ \). It follows from the fact that \( 0 \leq f(t) \leq 1 \), that \( 0 \leq M_R f(x, y) \leq 1, 0 \leq M_L f(x, y) \leq 1 \) and \(-1 \leq \Delta M f(x, y) \leq 1 \) for all \( (x, y) \in \mathbb{H} \). In particular \( \Delta m_f(x) \) is a maximal function for the cancellation of the right sided and left sided means, and \( m_f^y(x) \) is a truncated maximal function. As will be shown in Lemma 2.2, it is the size of \( \Delta M f(u_n, v_n) \) that controls the growth rate of the function \( \pi |H_{v_n} f(u_n)| \) for non-tangential sequences \( u_n + iv_n \in \mathbb{H} \) as \( u_n + iv_n \to x \in R \) as \( n \to +\infty \). In particular, we have the following important Lemma:

**Lemma 2.1.** Assume that \( x \in S_n(\mu)^c \) and that \( f \in \rho^\lambda_{\alpha,1}(R) \). Then

\[ |\Delta M f(x, y)| < 1, \]

(2.8)

and

\[ |\Delta M f(x, y)| \leq \frac{1}{y} \]

(2.9)

for all \( y > 0 \).

**Proof.** Assume the contrary. Then there exists a \( y^* > 0 \) such that \( |\Delta M f(x, y^*)| = 1 \). It is clear from the definition of \( M_R f \) and \( M_L f \) that either \( M_R f(x, y^*) = 1 \) and \( M_L f(x, y^*) = 0 \) or that \( M_L f(x, y^*) = 1 \) and \( M_R f(x, y^*) = 0 \). In the first case this implies that \( f(t) = 1 \) for a.e. \( t \in [x, x + y] \) and that \( f(t) = 0 \) for a.e. \( t \in [x - y, x] \). This implies that \( (x, x + y) \subset R^0\supp(\lambda - \mu) \) and \( (x - y, x) \subset R^0\supp(\mu) \). Thus, \( x \in R_2 \). This however contradicts the assumption that \( x \in S_n(\mu)^c \). The other case is analogous. To prove (2.9), we note that

\[ |\Delta M f(x, y)| \leq \frac{1}{y} \int_{x-y}^{x+y} f(t) \, dt \leq \frac{1}{y} \int_{R} f(t) \, dt = \frac{1}{y}, \]

since \( f \geq 0 \) and \( f \in \rho^\lambda_{\alpha,1}(R) \). \( \square \)
In what follows it will be useful to define:

**Definition 2.1.**

\[
\begin{align*}
  f_R^+(x) & := \limsup_{h \to 0^+} M_R f(x, h) = \limsup_{h \to 0^+} \frac{1}{h} \int_{x}^{x+h} f(t) dt \\
  f_R(x) & := \liminf_{h \to 0^+} M_R f(x, h) = \liminf_{h \to 0^+} \frac{1}{h} \int_{x}^{x+h} f(t) dt \\
  f_L^+(x) & := \limsup_{h \to 0^+} M_L f(x, h) = \limsup_{h \to 0^+} \frac{1}{h} \int_{x-h}^{x} f(t) dt \\
  f_L^-(x) & := \liminf_{h \to 0^+} M_L f(x, h) = \liminf_{h \to 0^+} \frac{1}{h} \int_{x-h}^{x} f(t) dt.
\end{align*}
\]  

**Lemma 2.2.** Fix \( x \in S_{nt}(\mu) \). Let

\[ c(x) := \max\{|f_R^+(x)|, |f_R^-(x)|, |f_L^+(x)|, |f_L^- (x)|\} \]

Then for every \( \varepsilon > 0 \) and every non-tangentially convergent sequence \( \{u_n + iv_n\} \) to \( x \), such that \( \{u_n + iv_n\} \subset \Gamma_k(x) \), there exists an \( N > 0 \) and a constant \( C = C(\varepsilon, x, k) \), such that

\[ \lim_{n \to \infty} |H_{v_n} f(u_n)| \leq C \varepsilon_n^{1-c(x) - \varepsilon}. \]  

If in particular \( x \in \mathcal{L}_f \), then

\[ \lim_{n \to \infty} |H_{v_n} f(u_n)| \leq C \varepsilon_n^{1-\varepsilon}. \]  

Finally, we have the identity

\[ \pi H_{v_n} f(u) = \int_{0}^{+\infty} \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \Delta f(u, t) dt. \]

**Proof.** Assume that \( \{u_n + iv_n\} \) is non-tangentially convergent to \( x \). Then \( \{u_n + iv_n\} \subset \Gamma_k(x) \) for some \( k > 0 \). An integration by parts gives

\[
\pi H_{v_n} f(u_n) = \int_{\mathbb{R}} \frac{tf(u_n - t) dt}{t^2 + v_n^2} = \int_{0}^{+\infty} \frac{t}{t^2 + v_n^2} [f(u_n - t) - f(u_n + t)] dt \\
= -\int_{0}^{+\infty} \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \left[ \int_{0}^{t} [f(u_n - s) - f(u_n + s)] ds \right] dt = \int_{0}^{+\infty} \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \Delta f(u_n, t) dt.
\]

Choose \( d = \max\{1, k\} \). Write,

\[ \pi H_{v_n} f(u_n) = \int_{0}^{dv_n} \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \Delta f(u_n, t) dt + \int_{dv_n}^{+\infty} \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \Delta f(u_n, t) dt = I_1^{(n)} + I_2^{(n)}. \]

By Lemma 2.1

\[ |I_1^{(n)}| \leq \int_{0}^{dv_n} \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \left| \frac{v_n^2 - t^2}{(t^2 + v_n^2)^2} \right| dt = \int_{0}^{dv_n} \frac{v_n^2 - t^2}{(t^2 + v_n^2)^2} dt \]

\[ \leq \int_{0}^{dv_n} \frac{dt}{v_n} = dv_n. \]

Now consider \( I_2^{(n)} \) so that \( t \geq dv_n \geq kv_n > |u_n - x| \). Then,
\[ \Delta Mf(u_n, t) = \frac{1}{t} \left[ \int_{u_n}^{u_n + t} f(y)dy - \int_{u_n}^{u_n} f(y)dy \right] = \frac{1}{t} \left[ \int_{x+(u_n-x)+t}^{x+(u_n-x)} f(y)dy - \int_{x+(u_n-x)-t}^{x+(u_n-x)-t} f(y)dy \right] = \frac{1}{t} \left[ \int_{(u_n-x)+t}^{(u_n-x)+t} f(y)dy - \int_{(u_n-x)-t}^{(u_n-x)-t} f(y)dy \right] = \frac{1}{t} \left[ (u_n-x)+t \int_{x+(u_n-x)+t}^{x+(u_n-x)} f(y)dy - 2\left(\frac{u_n-x}{u_n-x}\right) \int_{x}^{x+(u_n-x)} f(y)dy - \frac{t-(u_n-x)}{t} \int_{x+(u_n-x)-t}^{x+(u_n-x)-t} f(y)dy \right] = \frac{1}{t} \left[ \frac{(u_n-x)+t}{t} M_R f(x, (u_n-x)+t) - 2\frac{(u_n-x)}{t} M_R f(x, (u_n-x)) - \frac{t-(u_n-x)}{t} M_L f(x, (u_n-x)-t) \right]. \]

If \( u_n - x < 0 \), then similarly,

\[ \Delta Mf(u_n, t) = \frac{t-(x-u_n)}{t} M_R f(x, (t-(x-u_n))) + 2\left(\frac{x-u_n}{x-u_n}\right) M_L f(x, (x-u_n)) - \frac{t+(x-u_n)}{t} M_L f(x, (x+(x-u_n))). \]

Let \( 0 < \varepsilon < 1 \). By definition, there exists an \( N = N(\varepsilon) \) and an \( h = h(\varepsilon, x) < 1 \), such that

\[
\begin{align*}
M_R f(x, (u_n-x)+t) &\leq M_R f(x, (u_n-x)+t) + \frac{t}{2} \\
M_R f(x, (u_n-x)) &\leq M_R f(x, (u_n-x)) + \frac{t}{2} \\
M_L f(x, (u_n-x)-t) &\leq M_L f(x, (u_n-x)-t) + \frac{t}{2} .
\end{align*}
\]

whenever \( n > N \) and \( dv_n < t < h \) and \( u_n - x > 0 \), and

\[
\begin{align*}
M_R f(x, (u_n-x)+t) &\leq M_R f(x, (u_n-x)+t) + \frac{t}{2} \\
M_R f(x, (u_n-x)) &\leq M_R f(x, (u_n-x)) + \frac{t}{2} \\
M_L f(x, (u_n-x)-t) &\leq M_L f(x, (u_n-x)-t) + \frac{t}{2} .
\end{align*}
\]

whenever \( n > N \) and \( dv_n < t < h \) and \( u_n - x < 0 \). Thus, when \( u_n - x \geq 0 \) and \( n > N \) and \( dv_n < t < h \),

\[
\begin{align*}
\Delta Mf(u_n, t) &\leq \frac{(u_n-x)+t}{t} (f_R^+(x) + \varepsilon) - 2\frac{(u_n-x)}{t} (f_R(x) - \varepsilon) - \frac{t-(u_n-x)}{t} (f_L^-(x) - \varepsilon) \\
&\leq f_R^+(x) - f_L^-(x) + 2\varepsilon + \frac{(u_n-x)}{t} (f_R(x) - \varepsilon - 2(f_R(x) - \varepsilon) + (f_L(x) - \varepsilon)) \\
&= f_R^+(x) - f_L^-(x) + 2\varepsilon + \frac{(u_n-x)}{t} (f_R(x) - 2f_R(x) + f_L(x) + 2\varepsilon) \\
&\leq f_R^+(x) - f_L^-(x) + 2\varepsilon + \frac{6(u_n-x)}{t},
\end{align*}
\]

and

\[
\begin{align*}
\Delta Mf(u_n, t) &\geq \frac{(u_n-x)+t}{t} (f_R(x) - \varepsilon) - 2\frac{(u_n-x)}{t} (f_R(x) + \varepsilon) - \frac{t-(u_n-x)}{t} (f_L^-(x) + \varepsilon) \\
&\geq f_R(x) - f_L^+(x) - 2\varepsilon + \frac{(u_n-x)}{t} (f_R(x) - \varepsilon - 2(f_R(x) + \varepsilon) + (f_L(x) + \varepsilon)) \\
&= f_R(x) - f_L^+(x) - 2\varepsilon + \frac{(u_n-x)}{t} (f_R(x) - 2f_R(x) + f_L(x) + 2\varepsilon) \\
&\geq f_R(x) - f_L^+(x) - 2\varepsilon - \frac{6(u_n-x)}{t} .
\end{align*}
\]

If instead \( u_n - x < 0 \), then whenever \( n > N \) and \( dv_n < t < h \) and \( \varepsilon \) sufficiently small, then similarly

\[
\Delta Mf(u_n, t) \leq f_R^+(x) - f_L^-(x) + 2\varepsilon + \frac{6(x-u_n)}{t} .
\]
and

$$\Delta Mf(u_n, t) \geq f_R^+(x) - f_L^+(x) - 2\varepsilon - \frac{6(x-u_n)}{t}$$

Hence, changing $\varepsilon$ to $\varepsilon/2$ in the calculation above we have for $dv_n \leq t < h(\varepsilon, x)$

$$|\Delta Mf(u_n, t)| \leq c(x) + \varepsilon + \frac{6|u_n - x|}{t}. \quad (2.20)$$

Note that $\frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) = -\frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right)$ when $t \geq v_n$. With $dv_n \leq t \leq h$, we can write

$$I_2^{(n)} = \left( \int_{dv_n}^{h} + \int_{h}^{1} + \int_{1}^{+\infty} \right) \left( -t \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \right) \Delta Mf(u_n, t) dt.$$

Use the estimate (2.20) for $dv_n \leq t \leq h$, (2.8) for $h \leq t \leq 1$ and (2.9) for $t > 1$. This gives

$$|I_2^{(n)}| = \int_{dv_n}^{h} \left( -t \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \right) (c(x) + \varepsilon + \frac{6|u_n - x|}{t}) + \int_{h}^{1} \left( -t \frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \right) dt$$

$$+ \int_{1}^{+\infty} \left( -\frac{d}{dt} \left( \frac{t}{t^2 + v_n^2} \right) \right).$$

We can now evaluate the integrals and use $|u_n - x| \leq k v_n$. Some straightforward estimates give

$$|I_2^{(n)}| \leq (c(x) + \varepsilon) \log \frac{h^2 + v_n^2}{(d^2 + 1)v_n^2} + 2 + \frac{6k}{d} + \log \frac{\varepsilon}{\varepsilon + 1}.$$

Together with (2.17) and (2.18) this proves (2.14) together with an appropriate constant $C = C(\varepsilon, x, h)$. Finally, inequality (2.15) follows from the fact that $c(x) = 0$ whenever $x \in \mathcal{L}_f$. \qed

**Remark 2.2.** We note that inequality (2.14) is trivial whenever $c(x) = 1$ since $v e^{p|H_v f(t)|} \leq \hat{c}$, for some positive constant $\hat{c}$, whenever $f \in \mathcal{C}^1$. The following Lemma is similar to Lemma 2.2, but we only consider orthogonal limits. The estimate we derive will not depend on some $\varepsilon > 0$. This will be needed in the proof of Proposition 4.2.

**Lemma 3.3.** We have the estimate

$$v e^{\pi |H_v f(t)|} \leq c v^{1 - \Delta m_f(x)}, \quad (2.21)$$

for $v > 0$, where $c$ is a positive constant that does not depend on $x$.

**Proof.** Using (2.16), we get the estimate

$$\pi |H_v f(x)| \leq \sup_{0 \leq t \leq v} |\Delta Mf(x, t)| \int_0^v \frac{d}{dt} \left( \frac{t}{t^2 + v^2} \right) dt + \sup_{v \leq t \leq 1} |\Delta Mf(x, t)| \int_v^1 -\frac{d}{dt} \left( \frac{t}{t^2 + v^2} \right) dt$$

$$+ \int_1^{+\infty} -\frac{d}{dt} \left( \frac{t}{t^2 + v^2} \right) |\Delta Mf(x, t)| dt.$$  

Now using (2.8) in the first term, the definition of $\Delta m_f(x)$ in the second expression and (2.9) in the last expression to see that

$$\pi |H_v f(x)| \leq C + \Delta m_f(x) \log(v^{-1}),$$

where $C$ is a numerical constant. \qed
We will now consider the denominator $\sin(\pi P_v f(u))$ in (1.25) and (1.26). As will be shown in Lemma 2.5, the size of $\sin(\pi P_v f(u))$ can be estimated from below by $\frac{2d}{1+d^2} M f(u, dv)$ for some arbitrary $d > 0$, rather than the quantity $\Delta M f(u, v)$ as in Lemma 2.2.

**Lemma 2.4.** For any $u \in \mathbb{R}$ and $v > 0$,

$$0 < P_v f(u) < 1.$$  

**Proof.** Clearly, $P_v f(u) > 0$ since $\|f\|_1 = 1$ and $f(t) \geq 0$. Similarly, using that $f$ has compact support so that $\text{supp}(f) \subset [-R, R]$ for $R > 0$ sufficiently large, we get

$$P_v f(u) = \frac{1}{\pi} \int_R^R \frac{v f(t) dt}{(u - t)^2 + v^2} \leq \frac{1}{\pi} \int_{-R}^{R} \frac{v dt}{(u - t)^2 + v^2} < 1$$

since $f(t) \leq 1$.

**Lemma 2.5.** For any fixed $d > 0$,

$$\sin(\pi P_v f(u)) \geq \frac{d}{1 + d^2} \min\{M f(u, dv), M(1 - f)(u, dv)\}.$$

**Proof.** Using the inequality

$$\sin t \geq \frac{\pi}{2} - \frac{1}{4} |2t - \pi|$$

valid for $t \in [0, \pi]$, we get using Lemma 2.4

$$\sin(\pi P_v f(u)) \geq \frac{\pi}{2} - \frac{1}{4} |2\pi P_v f(u) - \pi|.$$  

We now use the inequality

$$\frac{v}{(u - t)^2 + v^2} \geq \frac{1}{1 + d^2} \frac{1}{v}$$

valid for $t \in [u - dv, u + dv]$ and any fixed $d > 0$, to get

$$\pi P_v f(u) \geq \int_{u-dv}^{u+dv} \frac{v f(t) dt}{(u - t)^2 + v^2} \geq \frac{1}{1 + d^2} \frac{1}{v} \int_{u-dv}^{u+dv} f(t)dt = \frac{2d}{1 + d^2} M f(u, dv),$$

and similarly,

$$\pi P_v f(u) = \pi - \pi P_v (1 - f)(u) \leq \pi - \frac{2d}{1 + d^2} M(1 - f)(u, dv).$$

Since

$$|2\pi P_v f(u) - \pi| = \begin{cases} 2\pi P_v f(u) - \pi & \text{if } P_v f(u) \geq \frac{1}{2}, \\ \pi - 2\pi P_v f(u) & \text{if } P_v f(u) < \frac{1}{2}, \end{cases}$$

$$\frac{\pi}{4} - \frac{1}{4} |2\pi P_v f(u) - \pi| = \begin{cases} \frac{\pi}{4} - \frac{7}{8} P_v f(u) & \text{if } P_v f(u) \geq \frac{1}{2}, \\ \frac{\pi}{4} + \frac{1}{8} P_v f(u) & \text{if } P_v f(u) < \frac{1}{2}, \end{cases}$$

$$\geq \begin{cases} \frac{d}{1 + d^2} M(1 - f)(u, dv) & \text{if } P_v f(u) \geq \frac{1}{2}, \\ \frac{d}{1 + d^2} M f(u, dv) & \text{if } P_v f(u) < \frac{1}{2}, \end{cases}$$

$$\geq \frac{d}{1 + d^2} \min\{M f(u, dv), M(1 - f)(u, dv)\}.$$  

$\square$
Lemma 2.6. Fix \( x \in S_{nt}(\mu) \). Let
\[
b(x) := \frac{1}{4} \min \{2 - f_R^+(x) - f_L^-(x), f_R^+(x) + f_L^-(x)\}
\] (2.22)
Consider a non-tangentially convergent sequence such that \( \{u_n + iv_n\}_n \subset \Gamma_k(x) \) and fix \( \varepsilon > 0 \). Then,
\[
\sin(\pi P_{v_n} f(u_n)) \geq \frac{2k}{1 + 4k^2} (b(x) - \varepsilon)
\]
for \( n \) sufficiently large.

Proof. By definition \( |u_n - x| \leq kv_n \) for all \( n \). Choose \( d = 2k \) in Lemma 2.5. Assume \( u_n - x > 0 \). Then,
\[
Mf(u_n, 2kv_n) = \frac{1}{4kv_n} \int_{u_n - 2kv_n}^{u_n + 2kv_n} f(t) dt = \frac{1}{4kv_n} \int_{x + (u_n - x) + 2kv_n}^{x + (u_n - x) - 2kv_n} f(t) dt
\]
\[
\geq \frac{1}{4} \int_{x}^{x + kv_n} f(t) dt + \frac{1}{4} \int_{x - kv_n}^{x} f(t) dt
\]
and the same estimate holds if \( u_n - x < 0 \). Thus,
\[
\min \{Mf(u_n, kv_n), M(1 - f)(u_n, kv_n)\}
\]
\[
\geq \frac{1}{4} \min \{M_R f(x, kv_n) + M_L f(x, kv_n), M_R(1 - f)(x, kv_n) + M_L(1 - f)(x, kv_n)\}
\]
\[
\geq b(x) - \varepsilon
\]
whenever \( n > N = N(\varepsilon) \) say. Then Lemma 2.5 implies that
\[
\sin(\pi P_{v_n} f(u_n)) \geq \frac{2k}{1 + 4k^2} (b(x) - \varepsilon)
\]
whenever \( n > N \). \( \square \)

We now give a version of Lemma 2.6 for orthogonal limits that will be needed in Proposition 4.2.

Lemma 2.7. Fix \( x \in S_{nt}(\mu) \). Then, for any fixed \( \delta > 0 \)
\[
\sin(\pi P_{v} f(x)) \geq \frac{1}{2} \min \{1 - m_1^\delta(x), 1 - m_{1-f}^\delta(x)\}
\]
for all \( 0 < v < \delta \).

Proof. Since
\[
\inf_{0 < v < \delta} Mf(x, v) = 1 - \sup_{0 < v < \delta} M(1 - f)(x, v) \geq 1 - m_{1-f}^\delta(x),
\]
and
\[
\inf_{0 < v < \delta} 1 - Mf(x, v) = 1 - \sup_{0 < v < \delta} Mf(x, v) \geq 1 - m_f^\delta(x),
\]
the result follows immediately from Lemma 2.5 with \( d = 1 \). \( \square \)

Lemma 2.8. Fix \( x \in S_{nt}(\mu) \). Then for every sequence \( \{u_n + iv_n\}_n \subset \Gamma_k(x) \) which converges non-tangentially to \( x \), we have for every \( \varepsilon > 0 \) sufficiently small
\[
|\langle \chi_L(u_n, v_n) - u_n, \eta_L(u_n, v_n) - 1 \rangle| \leq \frac{1 + 4k^2 \sqrt{20} C_{v_n}^{1 - \varepsilon(x) - \varepsilon}}{2k} \frac{b(x) - \varepsilon}{b(x) - \varepsilon},
\] (2.23)
where \( C \) is the same constant as in Lemma 2.3.
Proposition 3.1. Assume that

\[ |\sin(\pi P_{v_{n}}f(u_{n}))|^{2}(\chi_{\mathcal{L}}(u_{n}, v_{n}) - u_{n}, \eta(u_{n}, v_{n})_{\mathcal{L}} - 1)|^{2} \]

\[ \leq (e^{-\pi H_{v_{n}}f(u_{n})} - \cos(\pi P_{v_{n}}f(u)) + e^{-\pi H_{v_{n}}f(u_{n})} + e^{-\pi H_{v_{n}}f(u_{n})} - 2 \cos(\pi P_{v_{n}}f(u_{n}))^{2}v_{n}^{2} \]

\[ \leq (e^{\pi H_{v_{n}}f(u_{n})} + 1)^{2} + (2e^{\pi H_{v_{n}}f(u_{n})} + 2)^{2}v_{n}^{2} \]

\[ \leq 5(1 + 3e^{2\pi H_{v_{n}}f(u_{n})})v_{n}^{2} \]

\[ \leq 20Cv_{n}^{2}(1-c(x)-\varepsilon) \]

by Lemma 2.2 whenever \( n \) is sufficiently large. Hence, by Lemma 2.6

\[ |(\chi_{\mathcal{L}}(u_{n}, v_{n}) - u_{n}, \eta_{\mathcal{L}}(u_{n}, v_{n}) - 1)| \leq \frac{1 + 4k^{2} \sqrt{20}Cv_{n}^{1-c(x)-\varepsilon}}{2k} \frac{b(x) - \varepsilon}{b(x) - \varepsilon}, \]

if \( \varepsilon < b(x) \). \( \square \)

We conclude this section with a similar estimate as in Lemma 2.8 for orthogonal sequences, but where the constant is independent of \( x \).

Lemma 2.9. For every \( x \in \mathcal{S}_{n}(\mu) \) and \( \delta > 0 \), there exists a constant \( c > 0 \) independent of \( x \) and \( \delta \), such that

\[ |(\chi_{\mathcal{L}}(x, v) - x, \eta_{\mathcal{L}}(x, v) - 1)| \leq \frac{2\sqrt{20}c^{1-\Delta m_{f}(x)}}{\min\{1 - m_{f}^{2}(x), 1 - m_{f}^{\delta}(x)\}}, \]

(2.24)

whenever \( v < \delta \).

Proof. Combining Lemma 2.3 and Lemma 2.6, a similar computation as in the proof of Lemma 2.8 gives (2.24). \( \square \)

3 Regular Points

In this section we will discuss various sufficient criteria for a point to be regular and give examples of cases where these occur. As we shall see, it is natural to distinguish between regular Lebesgue points and regular non-Lebesgue points. This is due to the different behavior of \( H_{v_{n}}f(u_{n}) \) and \( P_{v_{n}}f(u_{n}) \) for non-tangential sequences \( \{u_{n} + iv_{n}\}_{n} \in \mathbb{H} \) that converge to a regular point \( x \), depending on whether \( x \) is in the Lebesgue set or not.

3.1 Regular Lebesgue Points

We will first consider the cases when \( x \) belongs to the Lebesgue set of \( f \). The following proposition may be viewed as characterizing the typical case when a point \( x \) is regular:

Proposition 3.1. Assume that \( x \in \mathcal{S}_{n}(\mu) \cap \mathcal{L} f \) and that \( 0 < f(x) < 1 \). Then \( x \) is regular.

Proof. Since \( x \) belongs to the Lebesgue set of \( f \) we have by Lemma 2.2 that \( v_{n}e^{\pi H_{v_{n}}f(u_{n})} \to 0 \) for a non-tangential sequence \( u_{n} + iv_{n} \in \mathbb{H} \) such that \( \lim_{n \to +\infty} u_{n} + iv_{n} = x \). Moreover, (see page 11)

\[ \lim_{n \to +\infty} P_{v_{n}}f(u_{n}) = f(x) \]

also holds for every such sequence. Hence

\[ \lim_{n \to +\infty} \frac{v_{n}e^{\pi H_{v_{n}}f(u_{n})} - v_{n} \cos(\pi P_{v_{n}}f(u_{n}))}{\sin(\pi P_{v_{n}}f(u_{n}))} = 0 \]
Corollary 3.1.

We now consider the remaining cases where $f(x) = 0$ or $f(x) = 1$.

**Proposition 3.2.** Assume that $x \in S_{nt}(\mu) \cap \mathcal{L}_f$ is in the Lebesgue set of $f$ and that $f(x) = 0$. Furthermore, assume that $\int_\mathbb{R} \frac{f(t)}{(x-t)^2} dt = \infty$ and that $H_n f(u)$ is non-tangentially bounded at $x$. Then $x$ is regular.

**Proof.** Since $x$ belongs to the Lebesgue set of $f$ and $f(x) = 0$, we know that for every non-tangential sequence $\{u_n + iv_n\}_{n=1}^\infty \subset \mathbb{H}$ we have $\lim_{n \to \infty} P_{u_n} f(u_n) = 0$. Moreover, $\sup_{(u,n) \in \Gamma_n \cap \Gamma_0}(H_n f(u)) = d_n < +\infty$ by assumption. Consequently, for any non-tangential sequence $\{u_n + iv_n\}_{n=1}^\infty \subset \Gamma_0 \cap \Gamma_0$, such that $\lim_{n \to \infty} u_n + iv_n = x$ we have

\[
\lim_{n \to \infty} \frac{v_n e^{\pi H_n f(u_n)} + v_n e^{-\pi H_n f(u_n)} - 2v_n \cos(\pi P_{u_n} f(u_n))}{\sin(\pi P_{u_n} f(u_n))} = 0
\]

since by Fatou’s lemma $+\infty = \int_\mathbb{R} \frac{f(t)}{(x-t)^2} dt \leq \liminf_{n \to \infty} \int_\mathbb{R} \frac{f(t)}{(u_n-t)^2 + v_n^2} dt$.

**Example 3.1.** Let $f(t) = |t| \chi_{[-1/2,1/2]}(t) + \frac{3}{4} \chi_{[1/2,3/2]}(t)$. Then $t = 0$ satisfies the conditions of Proposition 3.2.

**Corollary 3.1.** Assume that $x \in S_{nt}(\mu) \cap \mathcal{L}_f$ is in the Lebesgue set of $f$ and that $f(x) = 1$. Furthermore, assume that $\int_\mathbb{R} \frac{1-f(t)}{(x-t)^2} dt = \infty$ and that $H_n f(u)$ is non-tangentially bounded at $x$. Then $x$ is regular.

**Proof.** We see that

\[
\sin(\pi P_{u} f(u)) = \sin(\pi - \pi P_{u}(1 - f)(u)) = \sin(\pi P_{u}(1 - f)(u)).
\]

Now, repeating the same argument as in the Proposition 3.2 for $1 - f$ gives the same result as before.

**Example 3.2.** Assume that for some $\delta > 0 f\big|_{[-\delta,\delta]}(t) = t^2 \chi_{[-\delta,0]}(t) + \frac{1}{\log t} + \chi_{[0,\delta]}(t)$. Then $f$ is continuous at $t = 0$, in particular $t$ belongs to the Lebesgue set of $f$. However, since

\[
\int_0^\delta \frac{|f(t) - f(-t)| dt}{t} = \int_0^\delta \frac{dt}{-t \log t} - \int_0^\delta t dt = +\infty,
\]

we have that $|\mathcal{H}(x)| = +\infty$. Therefore this example does not satisfy the assumptions of Proposition 3.2. However, this example is covered by the following proposition:

**Proposition 3.3.** Assume that $x \in S_{nt}(\mu) \cap \mathcal{L}_f$ is in the Lebesgue set of $f$ and that $f(x) = 0$. Furthermore, assume that there exists constants $\hat{c}, 0 < \beta < 1$ and $\delta > 0$ such that either

\[
M_R f(x,t) \geq \hat{c} t^\beta
\]

or

\[
M_L f(x,t) \geq \hat{c} t^\beta
\]

holds whenever $t \leq \delta$. Then $x$ is regular.
Proof. Let \( \{u_n + iv_n\}_n \subset \Gamma_k(x) \) be non-tangentially convergent to \( x \). Using Lemma 2.5 with \( d = 2k \), a similar computation as in Lemma 2.8 gives

\[
|(\chi_L(u_n, v_n) - u_n, \eta_L(u_n, v_n) - 1)| \leq \frac{1 + 4k^2}{k} \frac{\sqrt{20C(\varepsilon)}v_n^{1-\varepsilon}}{M_Rf(x, kv_n) + M_Lf(x, kv_n)} \\
\leq \frac{1 + 4k^2}{k} \frac{\sqrt{20C(\varepsilon)}v_n^{1-\varepsilon}}{\varepsilon k^3 v_n^\beta} = \frac{1 + 4k^2}{k} \frac{\sqrt{20C(\varepsilon)}v_n^{1-\varepsilon - \beta}}{\varepsilon k^5}
\]

for every \( \varepsilon > 0 \) sufficiently small. Choosing \( \varepsilon \) so small that \( 1 - \varepsilon - \beta > 0 \) shows that \( |(\chi_L(u_n, v_n) - u_n, \eta_L(u_n, v_n) - 1)| \to 0 \) as \( n \to \infty \).

\[ \square \]

Remark 3.1. We expect that the assumption that \( \int_R \frac{f(t)dt}{|x-t|} = +\infty \) is sufficient for the point \( x \) to be regular, irrespective of whether \( |H_\nu f(u)| \) is non-tangentially bounded at \( x \) or not. Moreover we note that if \( f \in C_{\alpha}^\infty(\mathbb{R}) \), then the set of points such that \( f(x) = 0 \), \( x \) is a Lebesgue point and \( |H_\nu f(u)| \) is non-tangentially bounded, is empty. This is due to the fact that if \( f \) is locally Hölder continuous, the so is \( Hf \), which implies that \( |H_\nu f(u)| \) is non-tangentially bounded.

With this remark in mind we are lead to make the following conjecture:

**Conjecture 3.1.** Assume that \( x \in S_{nt}(\mu) \) is in the Lebesgue set of \( f \) and that \( f(x) = 0 \). Furthermore, assume that \( \int_R \frac{f(t)dt}{|x-t|} = +\infty \). Then \( x \) is regular.

**Remark 3.2.** The situation in Proposition 4 is slightly special in the sense that the point \( x \) is regular due to the fact that \( Hf(x) = 0 \). If this is not the case then the point is singular by Proposition 5.4.

**Proposition 3.4.** Assume that \( x \in S_{nt}(\mu) \cap \mathcal{L}_f \). Furthermore, assume that \( Hf(x) = 0 \) and that \( \int_R \frac{f(t)dt}{|x-t|} < +\infty \), or that \( \int_R \frac{|f(t)|dt}{|x-t|} < +\infty \). Then \( x \) is regular. In particular this holds when \( f \) is symmetric around \( x \), that is if \( f(x-t) = f(x+t) \) for all \( t \).

**Proof.** We consider the case when \( \int_R \frac{f(t)dt}{|x-t|} < +\infty \). Note that this implies that \( f(x) = 0 \) which in turn implies that \( \int_R \frac{f(t)dt}{|x-t|} = \int_R \frac{|f(t)-f(x)|dt}{|x-t|} < +\infty \). However, by Remark 2.1 and our assumption that \( Hf(x) = 0 \), this implies that all non-tangential limits of \( H_\nu f(u_n) \) converge to \( 0 \) at \( x \). Thus, for every non-tangential sequence \( \{u_n + iv_n\}_{n=1}^{\infty} \subset \mathbb{H} \) we have

\[
\lim_{n \to \infty} |e^{\pi H_\nu f(u_n)} - \cos(\pi P_\nu f(u_n))| = \lim_{n \to \infty} |e^{-\pi H_\nu f(u_n)} - \cos(\pi P_\nu f(u_n))| = 0.
\]

Since

\[
\lim_{n \to \infty} \frac{v_n}{\sin(\pi P_\nu f(u_n))} = \frac{1}{\int_R \frac{f(t)dt}{|x-t|^2}} < +\infty
\]

the result follows.

**Example 3.3.** Let \( f(t) = t^2\chi_{[-1,1]}(t) + \chi_{[-1-1/6,-1]}(t) + \chi_{[1,1+1/6]}(t) \). Then \( x = 0 \) satisfies the assumptions of Proposition 3.4.

### 3.2 Regular Non-Lebesgue Points

In this section we will provide sufficient conditions that can be used to show that certain non-Lebesgue points are regular.

**Proposition 3.5.** Fix \( x \in S_{nt}(\mu) \). Furthermore, assume that

\[
c(x) = \min\{|f_R^+(x) - f_L^+(x)|, |f_L^+(x) - f_R^-(x)|\} < 1
\]


and that
\[ b(x) = \min\{2 - f_R^+(x) - f_L^+(x), f_R^-(x) + f_L^-(x)\} > 0. \]

Then \( x \) is regular.

Proof. Let \( \{u_n + iv_n\}_n \subset \Gamma_k(x) \) be non-tangentially convergent to \( x \). Choose \( \varepsilon > 0 \) so that \( 1 - c(x) - \varepsilon > 0 \) and \( b(x) - \varepsilon > 0 \). Then Lemma 2.8 gives
\[ |(\chi_L(u_n, v_n) - u_n, \eta_L(u_n, v_n) - 1)| \leq \frac{1 + 4k^2 \sqrt{20C(\varepsilon)\varepsilon}v_n^{1-c(x)-\varepsilon}}{b(x) - \varepsilon} \to 0 \]
as \( n \to \infty \).

We now give two examples where one can use Proposition 3.5 to conclude that a point \( (x = 0) \) is regular. The difference between the examples is that we will be able to use Proposition 4.2 to also conclude that in the first example \( x = 0 \) is also a generic point. In the second example however, out analysis in the present paper is insufficient to determine whether \( x = 0 \) is a generic point or not.

Example 3.4. Let \( f(t) = \frac{1}{2\pi} \sin(t^{-1})^{1/2}\chi_{[-a,a]}(t) \), where \( a \) is chosen so that \( \|f\|_1 = 1 \). Since \( 0 \leq f(t) \leq 1/2 \) for all \( t \in [-a, a] \), it follows that \( c(0) < 1 \) and that \( f_R^+(0) = f_L^+(0) < 1 \). By symmetry of \( f \), \( M_Rf(0, h) = M_Lf(0, h) \). Take \( h > 0 \) sufficiently small, and choose an integer \( n \), such that \( \pi(n - 1) < 1/h < \pi n \). Then using that \( \sin t \geq \frac{2}{\pi} t \) when \( 0 \leq t \leq \pi/2 \)
\[
M_Rf(0, h) = \frac{1}{2\pi} \int_0^\pi |\sin(t^{-1})|^{1/2} dt = \frac{1}{2\pi} \int_{\pi/n}^{\pi} \sin(x) x dx > \frac{1}{2\pi} \int_{\pi/n}^{\pi} \frac{n}{2} 1/x^2 \sum_{k=n}^{\infty} \frac{1}{k+1} \sum_{k=n}^{\infty} \frac{1}{(k+1)^2} \int_0^{\pi/2} \sqrt{t} dt
\]
Hence, \( f_R^-(0) = f_L^-(0) > 0 \), which implies that \( b(x) > 0 \). Thus, \( x \) is regular.

Example 3.5. Let \( I_n = (2^{-(n+1)}, 2^{-n}] \) and let
\[ f(t) = \sum_{k=1}^{+\infty} \left( 1 - \frac{1}{2k} \right) (\chi_{I_{2k}}(t) + \chi_{I_{2k}}(-t)) + \sum_{k=1}^{+\infty} \frac{1}{2k+1} (\chi_{I_{2k+1}}(t) + \chi_{I_{2k+1}}(-t)) + \chi_{[-1/2, 0]}(t), \]
where \( a \) is chosen so that \( \int_I f(t) dt = 1 \). One can show that
\[
\limsup_{h \to 0^+} M_Rf(0, h) = \limsup_{h \to 0^+} M_Lf(0, h) \leq \frac{3}{4} < 1.
\]
Similarly, one can also show that
\[
\liminf_{h \to 0^+} M_Rf(0, h) = \liminf_{h \to 0^+} M_Lf(0, h) \geq \frac{1}{4} > 0.
\]
Similarly, one can show that \( \lim_{h \to 0^+} M_Jf(0, h) \) does not exist. Hence, \( x = 0 \) does not belong to the Lebesgue set of \( f \). However we see that \( f \) satisfies the conditions of Proposition 3.5. This implies that \( 0 \) is a regular point.

In this proposition we consider a particular case of when \( f \) jumps from 0 to 1 or 1 to 0 in mean.
Proof. We prove the proposition assuming (i) holds. The case when (ii) holds follows from case (i). Fix an arbitrary \( k > 0 \) and let \( \{u_n + iv_n\}_n \in \Gamma(x) \) be an arbitrary non-tangential sequence such that \( \lim_{n \to +\infty} u_n + iv_n = x \). A computation gives

\[
\pi P_{v_n} f(u_n) = \int_{x}^{x+\delta} \frac{v_n dt}{(u_n - t)^2 + v_n^2} + \int_{\mathbb{R}} \frac{v_n \varphi(t) dt}{(u_n - t)^2 + v_n^2}
\]

\[
= \arctan \frac{u_n - x}{v_n} - \arctan \frac{u_n - x - \delta}{v_n} + \pi P_{v_n} \varphi(u_n).
\]

Hence,

\[
\frac{\pi}{2} - \arctan k + o(1) \leq \pi P_{v_n} f(u_n) \leq \frac{\pi}{2} + \arctan k + o(1)
\]

since \( |u_n - x| < kv_n \) and \( \lim_{n \to +\infty} \pi P_{v_n} \varphi(u_n) = 0 \) since \( x \) is a Lebesgue point of \( \varphi \). This implies that \( |\sin(\pi P_{v_n} f(u_n))| \geq c_1^{-1} > 0 \), for some constant \( c_1 \). We now consider \( \pi H_{v_n} \varphi(u_n) \). A simple modification of the proof of Lemma 2.2 shows that for every \( \varepsilon \in (0, 1) \) there exists a constant \( C = C(\varepsilon, k, x) \) such that

\[
|\pi H_{v_n} \varphi(u_n)| \leq \varepsilon \log(v_n^{-1}) + C.
\]

We now show that in fact \( \pi H \varphi(x) = +\infty \). By assumption \( \varphi(t) \leq 0 \) for all \( t \in [x, x + \delta] \) and \( \varphi(t) \geq 0 \) otherwise. Hence,

\[
\lim_{v \to 0^+} \int_{x-\delta}^{x+\delta} \frac{(x - t) \varphi(t) dt}{(x - t)^2 + v^2} = \lim_{v \to 0^+} \int_{x-\delta}^{x+\delta} \frac{|(x - t) \varphi(t)| dt}{(x - t)^2 + v^2} = +\infty
\]

by assumption and Lemma 1.2 in chapter VI in [15].

We now show that in fact we must have \( \lim_{n \to +\infty} \pi H_{v_n} \varphi(u_n) = +\infty \). Since \( x \) is in the Lebesgue set of \( \varphi \), we have

\[
\int_{\mathbb{R}} \frac{(u_n - t) \varphi(t) dt}{(u_n - t)^2 + v_n^2} = o(1) + \int_{\mathbb{R} \setminus [x - 2|u_n - x|, x + 2|u_n - x|]} \frac{(u_n - t) \varphi(t) dt}{(u_n - t)^2 + v_n^2}
\]

since

\[
\left| \int_{x-2|u_n - x|}^{x+2|u_n - x|} \frac{(u_n - t) \varphi(t) dt}{(u_n - t)^2 + v_n^2} \right| \leq \frac{k}{v_n} \int_{x-2|u_n - x|}^{x+2|u_n - x|} |\varphi(t)| dt = o(1).
\]

There exists a constant \( c > 0 \), such that

\[
\frac{|u_n - t|}{(u_n - t)^2 + v_n^2} \geq c \frac{|x - t|}{|x - t|}
\]

for all \( t \in \mathbb{R} \setminus [x - 2|u_n - x|, x + 2|u_n - x|] \). Consequently,

\[
\pi H_{v_n} \varphi(u_n) \geq o(1) + c \int_{\mathbb{R} \setminus [x - 2|u_n - x|, x + 2|u_n - x|]} \frac{\varphi(t) dt}{x - t}.
\]

Since \( \lim_{\varepsilon \to 0^+} \int_{|x-t|>\varepsilon} \frac{\varphi(t) dt}{x-t} = \mathcal{H} \varphi(x) = +\infty \), the result follows.
A computation gives

\[
\pi H_{v_n} f(u_n) = \int_{x}^{x+\delta} \frac{(u_n - t)dt}{(u_n - t)^2 + v_n^2} + \int_{\mathbb{R}} \frac{(u_n - t)\varphi(t)dt}{(u_n - t)^2 + v_n^2} \\
= \log \sqrt{(u_n - x)^2 + v_n^2} - \log \sqrt{(x + \delta - u_n)^2 + v_n^2} + \pi H_{v_n} \varphi(u_n) \\
= \log \sqrt{k_n^2 v_n^2 + v_n^2} - \log \sqrt{(x + \delta - u_n)^2 + v_n^2} + \pi H_{v_n} \varphi(u_n) \\
= \log(v_n) + \log \sqrt{k_n^2 + 1} - \log \sqrt{(x + \delta - u_n)^2 + v_n^2} + \pi H_{v_n} \varphi(u_n) \\
= \log(v_n) + \pi H_{v_n} \varphi(u_n) + O(1),
\]

where \( k_n = (u_n - x)/v_n \) and \( |k_n| \leq k \) for all \( n \). Hence,

\[
\lim_{n \to \infty} v_n \left\{ e^{-\pi H_{v_n} f(u_n)} - \cos(\pi P_{v_n} f(u_n)) \right\} \\
= \lim_{n \to \infty} c_1 e^{-\pi H_{v_n} \varphi(u_n) + O(1)} = 0.
\]

and

\[
\lim_{n \to \infty} v_n \left\{ e^{\pi H_{v_n} f(u_n)} + e^{-\pi H_{v_n} f(u_n)} - 2 \cos(\pi P_{v_n} f(u_n)) \right\} \\
= \lim_{n \to \infty} c_1 v_n^2 e^{\pi H_{v_n} \varphi(u_n) + O(1)} + c_1 e^{-\pi H_{v_n} \varphi(u_n) + O(1)} \\
= \lim_{n \to \infty} c_1 v_n^2 e^{\log v_n^2 + C + O(1)} + c_1 e^{-\pi H_{v_n} \varphi(u_n) + O(1)} = 0.
\]

This concludes the proof. \( \square \)

**Example 3.6.** Assume that for some \( \delta > 0 \) \( f|_{[-\delta,\delta]}(t) = (1 - t^2)\chi_{[-\delta,\delta]}(t) + \frac{1}{\log t} \chi_{[0,\delta]}(t) \). Then \( t = 0 \) satisfies the assumptions of Proposition 3.6.

**Remark 3.3.** We note that if \( f \in C_{\lambda,\mu}^\circ(\mathbb{R}) \) then the set of points which satisfies the assumptions of Proposition 3.6 is empty.

## 4 Generic Points

### 4.1 Generic Points Are Dense

**Proposition 4.1.** Define the set \( G = \mathcal{S}_{nt}(\mu)^\circ = (\text{supp}(\mu) \cap \text{supp}(\lambda - \mu))^\circ \) according to

\[
G := \mathcal{S}_{nt}(\mu)^\circ \cap \mathcal{L}_f \cap \mathcal{L}_{m_{nt}} \cap \{ t \in \mathbb{R} : 0 < f(t) < 1 \} \\
\tag{4.1}
\]

Then every \( x \in G \) is regular, and \( G \) is dense in \( \mathcal{S}_{nt}(\mu)^\circ \). Furthermore, for every interval \( I \subset \mathcal{S}_{nt}(\mu)^\circ \), \( |G \cap I| = \lambda(G \cap I) > 0 \). If in addition the inequality \( 0 < f(t) < 1 \) holds almost everywhere in \( \mathcal{S}_{nt}(\mu)^\circ \), then almost every \( x \in \mathcal{S}_{nt}(\mu)^\circ \) belongs to \( G \).

**Proof.** By Proposition 3.1 every \( x \in G \) is regular, and since \( G \) is the finite intersection of measurable sets, \( G \) is measurable. Since \( f, m_{nt} \in L^1(\mathbb{R}) \) it follows that almost every \( x \in \mathcal{S}_{nt}(\mu)^\circ \) belongs to \( \mathcal{L}_f \cap \mathcal{L}_{m_{nt}} \). Let \( X = \mathcal{S}_{nt}(\mu)^\circ \cap \{ t \in \mathbb{R} : 0 < f(t) < 1 \} \). By Hypothesis 1.2 \( \lambda(G \cap I) > 0 \) for every interval \( I \subset \mathcal{S}_{nt}(\mu)^\circ \), thus in particular \( I \cap G \neq \emptyset \). This proves that \( G \) is dense in \( \mathcal{S}_{nt}(\mu)^\circ \). Finally, if the inequality \( 0 < f(t) < 1 \) holds almost everywhere in \( \mathcal{S}_{nt}(\mu)^\circ \), then \( \lambda(X \cap \mathcal{L}_f \cap \mathcal{L}_{m_{nt}} \cap \mathcal{S}_{nt}(\mu)^\circ) = \lambda(\mathcal{S}_{nt}(\mu)^\circ) \). \( \square \)
Remark 4.1. We believe that Hypothesis 1.2 is not necessary. That is, we believe that if Hypothesis 1.2 is not true, then Proposition 4.1 remains true if the set $G$ is changed to

$$G = S_{\mu} \cap L_f \cap L_{m_H^f} \cap \left( S_{\mu} \setminus \left\{ x : \int_\mathbb{R} \frac{f(t)dt}{(x-t)^2} < +\infty \right\} \right) \cup \left\{ x : \int_\mathbb{R} \frac{1-f(t)dt}{(x-t)^2} < +\infty \right\}.$$ 

This change of typical set however, would require a substantial change of Lemma 4.1.

We now give a lemma which will be useful for proving that $\partial L(x) = \{(x,1)\}$ for a typical set in $S_{\mu}$.

Lemma 4.1. Assume that $x \in G$. Then there exists sequences $\{r_n\}_n \subset G$ and $\{l_n\}_n \subset G$, such that $x < r_{n+1} < r_n$ and $l_{n+1} > l_n > x$ for all $n$ and $\lim_{n \to \infty} r_n = \lim_{n \to \infty} l_n = x$. Moreover

$$\max\{\sup_n m_{H^f}(r_n), \sup_n m_{H^f}(l_n)\} < +\infty$$

and

$$\min\{\inf_n f(r_n), \inf_n (1-f(r_n)), \inf_n f(l_n), \inf_n (1-f(l_n))\} > 0.$$ (4.2)

Proof. Since $0 < f(x) < 1$ we can take $\varepsilon > 0$ so that $0 < f(x) - \varepsilon < f(x) + \varepsilon < 1$, and since $x \in L_f \cap L_{m_H^f}$, there exists an $\delta = \delta(\varepsilon, x)$ such that

$$\frac{1}{h} \int_{x}^{x+h} |f(t) - f(x)|dt < \frac{\varepsilon}{2}$$

and

$$\frac{1}{h} \int_{x}^{x+h} |m_{H^f}(t) - m_{H^f}(x)|dt < \frac{\varepsilon}{2}$$

whenever $h < \delta$. Now, assume that

$$\lim_{h \to 0^+} \frac{|\{|t \in [x, x+h] : |f(t) - f(x)| < \varepsilon\}|}{h} = 0.$$ 

Then there exists a sequence $\{h_k\}_k$ such that $\lim_{k \to \infty} h_k = 0$ and $\frac{|\{|t \in [x, x+h_k] : |f(t) - f(x)| < \varepsilon\}|}{h_k} < \varepsilon/2$. Consequently, $|\{|t \in [x, x+h] : |f(t) - f(x)| \geq \varepsilon\}| \geq h_k(1-\varepsilon/2)$, and so

$$\frac{1}{h_k} \int_{x}^{x+h_k} |f(t) - f(x)|dt \geq \varepsilon(1-\varepsilon/2) > \frac{\varepsilon}{2}$$

for all $k$ since $\varepsilon < 1/2$. However, this contradicts (4.4). Therefore, let

$$\inf_{0 < h < \delta} h^{-1}|\{|t \in [x, x+h] : |f(t) - f(x)| < \varepsilon\}| = d > 0.$$ 

Recall the John-Nirenberg inequality (2.7) and choose an $N$ so large that

$$c_1 \exp \left( -c_2 \frac{N}{\|m_{H^f}\|_{BMO}} \right) < d/4.$$ 

Then

$$|\{|t \in [x-h, x+h] : |m_{H^f}(t) - m_{H^f}(x)| > N + \varepsilon\}| \leq d/4$$

so that

$$|\{|t \in [x, x+h] : |m_{H^f}(t) - m_{H^f}(x)| \leq N - \varepsilon\}| \geq h - \frac{dh}{2},$$
where we have used that if $|m_H(t) - Mm_H(x, h)| > N$ then $|m_H(t) - m_H(x)| = N + |m_H(x) - Mm_H(x, h)| > N + \varepsilon$ by \([4.5]\). Therefore, by Lemma \([6.4]\)

$$
|\{t \in [x, x + h] : |m_H(t) - m_H(x)| \leq N - \varepsilon\} \cap \{t \in [x, x + h] : |f(t) - f(x)| < \varepsilon\} \geq \frac{dh}{2}
$$

for every $0 < h < \delta$. Fix an $0 < h_0 < \delta$ and choose an $r_0$ in $\{t \in (x, x + h_0) : |m_H(t) - m_H(x)| \leq N\} \cap \{t \in (x, x + h_0) : |f(t) - f(x)| < \varepsilon\}$. Now take $h_1 < \min\{r_0, h_0/2\}$, and choose $r_1$ in $\{t \in (x, x + h_1) : |m_H(t) - m_H(x)| \leq N\} \cap \{t \in (x, x + h_1) : |f(t) - f(x)| < \varepsilon\}$. Iteration of this process gives a sequence $\{r_n\}_n$ with the desired properties since $N$ is fixed, $f(r_n) > f(x) - \varepsilon$ and $1 - f(r_n) > 1 - (f(x) + \varepsilon) > 0$. A similar argument as above also yields the sequence $\{f_n\}_n$.

We now want to consider the question of whether we can determine $\partial\mathcal{L}(x)$ whenever $x \in S_{nt}^{reg} (\mu)$ Recall Lemma 2.5 in \([2]\), where we showed that if $x \in S_{nt}(\mu)^\circ$ and there exists a neighborhood $N_x$ of $x$ such that

$$
\sup_{t \in N_x} \{f(t), 1 - f(t)\} < 1,
$$

then $\partial\mathcal{L}(x) = \{(x, 1)\}$. Note that if the density $f \in C_{\text{loc}}^3(\mathbb{R})$, then every point $x \in S_{nt}(\mu)^\circ$ for which $0 < f(x) < 1$ satisfies this condition. If condition \([1.6]\) is not satisfied for $x \in S_{nt}^{reg}(\mu)^\circ$, then it is considerably harder to prove that $\partial\mathcal{L}(x) = \{(x, 1)\}$. The reason is the following: Even though for some point $x$, one knows that for every point $x'$ in a neighborhood $N_x$ of $x$ one has that $\lim_{n \to +\infty} (\chi(\omega_n), \eta(\omega_n)) = (x', 1)$ whenever $\{\omega_n\}_n$ is a non-tangential sequence such that $\lim_{n \to +\infty} \omega_n = x'$, this does not necessarily imply that $\partial\mathcal{L}(x) = \{(x, 1)\}$. The difficulty comes from the fact that tangential limits also have to be considered. The next example illustrates the difficulty.

Example 4.1. Let

$$
\varphi(x, y) = e^{16/\varepsilon^8} \exp \left\{ -\frac{1}{(y - x^2)(y - 2x^2)} \right\} \chi_{x^2 < y < 2x^2}(x, y).
$$

Then $\varphi \in C^\infty(\mathbb{R})$, and $\text{supp}(\varphi) = \{(x, y) \in \mathbb{R}^2 : x^2 < y < 2x^2\}$. Moreover, for every non-tangential limit $\{\omega_n\}_n$ in $\mathbb{R}^2$, such that $\lim_{n \to +\infty} \omega_n = x$, we have $\lim_{n \to +\infty} \varphi(\omega_n) = 0$. However, $\lim_{x \to 0^+} \varphi(x, 3x^2/2) = 1$. Hence, $\varphi \notin C(\mathbb{R})$.

The argument is missing in order to conclude that for a regular point $x \in S_{nt}^{reg}(\mu)$, one has $\partial\mathcal{L}(x) = \{(x, 1)\}$, is that if one for example specialize to orthogonal limits, then one need that $\lim_{n \to +\infty} (\chi(\omega_n), \eta(\omega_n)) = (y, 1)$ uniformly, for every $y$ in a compact neighborhood of $x$. We now prove that this is sufficient.

Lemma 4.2. Assume that $x \in S_{nt}(\mu)^\circ = (\text{supp}(\mu) \cap \text{supp}(\lambda - \mu))^\circ$ is regular. Furthermore, assume that there exists sequences of regular points $\{r_n\}_n$ and $\{l_m\}_m$ such that $r_n > x$ and $r_n < x$ for all $n, m$, and such that $\lim_{n \to +\infty} r_n = \lim_{m \to +\infty} l_m = x$, and such that $\lim_{v \to 0^+} (\chi(\omega_v, \eta(\omega_v)) = (r_n, 1)$ and $\lim_{v \to 0^-} (\chi(\omega_v, \eta(\omega_v)) = (l_m, 1)$ uniformly for all $n, m$. Then $x$ is generic. More exactly, for any sequence $u_n + iv_n \in \mathbb{R}$ such that $\lim_{n \to +\infty} (\chi(\omega_v, \eta(\omega_v)) = (x, 1)$.

Proof. By possibly passing to a subsequence, we may assume that the sequence $\{\omega_n\}$ is tangential and that $\omega_n > x$ for all $l$. According to the assumptions, there exists a sequence of regular points $\{r_n\}_n$ such that $r_n > x$ and $\lim_{n \to +\infty} r_n = x$, and $\lim_{v \to 0^+} (\chi(\omega_v, \eta(\omega_v)) = (r_n, 1)$ uniformly for all $n$. In particular, for every $\varepsilon > 0$ sufficiently small, there exists a $\delta = \delta(\varepsilon)$, such that $|\chi(\omega_v, \eta(\omega_v)) - r_n, \eta(\omega_v, \eta(\omega_v))| < \varepsilon$ whenever $v < \delta$ for all $n$. Choose $k < \varepsilon/(r_1 - x)$ and consider the non-tangential line $\{t + ik : t \in (0, +\infty)\}$. Since $x$ is regular, it follows that $\lim_{v \to 0^+} (\chi(\omega_v, \eta(\omega_v)) = (x, 1)$. Consider the sequence of open sets $X^{(k)}_n$ defined according to

$$
X^{(k)}_n := \{(u, v) \in \mathbb{R}^2 : x < u < r_n, 0 < v < k(u - x)\}.
$$
Then $w_l \in X_n^{(k)}$ whenever $l > L$, for some $L = L(n)$. Moreover, $(\chi_L(w_l), \eta_L(w_l)) \in W^{-1}_L(X_n^{(k)})$ since the map $W_L$ is a homeomorphism. Then,

$$|(\chi_L(w_l) - x, \eta_L(w_l) - 1)| \leq d((x, 1), W^{-1}_L(X_n^{(k)})) = d((x, 1), \partial W^{-1}_L(X_n^{(k)}))$$

whenever $l > L(n)$. Note that $d$ denotes the Hausdorff distance between sets, that is, if $X, Y \subset \mathbb{R}^2$, then

$$d(X, Y) = \max\{\sup_{x \in X} \inf_{y \in Y} |x - y|, \sup_{y \in Y} \inf_{x \in X} |x - y|\}.$$

Let $T_n$ be the closed region, whose boundary $\partial T_n$, can be decomposed into three components according to

$$\partial T_n^1 = \{(t, 1) : x \leq t \leq r_n\}$$
$$\partial T_n^2 = \{(\chi_L(x + t, kt), \eta_L(x + t, kt)) : t \in (0, r_n - x)\}$$
$$\partial T_n^3 = \{(\chi_L(r_n, t), \eta_L(r_n, t)) : t \in (0, k(r_n - x))\}$$

See figure 3 and 4. Since all $\{r_n\}_n$ and $x$ are regular points and $W^{-1}_L$ is a homeomorphism it follows that $\partial T_n^2 \cap \partial T_n^3 \subset \partial W^{-1}_L$. Again, since $W^{-1}_L$ is a homeomorphism and $T_n$ is a closed set it follows that $\overline{W^{-1}_L(X_n^{(k)})} \subset T_n$. First note that by assumption on the sequence $\{r_n\}_n$, there exists an $N_1 = N_1(\varepsilon)$ such that $r_n - x < \varepsilon$, whenever $n > N_1$. Hence,

$$d((x, 1), \partial T_n^1) < \varepsilon$$

whenever $n > N_1$. By the assumption that $x$ was regular, there exists an $N_2 = N_2(\varepsilon)$, such that

$$d((x, 1), \partial T_n^2) < \varepsilon$$

whenever $n > N_2$. Finally, as discussed above by the assumption of uniform convergence,

$$d((x, 1), \partial T_n^3) < \varepsilon$$

for all $n$. Take $N = \max\{N_1, N_2\}$, and take $n > N$ and $l > L(N)$, then

$$|(\chi_L(w_l) - x, \eta_L(w_l) - 1)| \leq d((x, 1), \partial T_n) < \varepsilon$$

Since $\varepsilon > 0$ was arbitrary, this implies that $\lim_{l \to \infty} |(\chi_L(w_l) - x, \eta_L(w_l) - 1)| = 0$, and the proof is complete.

![Figure 3: The region $X_n^{(k)}$ is depicted above. The red dots represents the positions of the sequence $\{u_n + iv_n\}_{n=1}^{\infty}$](image_url)
We now show that all points in the set $G$ defined in Proposition 4.1 are generic.

**Theorem 4.1.** Assume that $x \in G$. Then $\partial\mathcal{L}(x) = \{(x, 1)\}$.

**Proof.** Let $x \in G$. Take sequences $\{r_n\}_n \subset G$ and $\{l_n\}_n \subset G$ as in Lemma 4.1 and $N, \varepsilon > 0$ such that
\[
sup\{\sup_{n,k: v > 0} |H_v f(r_n)|, \sup_{v > 0} |H_v f(l_k)|\} < N
\]
and
\[
\min\{\inf_n \min\{f(r_n), 1 - f(r_n)\}, \inf_k \min\{f(l_k), 1 - f(l_k)\}\} > \varepsilon.
\]
Assume that $u \in X := \bigcup_n \{r_n\} \bigcup \{x\} \bigcup \{l_n\}_n$. Then an integration by parts gives
\[
v^{-1} \pi P_v f(u) = 2 \int_{-\infty}^{+\infty} (t-u) (t-u)^2 \int_{u}^{t} f(t')dt' dt
\]
\[
\geq \int_{u}^{+\infty} \frac{(t-u)^2}{((t-u)^2 + v^2)} (M_{Rf}(u, t-u) \chi_{t>u}) dt.
\]
Since $u \in X \subset G$, and thus in particular $x \in \mathcal{L}(\{t \in \mathcal{S}(u) : 0 < f(t) < 1\})$, there exists a $\delta = \delta(u)$ such that $\min\{M_{Rf}(u, t-u), M_{R(1-f)}(u, t-u)\} \geq \varepsilon/2$ whenever $|t-u| < \delta$. This implies that
\[
\min\{v^{-1} P_v f(u), v^{-1} P_v (1-f)(u)\} \geq \frac{\varepsilon}{2\pi} \int_{u}^{+\delta} \frac{(t-u)^2}{((t-u)^2 + v^2)} dt \to +\infty
\]
as $v \to 0^+$. We get from (1.25) and (1.26)
\[
|\sin(\pi P_v f(u))| = \frac{v^2}{\sqrt{2\pi v}} \frac{|\chi_{\mathcal{L}}(u,v) - u, \eta_{\mathcal{L}}(u,v) - 1|}{v^{-1} P_v f(u), P_v (1-f)(u)}
\]
by (4.7). Since $\sin(\pi P_v f(u)) \geq \frac{\varepsilon}{2} \min\{P_v f(u), P_v (1-f)(u)\}$,
\[
|\chi_{\mathcal{L}}(u,v) - u, \eta_{\mathcal{L}}(u,v) - 1| \leq \frac{\sqrt{20} \varepsilon v e^{-N}}{\min\{v^{-1} P_v f(u), v^{-1} P_v (1-f)(u)\}}
\]
\[
= \min\{v^{-1} P_v f(u), v^{-1} P_v (1-f)(u)\} := g_v(u).
\]
We now show that $g_v(u)$ is an increasing function in $v$ for each $u$. We must show that 

$$\min\{v^{-1}P_v(f(u), v^{-1}P_v(1-f)(u)) < \min\{v^{-1}P_v(f(u), v^{-1}P_v(1-f)(u))$$

is a decreasing function in $v$. Since both $v^{-1}P_v(f(u))$ and $v^{-1}P_v(1-f)(u)$ are decreasing functions in $v$, Lemma 4.2 shows that $\min\{v^{-1}P_v(f(u), v^{-1}P_v(1-f)(u))$ is decreasing. Thus $g_v(u)$ is an increasing function in $v$ for all $x \in X$.

Note that by (4.10), $g_v(u) \to 0$ as $v \to 0^+$ for all $u \in X$. We now show that $g_v(u)$ is continuous function for all fixed $v$. It is sufficient to show that for some sequence $\{r_{m_n}\}$ such that $\lim_{n \to \infty} r_{m_n} = x$ we have $\lim_{n \to \infty} g_v(r_{m_n}) = g_v(x)$. However, this follows immediately from the fact that $P_v(u)$ is a continuous function on $\mathbb{R}$. Since $X$ is compact in the subspace topology from $\mathbb{R}$ and 0 is a continuous function on $X$, it follows by Dini’s theorem that $g_v(u) \to 0$ as $v \to 0^+$ uniformly on $X$. The estimate (4.10) then shows that $(\chi_L(u,v), \eta_L(u,v)) \to (u,1)$ uniformly on $X$. Hence, by Lemma 4.2 it follows that $\partial L(x) = \{(x,1)\}$.

Remark 4.2. Recall that the typical set $G$ satisfies $\lambda(I \cap G) > 0$ for every interval $I$. Note however that this does not imply that $G$ is a comeagre set. To construct a counter-example one may consider a nowhere dense set $\mathcal{G}$, such that $\lambda(\mathcal{G}) > 0$ and consider a countable union of rational translations of $\mathcal{G}$. Also note that by Theorem 1.6 in [10], $\mathcal{S}_n(\mu)$ can be written as a disjoint union of a meagre set and a null set. Since we conjecture that $\mathcal{S}^s(\mu)$ is a meagre set, we would in principle have that $\lambda(\mathcal{S}^g(\mu)) = \lambda(\mathcal{S}_n(\mu) \setminus \mathcal{S}^s(\mu)) = 0$, in which case one could question the definition of $\mathcal{S}^g(\mu)$. However, Theorem 4.1 and Proposition 4.1 show that this is not the case.

4.2 Sufficient Conditions for Points to be Generic

We now give a proposition, which provides a sufficient condition for when the assumptions of Lemma 4.2 are satisfied.

Proposition 4.2. Assume that $x \in \mathcal{S}_n(\mu)^c$, and that the density $f$ at $x$ satisfies the assumptions of Proposition 3.5 so that $x$ is regular. Furthermore, assume that there exists a $\delta > 0$, and sequences of regular points $\{r_n\}$ and $\{l_n\}$, such that $r_n > x$ and $l_n < x$ for all $n$, and such that $\lim_{n \to \infty} r_n = \lim_{n \to \infty} l_n = x$. Furthermore, assume that 

$$\max \{\sup_n \Delta m_f(r_n), \sup_n \Delta m_f(l_n)\} = m_1 < 1$$

and for some $\delta > 0$

$$\min \{\sup_n \max \{1 - m^{\delta}_f(r_n), 1 - m^{\delta}_f(l_n)\}, \sup_n \max \{1 - m^{\delta}_f(r_n), 1 - m^{\delta}_f(l_n)\}\} = m_2 > 0.$$

Then $\lim_{n \to \infty} (\chi_L(r_n, v), \eta_L(r_n, v)) = (x,1)$ and $\lim_{n \to \infty} (\chi_L(l_n, v), \eta_L(l_n, v)) = (x,1)$ uniformly, and by Lemma 4.2 it follows that $\partial L(x) = \{(x,1)\}$.

Proof. We may assume that $v < \delta$. By (4.11) and (4.12) and Lemma 2.9 we have 

$$\max \{\sup_n |(\chi_L(r_n, v) - r_n, \eta_L(r_n, v) - 1)|, \sup_n |(\chi_L(l_n, v) - r_n, \eta_L(l_n, v) - 1)|\} \leq \frac{2\sqrt{2}c_1m_1}{m_2}$$

This completes the proof.

Example 4.2. Consider the density in Example 3.4. We had $f(t) = \frac{1}{2} |\sin t^{-1}|^{1/2} \chi_{[-a,a]}(t)$, where $a$ was chosen so that $\int f(t) dt = 1$. In Example 3.4 we showed that $f$ satisfied the assumptions of Proposition 3.5 at $x = 0$, which implied that $0$ was a regular point. We now show that $0$ is also a generic point. Since $0 \leq f(t) \leq 1/2$ for all $t \in [-a, a]$, it follows that $\Delta m_f(x) \leq 1/2$ and $Mf(x, h) \leq 1/2$ for all $x$ and $h > 0$. Choose $r_n = (\pi/2 + \pi n)^{-1}$ and $l_n = (\pi/2 - \pi n)^{-1}$ for $n > 0$. Fix any $h > 0$ and let $m$ be the integer
such that \( \pi/2 + \pi(m-1) < (r_n + h)^{-1} < \pi/2 + \pi m \). In particular we note that \( m \leq n \). We now estimate \( Mf(r_n, h)(= M(l_n, h)) \) from below. If \( m < n \), then

\[
Mf(r_n, h) = \frac{1}{2h} \int_{r_n-h}^{r_n+h} |\sin t|^{-1/2} dt > \frac{1}{4h} \int_{r_n-h}^{r_n+h} |\sin t|^{-1/2} dt = \frac{1}{4h} \int_{(r_n+h)^{-1}}^{(r_n-h)^{-1}} |\sin s|^{-1/2} ds
\]

\[
> \frac{1}{4(r_m - r_n)} \int_{r_m}^{r_n} |\sin s|^{-1/2} ds \geq \frac{1}{4(r_m - r_n)} \sum_{k=m}^{n-1} \frac{1}{r_{k+1} - r_k} \int_{r_k}^{r_{k+1}} |\sin s|^{-1/2} ds
\]

\[
\geq \frac{1}{4(r_m - r_n)} \sum_{k=m}^{n-1} \frac{1}{r_{k+1} - r_k} \frac{\pi}{2} \sqrt{1 + \sin^2 t} dt = \frac{1}{4(r_m - r_n)} \sum_{k=m}^{n-1} \frac{1}{r_{k+1} - r_k} \frac{\pi}{2} \sqrt{1 + \sin^2 t} dt
\]

\[
\geq \frac{1}{8(n-m)} \int_{m}^{n} \frac{dr}{\pi^2(x+3)^2} \geq \frac{1}{4\pi(n-m)(n+3)(m+3)}
\]

\[
= \frac{1}{128\pi}.
\]

If on the other hand \( m = n \), then if \( \frac{\pi/2}{\pi(n/\pi + \pi/2)} < h \leq \frac{\pi/2}{\pi(n+\pi/2)} \) then

\[
Mf(r_n, h) > \frac{1}{4h} \int_{(r_n+h)^{-1}}^{(r_n-h)^{-1}} |\sin t|^{-1/2} dt > \frac{\pi^2 n^2 + \pi^2/4}{4\pi} \int_{\pi n}^{\pi n + \pi/2} \frac{dt}{t^2}
\]

\[
= \frac{1}{8\pi} + o(1) > 0
\]

and if then \( 0 < h < \frac{\pi/2}{\pi(n/\pi + \pi/2)} \), then

\[
Mf(r_n, h) > \frac{1}{4h} \int_{(r_n+h)^{-1}}^{(r_n-h)^{-1}} |\sin t|^{-1/2} dt > \frac{\pi^{-1/2}}{4h} \int_{(r_n+h)^{-1}}^{(r_n-h)^{-1}} \frac{dt}{t^2}
\]

\[
= \frac{\pi^{-1/2}}{4h} \left[ \frac{\arctan \sqrt{1-t/(\pi n)}}{\sqrt{\pi n}} - \frac{\sqrt{1-t/(\pi n)}}{t} \right]_{(r_n+h)^{-1}}^{(r_n-h)^{-1}}
\]

\[
= \frac{\pi^{-1/2}}{4h} \left( (r_n + h)\sqrt{(r_n + h)^{-1} - \pi n} - r_n \sqrt{r_n^{-1} - \pi n} \right) + o(1) > \frac{\pi^{-1/2} h\sqrt{\pi}}{4h} + o(1) = \frac{1}{4\sqrt{2}} + o(1) > 0
\]

Hence, \( f \) satisfies the assumptions of Proposition 4.2 at \( x = 0 \), which implies that 0 is a generic point.

**Example 4.3.** Consider the density in Example 3.5, where

\[
f(t) = \sum_{k=1}^{+\infty} \left( 1 - \frac{1}{2k} \right) (\chi_{I_k}(t) + \chi_{I_k}(-t)) + \sum_{k=1}^{+\infty} \frac{1}{2k+1} (\chi_{I_{2k+1}}(t) + \chi_{I_{2k+1}}(-t)) + \chi(1/2,a)(t),
\]

and where \( I_n = (2^{-(n+1)},2^{-n}) \), and where \( a \) is chosen so that \( \int_{\mathbb{R}} f(t) dt = 1 \). If for any sequence \( \{r_n\}_n \) we have that \( r_n \in (2^{-(n+1)},2^{-n}) \), then for any \( h > 0 \) sufficiently small we have

\[
Mf(r_{2n}, h) = 1 - \frac{1}{2n}
\]

and

\[
Mf(r_{2n+1}, h) = \frac{1}{2n+1}.
\]
This implies that \( \inf_n Mf(r_n, h), M(1 - f)(r_n, h) = 0 \). Therefore condition (4.12) is violated. If we on the other hand choose \( r_n = 2^{-n} \), then \( h > 0 \) for sufficiently small

\[
|\Delta Mf(r_n, h)| \geq 1 - \frac{1}{n}.
\]

Hence, \( \sup_n |\Delta Mf(r_n, h)| = 1 \) which violates condition (4.11). Therefore the assumptions of Proposition 4.2 are never satisfied and we are unable to conclude that \( \partial \mathcal{L}(0) = \{(0, 1)\} \) by the methods developed in this paper. This is due to the fact that the estimate of Lemma 2.3 is too rough.

**Proposition 4.3.** Assume that \( x \in \mathcal{L} \cap \mathcal{S}_{\mu}(\mathcal{L}) \), \( f(x) = 0 \), \( \int_{\mathbb{R}} (x - t)^{-2} f(t) dt = +\infty \) and that \( H_v(u) \) is tangentially bounded at \( x \). In addition we assume that \( x \in \mathcal{L}_{\text{reg}} \), then \( \partial \mathcal{L}(x) = \{(x, 1)\} \). In particular, this holds when \( f \in C_{\text{loc}}^\infty (\mathbb{R}) \).

**Proof.** By Proposition 4.2 \( x \) is regular. Using that the set \( G \) is dense in \( \mathcal{S}_{\mu}(\mathcal{L}) \), an analogous argument as in Lemma 4.1 shows that there exists sequences \( \{r_n\} \subset G \) and \( \{l_n\} \subset G \), satisfying the same properties as in Lemma 4.1, except that \( \inf_n \epsilon \{f(r_n), f(l_k)\} = 0 \), (since \( f(x) = 0 \) by assumption). Similarly to the proof of Theorem 4.1, one can show that \( \lim_{t \to 0^+} \min \{v \pi P_v * f(u), v \pi P_v * (1 - f)(u)\} = +\infty \) for all \( u \in X \), where \( X \) is as in the proof of Theorem 4.1. Therefore, a completely analogous proof gives that

\( \partial \mathcal{L}(x) = \{(x, 1)\} \).

**Theorem 4.2.** Assume that for all \( x \in \mathcal{S}_{\mu}(\mathcal{L}), \partial \mathcal{L}(x) = \{(x, 1)\} \). Then the homeomorphism \( W_\mathcal{L} : \mathcal{L} \to \mathbb{H} \) extends to a homeomorphism \( \overline{W}_{\mathcal{L}} : \overline{\mathcal{L}} \to \overline{\mathbb{H}} \).

**Proof.** Recall Theorem 2.3 in [2], which states that the map \( W_\mathcal{L}^{-1} : \mathbb{R} \to \mathcal{E} \) is a bijective real analytic parametrization of \( \mathcal{E} \subset \partial \mathcal{L} \) such that \( W_\mathcal{L}^{-1}(R) = \mathcal{E} \) and \( W_\mathcal{L}^{-1}(t) = (\chi_\mathcal{E}(t), \eta_\mathcal{E}(t)) \). Moreover, for every \( \{w_n\} \subset \mathbb{H} \) such that \( w_n \to t \) as \( n \to 0^+ \), \( \lim_{n \to 0^+} (\chi_\mathcal{L}(w_n), \eta_\mathcal{L}(w_n)) = (\chi_\mathcal{E}(t), \eta_\mathcal{E}(t)) \). Recall that \( R \) is an open set. Let \( x \in \partial R \). Fix \( \varepsilon > 0 \) and let \( \{w_n\} \) be any sequence such that \( u_n = \text{Re}[w_n] \in R \) for all \( n \). By choosing \( \text{Im}[w_n] = v_n \) sufficiently small, we can assume that \( \left| (\chi_\mathcal{L}(w_n) - \chi_\mathcal{E}(u_n), \eta_\mathcal{L}(w_n) - \eta_\mathcal{E}(u_n)) \right| < \varepsilon \) for all \( n > N \) say. Since \( \varepsilon > 0 \) was arbitrary, the assumption that \( \partial \mathcal{L}(x) = \{(x, 1)\} \) implies that \( \lim_{t \to 0^+} (\chi_\mathcal{E}(t), \eta_\mathcal{E}(t)) = (x, 1) \). It follows that \( \partial \mathcal{L} = \mathcal{E} \cup \{(S_{\mu}(\mathcal{L}) \times \{1\}) \). Moreover, the map \( W_\mathcal{L}^{-1} : \mathbb{R} \to \partial \mathcal{L} \) defined through

\[
W_\mathcal{L}^{-1}(t) = \begin{cases} 
W_\mathcal{L}^{-1}(t) & \text{if } t \in R \\
(t, 1) & \text{if } t \in S_{\mu}(\mathcal{L})
\end{cases}
\]

is continuous and injective. Hence \( \partial \mathcal{L} \) is a simple curve. This implies that the homeomorphism \( W_\mathcal{L} : \mathcal{L} \to \mathbb{H} \) extends to a homeomorphism \( \overline{W}_\mathcal{L} : \overline{\mathcal{L}} \to \overline{\mathbb{H}} \).

**4.3 Generic Points of \( S_{\mu}(\mathcal{L}) \) and The Edge \( \mathcal{E} \)**

In this section we will consider the limits \( \lim_{t \to x} \chi_\mathcal{E}(t) \) and \( \lim_{t \to x} \eta_\mathcal{E}(t) \) when \( x \in S_{\mu}(\mathcal{L}) \) and \( x \) is a regular point. In particular we want to show that in many cases \( \lim_{t \to x} (\chi_\mathcal{E}(t), \eta_\mathcal{E}(t)) = (x, 1) \) and that \( \partial \mathcal{L}(x) = \{(x, 1)\} \). Recall that the parametrization (1.14) of the edge \( \mathcal{E} \) is given by

\[
\chi_\mathcal{E}(t) = t + \frac{1 - e^{-C(t)}}{C'(t)}
\]

\[
\eta_\mathcal{E}(t) = 1 + \frac{e^{C(t)} + e^{-C(t)} - 2}{C'(t)}
\]

for \( t \in R_{\mu} \), where

\[
C(t) = \int_{\mathbb{R}} \frac{f(y)dy}{t - y}.
\]
Proposition 4.4. Assume that \( x \in \partial \mathcal{S}^{\nu_0}(\mu) \) and that \( x \) belongs to the Lebesgue set of \( f \). Furthermore assume that \( \mathcal{H} f(x) \) exists, \( |\mathcal{H} f(x)| < +\infty \) and that \( \int_{\mathbb{R}} \frac{f(y)dy}{(x-y)^2} = +\infty \) if \( x \in \partial \mathcal{S}_R^0 \cup \partial \mathcal{S}_L^0 \) and \( \int_{\mathbb{R}} \frac{(1-f(y))dy}{(x-y)^2} = +\infty \) if \( x \in \partial \mathcal{S}_R^1 \cup \partial \mathcal{S}_L^1 \). Then

\[
\lim_{t \to x^-} (\chi \varepsilon(t), \eta \varepsilon(t)) = (x, 1)
\]

and

\[
\partial \mathcal{L}(x) = \{(x, 1)\}.
\]

In particular, this holds if \( f \in C_{c,1}^0(\mathbb{R}) \).

Proof. We consider the case where \( x \in \partial \mathcal{S}_R^0 \), in which case \( f(x) = 0 \). The other cases follow similarly. Since \( x \in \partial \mathcal{S}_R^0 \), there exists a \( \delta > 0 \), such that \( f \equiv 0 \) for all \( x \in [x, x+\delta] \). By definition,

\[
\mathcal{H} f(x) = \lim_{t \to x^+} \int_{x+\delta}^x f(t)dt = \int_{x+\delta}^x f(t)dt.
\]

Since \( \int_{x+\delta}^x f(t)dt < +\infty \) and \( |\mathcal{H} f(x)| < +\infty \) it follows that \( \int_{\mathbb{R}} \frac{f(t)dt}{|x-t|} < +\infty \). By Lebesgue’s dominated convergence theorem it follows that \( \lim_{t \to x^+} C(t) = \mathcal{H} f(x) \). By assumption, \( \int_{\mathbb{R}} \frac{f(y)dy}{(x-y)^2} = +\infty \). Hence, by Fatou’s lemma,

\[
\lim_{t \to x^+} -C'(t) = \lim_{t \to x^+} \int_{\mathbb{R}} \frac{f(y)dy}{(t-y)^2} = +\infty.
\]

Hence,

\[
\lim_{t \to x^+} \chi \varepsilon(t) = \lim_{t \to x^+} t + \frac{1 - e^{-C(t)}}{C'(t)} = x
\]

\[
\lim_{t \to x^+} \eta \varepsilon(t) = \lim_{t \to x^+} 1 + \frac{e^{C(t)} + e^{-C(t)} - 2}{C'(t)} = 1.
\]

Now, assume that \( \{w_n\} \in \mathbb{H} \) is a sequence such that \( \lim_{n \to \infty} w_n = x \), and such that \( \text{Re}[w_n] = u_n \geq x \). Since \( x \in \partial \mathcal{S}_R^0 \) by assumption, there exists a \( \delta > 0 \), such that \( f(t) = 0 \) for \( t \in (x, x+2\delta) \) and consequently, since \( |\mathcal{H} f(x)| < +\infty \), we have \( \int_{\mathbb{R}} \frac{f(t)dt}{|x-t|} < +\infty \). We may assume that \( u_n \leq x + \delta \) for all \( n \). Using that

\[
\frac{|u_n-t|}{(u_n-t)^2 + v_n^2} \leq \frac{1}{|x-t|}
\]

for \( t \in (-\infty, x] \) which implies that

\[
\int_{-\infty}^x \frac{|u_n-t|f(t)dt}{(u_n-t)^2 + v_n^2} \leq \int_{-\infty}^x \frac{f(t)dt}{|x-t|},
\]

and the fact that

\[
\sup_{n>0} \left\{ \int_{x+2\delta}^{x+\delta} \frac{|u_n-t|f(t)dt}{(u_n-t)^2 + v_n^2} \right\} = C < +\infty,
\]

we conclude that \( \pi |H_n f(u_n)| \leq \pi |\mathcal{H} f(x)| + C \). A similar estimate as in Lemma 2.9 gives

\[
|\langle \chi \varepsilon(w_n) - u_n, \eta \varepsilon(w_n) - 1 \rangle| \leq \frac{2\sqrt{5}(1 + e^\pi |\mathcal{H} f(x)| + C)}{\int_{\mathbb{R}} \frac{f(t)dt}{(u_n-t)^2 + v_n^2}}.
\]
Since
\[
\int_{\mathbb{R}} \frac{f(t)dt}{(u_n-t)^2 + v_n^2} \geq \min \left\{ \int_{\mathbb{R}} \frac{f(t)dt}{2(u_n-t)^2}, \int_{\mathbb{R}} \frac{f(t)dt}{2v_n^2} \right\},
\]
and
\[
\lim_{n \to \infty} \min \left\{ \int_{\mathbb{R}} \frac{f(t)dt}{2(u_n-t)^2}, \int_{\mathbb{R}} \frac{f(t)dt}{2v_n^2} \right\} = +\infty,
\]
\(\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (x, 1)\). Now assume that \(\{w_n\}_n \subset \mathbb{H}\) such that \(\lim_{n \to \infty} w_n = x\) and \(\text{Re}[w_n] \leq x\). By Lemma 4.1, \(H_c f(u)\) is non-tangentially bounded at \(x\). An identical argument as in Proposition 4.3 shows that \(\lim_{n \to \infty} (\chi(w_n), \eta(w_n)) = (x, 1)\). Hence \(\partial L(x) = \{(x, 1)\}\).

**Proposition 4.5.** Assume that \(x \in \partial S_{nt}^{\text{iso}}(\mu)\) and that \(x \notin L_f\). Furthermore assume that:

- If \(x \in \partial S_R^0\) then \(0 < f_R^-(x) \leq f_R^+(x) < 1\).
- If \(x \in \partial S_L^0\) then \(0 < f_L^-(x) \leq f_L^+(x) < 1\).
- If \(x \in \partial S_R^1\) then \(0 < f_R^-(x) \leq f_R^+(x) < 1\).
- If \(x \in \partial S_L^1\) then \(0 < f_L^-(x) \leq f_L^+(x) < 1\).

Then,
\[
\lim_{t \to x} (\chi(t), \eta(t)) = (x, 1).
\]

Moreover, if \(x \in \partial S_{R}^0 \cup \partial S_{L}^1\), then for every sequence \(\{w_n\}_n \subset \mathbb{H}\), such that \(\lim_{n \to \infty} w_n = x\) and \(\text{Re}[w_n] \geq x\)
\[
\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (x, 1).
\]

If on the other-hand \(x \in \partial S_{R}^0 \cup \partial S_{L}^1\), then for every sequence \(\{w_n\}_n \subset \mathbb{H}\), such that \(\lim_{n \to \infty} w_n = x\) and \(\text{Re}[w_n] \leq x\)
\[
\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (x, 1).
\]

Finally, if we assume that \(f\) satisfies the right-sided or left-sided versions of the conditions of Proposition 4.3, then \(\partial L(x) = \{(x, 1)\}\). In particular this holds when \(f \in C_{c,\gamma}^\alpha(\mathbb{R})\).

**Proof.** Consider the case where \(x \in \partial S_{R}^0\). The other cases follow similarly. Then, by assumption there exists a \(\delta > 0\) such that \(f(t) = 0\) for \(t \in (x, x + 2\delta)\). Moreover, since \(0 < f_R^+(x) \leq f_R^-(x) < 1\) by assumption, there exists an \(\varepsilon > 0\) such that
\[
M_L f(x, h) < f_R^+(x) + \varepsilon < 1
\]
and
\[
M_L f(x, h) > f_R^-(x) - \varepsilon > 0
\]
for all \(0 < h < H\), for some \(H > 0\). Let \(p^+ = f_R^+(x) + \varepsilon\) and \(p^- = f_R^-(x) - \varepsilon\). Then
\[
|C(t)| = \int_{-\infty}^{x} \frac{f(y)dy}{t-y} + \int_{x+2\delta}^{+\infty} \frac{f(y)dy}{y-t} \\
\leq \int_{-\infty}^{x} \frac{f(y)dy}{t-y} + c_1
\]
for all \( t \in (x, x + \delta) \), where \( c_1 > 0 \) is a constant. An integration by parts gives

\[
\int_{-\infty}^{x} \frac{f(y)dy}{t - y} = \int_{-\infty}^{x} \frac{1}{(t - y)^2} f(s)dsdy
\]

\[
= \int_{-\infty}^{x} \frac{(x - y)}{(t - y)^2} M_L f(x, x - y)dy
\]

\[
\leq \int_{-\infty}^{x-H} \frac{(x - y)}{(t - y)^2}dy + \int_{x-H}^{x} \frac{(x - y)}{(t - y)^2}dy
\]

\[
\leq \int_{-\infty}^{x-H} \frac{1}{(t - y)^2} dy + c_2
\]

\[
\leq -p^+ \log(t - x) + c_3,
\]

where \( c_2 \) and \( c_3 \) are positive constants independent of \( t \), and where we have used the inequality \( M_L f(x, x - y) \leq \frac{1}{x - y} \) for all \( y < x \) from Lemma 2.1. Thus

\[
|C(t)| \leq -p^+ \log(t - x) + c_1 + c_3.
\]

We now estimate \( C'(t) \). An integration by parts yields

\[
|C'(t)| \geq \int_{-\infty}^{x} \frac{f(y)dy}{(t - y)^2} \geq \left[ \left. \frac{-1}{(t - y)^2} f(s)ds \right|_{-\infty}^{x} + \int_{-\infty}^{x} \frac{2}{(t - y)^3} f(s)dsdy \right]
\]

\[
= 2 \int_{-\infty}^{x-H} \frac{(x - y)}{(t - y)^3} M_L f(x, x - y)dy \geq 2p^- \int_{x-H}^{x} \frac{(x - y)}{(t - y)^3}dy = p^- \left[ \frac{x + 2y}{(t - y)^2} \right]_{x-H}^{x}
\]

Note that \( \frac{p^-}{t - x} = \frac{t - x + 2H}{(t - x + H)^2} > 0 \) whenever \( |t - x| \) sufficiently small. This implies that

\[
\frac{1 + e^{\left| C(t) \right|}}{|C'(t)|} = \frac{1 + (t - x)^{-p^+} e^{C'}}{p^- - \frac{t - x}{(t - x + H)^2}} = \frac{1}{p^- + O((t - x))} \frac{1}{(t - x) + (t - x)^{1-p^+} e^{C'}} \rightarrow 0
\]

as \( t \rightarrow x^+ \). This proves that \( \lim_{t \rightarrow x^+} (x, \xi(t), \eta(t)) = (x, 1) \). Similarly, one can show that

\[
|\left( \xi(t, v) - t, \eta(t, v) - 1 \right)| \leq \frac{d}{p^- + O((t - x))} \left( (t - x) + (t - x)^{1-p^+} e^{C'} \right)
\]

for some constant \( d \) independent of \( t \). This shows that

\[
\lim_{n \rightarrow \infty} (x, \xi(w_n), \eta(w_n)) = (x, 1)
\]

for every sequence \( \{w_n\} \in \mathbb{H} \), such that \( \lim_{n \rightarrow \infty} w_n = x \) and \( \text{Re}[w_n] \geq x \). The rest of the proof is analogous to the proof of Proposition 4.2.

We conclude this section with the following conjecture:

**Conjecture 4.1.** Assume that \( x \in \partial S_{\text{iso}}(\mu) \) and that \( x \) is a regular point. Then \( (x, 1) \in \mathcal{E} \) and \( \partial \mathcal{L}(x) = \{(x, 1)\} \).
5 Singular Points

5.1 Sufficient Conditions for the Existence of Singular Points of the Non-Trivial Support

For \( x \in S_{nt}(\mu) \), we recall that \( x \) is a singular point of the support of \( \mu \) if there exists a non-tangential sequence \( \{w_n\}_{n=1}^{+\infty} \subset \mathbb{H} \) such that \( \lim_{n \to +\infty} w_n = x \) but \( \lim_{n \to +\infty} (\chi_L(u_n, v_n), \eta_L(u_n, v_n)) \neq (x, 1) \). Consequently this means that \( \partial L(x) \) contains more points than \( (x, 1) \). For the types of singular points considered in this article, the limit \( \lim_{n \to +\infty} (\chi_L(w_n), \eta_L(w_n)) \) will exist for every sequence \( \{w_n\}_n \) that converges non-tangentially to \( x \) and be independent of the non-tangential sequence chosen. Let the limit be \( (\chi_T(x), \eta_T(x)) \).

**Lemma 5.1.** For every \( x \in S_{nt}(\mu)^c \) there exists a sequence \( \{w_n\}_{n=1}^{\infty} \) such that

\[
\lim_{n \to \infty} (\chi_L(u_n, v_n), \eta_L(u_n, v_n)) = (x, 1).
\]

In particular this implies that \( \{(x, 1)\} \subseteq \partial L(x) \) for all \( x \in S_{nt}(\mu)^c = (\text{supp}(\mu) \cap \text{supp}(\lambda - \mu))^c \).

**Proof.** According to Proposition 5.1 the set of regular points is dense in \( x \in S_{nt}(\mu)^c \). Therefore, for every \( x \) there exists a sequence \( \{u_n\}_{n=1}^{\infty} \) such that \( \lim_{n \to \infty} u_n = x \) and such that \( u_n \) is regular for every \( n \). Hence, for every \( \varepsilon > 0 \) sufficiently small and each \( n \) there exists a \( u_n \) such that

\[
|\chi_L(u_n, v_n), \eta_L(u_n, v_n)) - (u_n, 1)| < \frac{\varepsilon}{n}
\]

This implies that

\[
\lim_{n \to \infty} (\chi_L(u_n, v_n), \eta_L(u_n, v_n)) = (x, 1)
\]

which concludes the proof.

From this and the fact that \( L \) is simply connected and \( W_L^{-1} \) is a homeomorphism, \( (\chi_T(x), \eta_T(x)) \) has to be connected to the point \( (x, 1) \). But since for all non-tangentially convergent sequences \( \{w_n\}_n \rightarrow x \), \( \lim_{n \to +\infty} (\chi_L(w_n), \eta_L(w_n)) = (\chi_T(x), \eta_T(x)) \), we will have to consider tangentially convergent sequences to \( x \) in order to determine the whole of \( \partial L(x) \). We will not attempt to determine \( \partial L(x) \) in full generality, nor will we attempt a complete classification of all singular points, but contend ourselves with some more restrictive assumptions on the density \( f \).

Recall from the introduction that \( S_{nt}^{sing}(\mu) \) are the set of points \( x \in S_{nt}(\mu) \) such that for some \( \delta > 0 \), \( f(t) = \chi_{[x-\delta,x]}(t) + \varphi(t) \), and such that \( x \) belongs to the Lebesgue set of \( \varphi \) and \( \varphi(x) = 0 \) and \( |\mathcal{H} \varphi(x)| < +\infty \).

![Figure 5: Depiction of a singular point.](image-url)
Proposition 5.1. Assume that $x \in S_{n+1}^{\text{sing.}}(\mu)$. Then $x$ is a singular point, and

\[
\lim_{n \to +\infty} (\chi_L(u_n, v_n), \eta_L(u_n, v_n)) = (x, 1 - \delta e^{\pi \varphi(x)}) := (\chi^L_t(x), \eta^L_t(x)) \tag{5.1}
\]

for every non-tangential sequence $\{u_n + iv_n\}_{n=1}^{\infty} \in \mathbb{H}$ such that $\lim_{n \to +\infty} u_n + iv_n = x$.

Proof. We first note that the fact that $\varphi(t) \leq 0$ for $t \in (x - \delta, x)$ and $\varphi(t) \geq 0$ otherwise, together with the assumptions that $\varphi(x) = 0$ and $|\mathcal{H}\varphi(x)| < +\infty$, imply that

\[
p.v. \int_{x-\delta}^{x+\delta} \frac{\varphi(t)dt}{t-x} = \int_{x-\delta}^{x+\delta} \frac{|\varphi(t) - \varphi(x)|dt}{|t-x|} < +\infty. \tag{5.2}
\]

Now assume that $\{u_n + iv_n\}_n$ converges non-tangentially to $x$. Then,

\[
\pi H_{v_n} f(u_n) = \int_{x-\delta}^{x} \frac{(u_n-t)dt}{(u_n-t)^2 + v_n^2} + \int_{\mathbb{R}} \frac{(u_n-t)\varphi(t)dt}{(u_n-t)^2 + v_n^2} := I_n + \pi H_{v_n} \varphi(u_n).
\]

By (5.2) and Proposition 6.1 it follows that

\[
\lim_{n \to +\infty} \pi H_{v_n} \varphi(u_n) = \pi \mathcal{H} \varphi(x).
\]

Computing $\log v_n + I_n$ yields,

\[
\log v_n + I_n = \log v_n - \log \sqrt{(u_n-x)^2 + v_n^2} + \log \sqrt{(u_n-x + \delta)^2 + v_n^2}
\]

\[
= - \log \sqrt{1 + (u_n-x)^2/v_n^2} + \log \sqrt{(u_n-x + \delta)^2 + v_n^2}
\]

We now consider $\pi P_{v_n} f(u_n)$. A computation gives

\[
\pi P_{v_n} f(u_n) = \int_{x-\delta}^{x} \frac{v_n dt}{(u_n-t)^2 + s^2} + \int_{\mathbb{R}} \frac{v_n \varphi(t)dt}{(u_n-t)^2 + s^2}
\]

\[
= - \arctan \frac{u_n - x}{v_n} + \arctan \frac{u_n - x + \delta}{v_n} + \pi P_{v_n} \varphi(u_n).
\]

Furthermore, since $x$ is in the Lebesgue set of $\varphi$, (see page 11),

\[
\lim_{n \to +\infty} \pi P_{v_n} \varphi(u_n) = \pi \varphi(x) = 0.
\]

Thus,

\[
\pi P_{v_n} f(u_n) = \frac{\pi}{2} - \arctan \frac{u_n - x}{v_n} + o(1).
\]

Since $\sin \left(\frac{\pi}{2} - \arctan \alpha\right) = \frac{1}{\sqrt{1 + \alpha^2}}$, we get

\[
\lim_{n \to +\infty} \frac{v_n(e^{\pi H_{v_n} f(u_n)} + e^{-\pi H_{v_n} f(u_n)}) - 2 \cos(\pi P_{v_n} f(u_n))}{\sin(\pi P_{v_n} f(u_n))} = \delta e^{\pi \varphi(x)} \neq 0.
\]

In addition,

\[
\lim_{n \to +\infty} \frac{v_n(e^{-\pi H_{v_n} f(u_n)} - \cos(\pi P_{v_n} f(u_n)))}{\sin(\pi P_{v_n} f(u_n))} = 0.
\]

Hence $x$ is a singular point and we have proved (5.1). \qed
Remark 5.1. It may appear as if the limit $\lim_{n \to +\infty} \eta(u_n, v_n) = 1 - \delta e^{\pi H \varphi(x)}$ depends on the arbitrary choice of $\delta > 0$. However this is not so. Let $\delta' > 0$ be another choice and we may assume that $\delta' > \delta$. We then get two functions $\varphi_\delta(x) = f(t) - \chi_{[x-\delta,x]}(t)$ and $\varphi_{\delta'}(x) = f(t) - \chi_{[x-\delta',x]}(t)$. Computing the difference of their Hilbert transforms at $x$ gives

$$\pi H \varphi_\delta(x) - \pi H \varphi_{\delta'}(x) = \int_{x-\delta'}^{x-\delta} \frac{dt}{x-t} = \log \frac{\delta'}{\delta}.$$

Hence, $\delta e^{\pi H \varphi_\delta(x)} = \delta' e^{\pi H \varphi_{\delta'}(x)}$, and we see that the value of $\delta$ is unimportant in (5.1).

Example 5.1. Let $f(t) = t \chi_{[0,1]}(t) + (t+1) \chi_{[-1,0]}(t)$. Then $t = 0$ satisfies the assumptions of Proposition 5.1. Hence $t = 0$ is a singular point.

Recall from the introduction that $S_{nt}^{sing, I}(\mu)$ are the set of points $x \in S_{nt}(\mu)$ such that for some $\delta > 0$, $f(t) = \chi_{[x, x+\delta]}(t) + \varphi(t)$, and that $x$ belongs to the Lebesgue set of $\varphi$ and that $\varphi(x) = 0$ and $|H \varphi(x)| < +\infty$

**Proposition 5.2.** Assume that $x \in S_{nt}^{sing, I}(\mu)$. Then $x$ is a singular point, and

$$\lim_{n \to +\infty} (\chi_{\xi}(u_n, v_n), \eta_{\xi}(u_n, v_n)) = (x + \delta e^{-\pi H \varphi(x)}), 1 - \delta e^{-\pi H \varphi(x)} := (\chi_{ \xi}^{\dagger}(x), \eta_{ \xi}^{\dagger}(x))$$

for every non-tangential sequence $\{u_n + iv_n\}_{n=1}^{\infty} \in H$ such that $\lim_{n \to +\infty} u_n + iv_n = x$.

*Proof.* Argument is analogous to the one given in the proof of the previous proposition.

Remark 5.2. Let $x \in S_{nt}(\mu)^{0}$ and assume that the density $f$ of $\mu$ satisfies either the assumptions of Proposition 5.1 or Proposition 5.2 at $x$. Then $x$ does not belong to the Lebesgue set of $f$. If the assumptions of Proposition 5.1 hold we have $\lim_{h \to 0^{+}} M_{L}f(x, h) = 1$ and $\lim_{h \to 0^{+}} M_{R}f(x, h) = 0$, and if the assumptions of Proposition 5.2 hold then $\lim_{h \to 0^{+}} M_{L}f(x, h) = 0$ and $\lim_{h \to 0^{+}} M_{R}f(x, h) = 1$. Furthermore, the sets $S_{nt}^{sing, I}(\mu)$ and $S_{nt}^{sing, II}(\mu)$ can be viewed as analogous to the sets $R_{1}$ and $R_{2}$ respectively, in the parametrization of the edge $E$. In particular we recall from Lemma 2.3 in [4] that

$$(\chi_{E}(t), \eta_{E}(t)) = \begin{cases} (t, 1 - \delta e^{C_{\delta}(t)}) & t \in R_{1} \\ (t + \delta e^{C_{\delta}(t)}, 1 - \delta e^{C_{\delta}(t)}) & t \in R_{2} \end{cases}$$

where $\delta > 0$ is sufficiently small and $C_{\delta}(t) = \int_{R_{1}} [x-\delta, x+\delta] \frac{d\mu(x)}{t-x}$.

Example 5.2. Let $f(t) = (1-t) \chi_{[0,1]}(t) - t \chi_{[-1,0]}(t)$. Then $x = 0$ satisfies the assumptions of Proposition 5.2. Hence $x = 0$ is a singular point.

We now give a Proposition that shows that there is no gap between where the edge $E$ ends and the limit point of the non-tangential limits.

**Proposition 5.3.** Assume $x \in \mathcal{E} S_{nt}^{sing, I}(\mu) \cap (S_{nt}^{sing, I}(\mu) \cup S_{nt}^{sing, II}(\mu))$. Then:

1. If $x \in \mathcal{E} S_{R}^{0}$ then $\lim_{t \to x} (\chi_{E}(t), \eta_{E}(t)) = (x, 1 - \delta e^{\pi H \varphi(x)})$
2. If $x \in \mathcal{E} S_{R}^{0}$ then $\lim_{t \to x} (\chi_{E}(t), \eta_{E}(t)) = (x + \delta e^{-\pi H \varphi(x)}, 1 - \delta e^{-\pi H \varphi(x)})$
3. If $x \in \mathcal{E} S_{L}^{0}$ then $\lim_{t \to x} (\chi_{E}(t), \eta_{E}(t)) = (x, 1 - \delta e^{\pi H \varphi(x)})$
4. If $x \in \mathcal{E} S_{L}^{0}$ then $\lim_{t \to x} (\chi_{E}(t), \eta_{E}(t)) = (x + \delta e^{-\pi H \varphi(x)}, 1 - \delta e^{-\pi H \varphi(x)})$
Furthermore, for every sequence \( \{w_n\}_n \subset \mathbb{H} \) such that \( \text{Re}[w_n] \geq x \),

\[
\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (\chi_L^1(x), \eta_L^1(x)) \quad \text{if } x \in S_{nt}^{\text{sing}, I} \cap \partial S_R^0 \text{ and } S_{nt}^{\text{sing}, I} \cap \partial S_L^1,
\]

and for every sequence \( \{w_n\}_n \subset \mathbb{H} \) such that \( \text{Re}[w_n] \leq x \),

\[
\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (\chi_L^1(x), \eta_L^1(x)) \quad \text{if } x \in S_{nt}^{\text{sing}, I} \cap \partial S_R^0 \text{ and } S_{nt}^{\text{sing}, I} \cap \partial S_L^1.
\]

Proof. We prove the result in the case \( x \in \partial S_R^0 \cap S_{nt}^{\text{sing}, I}(\mu) \) and note that the other cases follow similarly. By definition of \( \partial S_R^0 \), there exists an interval \( I = (x, x + \varepsilon) \) for some \( \varepsilon > 0 \) such that \( I \subset \text{supp}(\mu)^c \). By (1.14) we then have a parametrization of a piece of the edge \( \mathcal{E} \), which we recall is given by

\[
\chi_x(t) = t + \frac{1 - e^{-C(t)}}{C'(t)}
\]

\[
\eta_x(t) = 1 + \frac{e^{C(t)} - e^{-C(t)} - 2}{C'(t)}
\]

for \( t \in I \). We note that since \( f(t) = \chi_{[x-\delta,x]}(t) + \varphi(t) \)

\[
C(t) = \int_R \frac{f(y)dy}{t-y} = \log \left| \frac{t-x+\delta}{t-x} \right| + \int_R \frac{\varphi(y)dy}{t-y}
\]

and

\[
C'(t) = -\frac{1}{t-x} + \frac{1}{t-x+\delta} - \int_R \frac{\varphi(y)dy}{(t-y)^2}
\]

In particular we note that

\[
(t-x) \int_{x-\delta}^x \frac{\varphi(y)dy}{(t-y)^2} = \int_{x-\delta}^x \frac{(t-y)\varphi(y)dy}{(t-y)^2} - \int_{x-\delta}^x \frac{(x-y)\varphi(y)dy}{(t-y)^2}
\]

\[
= \int_{x-\delta}^x \frac{\varphi(y)dy}{t-y} - \int_{x-\delta}^x \frac{(x-y)\varphi(y)dy}{(t-y)^2}.
\]

Since \( y \leq x < t \) we have

\[
0 < \frac{(x-y)}{(t-y)^2} \leq \frac{1}{x-y}
\]

for all \( t \in I \). By the assumption that \( x \in S_{nt}^{\text{sing}, I}(\mu) \), we have as in the proof of Proposition 5.1

\[
\int_R \frac{\varphi(y)dy}{|x-y|} < +\infty.
\]

The Lebesgue dominated convergence theorem implies that

\[
\lim_{t \to x^+} \int_{x-\delta}^x \frac{\varphi(y)dy}{t-y} - \int_{x-\delta}^x \frac{(x-y)\varphi(y)dy}{(t-y)^2} = \int_{x-\delta}^x \frac{\varphi(y)dy}{x-y} - \int_{x-\delta}^x \frac{\varphi(y)dy}{x-y} = 0.
\]

Therefore,

\[
\lim_{t \to x^+} (t-x) \int_R \frac{\varphi(y)dy}{(t-y)^2} = 0. \tag{5.4}
\]
Similarly,
\[
\lim_{t \to x^+} \int_{\mathbb{R}} \frac{\varphi(y)dy}{t-y} = \int_{\mathbb{R}} \frac{\varphi(y)dy}{x-y} = \mathcal{H}\varphi(x)
\]  
(5.5)

Computing the limits \(\lim_{t \to x^+} \chi\mathcal{E}(t)\) and \(\lim_{t \to x^+} \eta\mathcal{E}(t)\) using (5.4) and (5.5) gives
\[
\lim_{t \to x^+} \chi\mathcal{E}(t) = \lim_{t \to x^+} t + \frac{1 - \frac{|t - x|}{t - x + \delta}}{\frac{1}{t - x} + \frac{1}{t - x + \delta}} - \int_{\mathbb{R}} \frac{\varphi(y)dy}{(t-y)^2} = \chi\mathcal{E} \quad (5.6)
\]
and
\[
\lim_{t \to x^+} \eta\mathcal{E}(t) = \lim_{t \to x^+} 1 + \frac{\frac{|t - x + \delta|}{t - x}}{\frac{1}{t - x} + \frac{1}{t - x + \delta}} - \int_{\mathbb{R}} \frac{\varphi(y)dy}{(t-y)^2} = \eta\mathcal{E} \quad (5.7)
\]

Now let \(\{w_n\}_n \subset \mathbb{H}\) be a sequence such that \(\text{Re}[w_n] \geq x\). Then a similar argument as above shows that \(\lim_{n \to \infty} \chi\mathcal{E}(w_n), \eta\mathcal{E}(w_n) = (\chi_1(x), \eta_1(x))\). The other cases can be treated analogously.

Proposition 5.1 and 5.2 deal with singular points where the density jumps in mean from 1 to 0 or from 0 to 1, see Remark 5.2. In particular these singular points do not belong to the Lebesgue set of \(f\). In Proposition 5.4 below we instead consider singular points which belong to the Lebesgue set, and for which the density is either 0 or 1. Recall from the definition that \(x \in S_{nt}^{\text{sing.III}}(\mu)\) if
\[
\int_{\mathbb{R}} \frac{f(t)dt}{(x-t)^2} < +\infty
\]
and \(\mathcal{H}f(x) \neq 0\), and that \(x \in S_{nt}^{\text{sing.IV}}(\mu)\) if
\[
\int_{\mathbb{R}} \frac{(1-f(t))dt}{(x-t)^2} < +\infty
\]
and \(\mathcal{H}(1-f)(x) \neq 0\).

**Proposition 5.4.** Assume that \(x \in S_{nt}^{\text{sing.III}}(\mu) \cup S_{nt}^{\text{sing.IV}}(\mu)\). Then \(x \in \mathcal{L}_f\) and \(|\mathcal{H}f(x)| < +\infty\).

Furthermore, \(x\) is a singular point. Finally, for every non-tangential sequence \(\{u_n + iv_n\}_{n=1} \to \mathbb{H}\) that converges to \(x\), if \(x \in S_{nt}^{\text{sing.III}}(\mu)\), then
\[
\lim_{n \to +\infty} (\chi\mathcal{E}(u_n, v_n), \eta\mathcal{E}(u_n, v_n)) = (x - (\pi(\mathcal{H}f)^{\prime}(x))^{-1}(e^{-\pi\mathcal{H}f(x)} - 1), 1 + (\pi(\mathcal{H}f)^{\prime}(x))^{-1}(e^{\pi\mathcal{H}f(x)} + e^{-\pi\mathcal{H}f(x)} - 2))
\]
:= \(\chi^{\text{III}}_f(x), \eta^{\text{III}}_f(x)\),
(5.6)
and if \(x \in S_{nt}^{\text{sing.IV}}(\mu)\), then
\[
\lim_{n \to +\infty} (\chi\mathcal{E}(u_n, v_n), \eta\mathcal{E}(u_n, v_n)) = (x - (\pi(\mathcal{H}(1-f)^{\prime}(x))^{-1}(e^{\pi\mathcal{H}(1-f)(x)} + 1), 1 + (\pi(\mathcal{H}(1-f)^{\prime}(x))^{-1}(e^{\pi\mathcal{H}(1-f)(x)} + e^{-\pi\mathcal{H}(1-f)(x)} + 2))
\]
:= \(\chi^{\text{IV}}_f(x), \eta^{\text{IV}}_f(x)\)
(5.7)
where

$$(\mathcal{H}f)'(x) := -\frac{1}{\pi} \int_{\mathbb{R}} \frac{f(t)dt}{(x-t)^2}. $$

Proof. Consider the case when $x \in \mathcal{S}_{nt}^{\text{sing,111}}(\mu)$. We first show that $x$ belongs to the Lebesgue set of $f$. Recall that

$$\int_{\mathbb{R}} \frac{f(t)dt}{(x-t)^2} < +\infty.$$ 

Hence,

$$\lim_{h \to 0^+} \int_{x-h}^{x+h} \frac{f(t)dt}{(x-t)^2} = 0.$$ 

But for small $h$,

$$\int_{x-h}^{x+h} \frac{f(t)dt}{(x-t)^2} > h^{-2} \int_{x-h}^{x+h} f(t)dt > h^{-1} \int_{x-h}^{x+h} f(t)dt.$$ 

This implies that

$$\lim_{h \to 0^+} \frac{1}{2h} \int_{x-h}^{x+h} f(t)dt = 0,$$

so $f(x) = 0$ and $x \in \mathcal{L}_f$ by the discussion in the beginning of section 2.1. Take $\delta > 0$ small, then

$$\int_{x-\delta}^{x+\delta} \frac{f(t)dt}{x-t} < \int_{x-\delta}^{x+\delta} \frac{f(t)dt}{(x-t)^2} < +\infty,$$

by assumption, so $|\mathcal{H}f(x)| < +\infty$. Moreover, by Proposition 6.1 this also implies that for every $k > 0$

$$\lim_{(u,v) \to (x,0)} \frac{\sin(P_v f(u))}{v} = \lim_{(u,v) \to (x,0)} \int_{\mathbb{R}} \frac{f(t)dt}{(u-t)^2 + v^2}. $$

Note that $(x-t)^2 = 2((x-u) + (u-t))^2 \leq (2k^2 + 2)(v^2 + (u-t)^2)$ for all $(u,v) \in \Gamma_k(x)$, $t \in \mathbb{R}$. Hence, Lebesgue’s dominated convergence theorem implies that

$$\lim_{(u,v) \to (x,0)} \frac{\int_{\mathbb{R}} f(t)dt}{(u-t)^2 + v^2} = \int_{\mathbb{R}} \frac{f(t)dt}{(t-x)^2}.$$ 

In addition, since $x \in \mathcal{L}_f$, it follows that

$$\lim_{(u,v) \to (x,0)} P_v f(u) = 0.$$ 

Consequently,

$$\lim_{(u,v) \to (x,0)} \frac{v(e^{-\pi P_v f(u)} - \cos(\pi P_v f(u)))}{\sin(\pi P_v f(u))} = e^{-\pi \mathcal{H}f(x)} - 1 \int_{\mathbb{R}} \frac{f(t)dt}{(x-t)^2} (\neq 0 \text{ since } \mathcal{H}f(x) \neq 0)$$
and
\[
\lim_{(u,v)\to(x,0)} \frac{v(e^{\pi H_u f(u)} + e^{-\pi H_u f(u)} - 2 \cos(\pi P_v f(u)))}{\sin(\pi P_v f(u))} = e^{\pi \mathcal{H}(f(x))} + e^{-\pi \mathcal{H}(f(x))} - 2.
\]

Hence \(\lim_{n\to\infty} (\chi_L(w_n), \eta_L(w_n)) \neq (1, x)\), and so \(x\) is singular. Again we notice that the limit is independent of \(k\). In the case \(x \in \mathcal{S}_n^{\text{sing}, \text{IV}}(\mu)\) a completely analogous argument gives
\[
\lim_{(u,v)\to(x,0)} \frac{v(e^{-\pi H_u f(u)} - \cos(\pi P_v f(u)))}{\sin(\pi P_v f(u))} = \frac{e^{\pi \mathcal{H}(1-f(x))} + 1}{\int_\mathbb{R} (1-f(t)) dt},
\]
and
\[
\lim_{(u,v)\to(x,0)} \frac{v(e^{\pi H_u f(u)} + e^{-\pi H_u f(u)} - 2 \cos(\pi P_v f(u)))}{\sin(\pi P_v f(u))} = \frac{e^{\pi \mathcal{H}(1-f(x))} + e^{-\pi \mathcal{H}(1-f(x))} + 2}{\int_\mathbb{R} (1-f(t)) dt},
\]

since \(\mathcal{H}(1) = 0\). \(\square\)

**Remark 5.3.** It is interesting to compare the the results of Proposition 5.4 with the parametrization of the edge \(\mathcal{E}\). One sees that the sets \(\mathcal{S}_n^{\text{sing}, \text{III}}(\mu)\) and \(\mathcal{S}_n^{\text{sing}, \text{IV}}(\mu)\) are analogues to the parametrization sets \(R_\mu\) and \(R_{\lambda_\mu}\), i.e., \((\chi_\mathcal{E}(x), \eta_\mathcal{E}(x)) = (\chi_L^{\text{III}}(x), \eta_L^{\text{III}}(x))\) whenever \(x \in \mathcal{S}_n^{\text{sing}, \text{III}}(\mu)\), and \((\chi_\mathcal{E}(x), \eta_\mathcal{E}(x)) = (\chi_L^{\text{IV}}(x), \eta_L^{\text{IV}}(x))\) whenever \(x \in \mathcal{S}_n^{\text{sing}, \text{IV}}(\mu)\).

**Proposition 5.5.** Assume \(x \in \partial \mathcal{S}_n^{\text{sing}}(\mu) \cap (\mathcal{S}_n^{\text{sing}, \text{III}}(\mu) \cup \mathcal{S}_n^{\text{sing}, \text{IV}}(\mu))\). Then
\[
\lim_{t \to x} (\chi_\mathcal{E}(t), \eta_\mathcal{E}(t)) = (\chi_L^{\text{III}}(x), \eta_L^{\text{III}}(x)) \quad \text{if} \quad x \in \mathcal{S}_n^{\text{sing}, \text{III}}(\mu), \quad \text{and}
\]
\[
\lim_{t \to x} (\chi_\mathcal{E}(t), \eta_\mathcal{E}(t)) = (\chi_L^{\text{IV}}(x), \eta_L^{\text{IV}}(x)) \quad \text{if} \quad x \in \mathcal{S}_n^{\text{sing}, \text{IV}}(\mu).
\]

Furthermore, for every sequence \(\{w_n\}_n \subset \mathbb{H}\) such that \(\text{Re}[w_n] \geq x\),
\[
\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (\chi_L^{\text{III}}(x), \eta_L^{\text{III}}(x)) \quad \text{if} \quad x \in \mathcal{S}_n^{\text{sing}, \text{III}}(\mu) \cap \partial \mathcal{S}_L^0, \quad \text{and}
\]
\[
\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (\chi_L^{\text{IV}}(x), \eta_L^{\text{IV}}(x)) \quad \text{if} \quad x \in \mathcal{S}_n^{\text{sing}, \text{IV}}(\mu) \cap \partial \mathcal{S}_L^1,
\]
and for every sequence \(\{w_n\}_n \subset \mathbb{H}\) such that \(\text{Re}[w_n] \leq x\),
\[
\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (\chi_L^{\text{III}}(x), \eta_L^{\text{III}}(x)) \quad \text{if} \quad x \in \mathcal{S}_n^{\text{sing}, \text{III}}(\mu) \cap \partial \mathcal{S}_L^0, \quad \text{and}
\]
\[
\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (\chi_L^{\text{IV}}(x), \eta_L^{\text{IV}}(x)) \quad \text{if} \quad x \in \mathcal{S}_n^{\text{sing}, \text{IV}}(\mu) \cap \partial \mathcal{S}_L^1.
\]

Proof. We consider the case \(x \in \mathcal{S}_n^{\text{sing}, \text{III}}(\mu) \cap \partial \mathcal{S}_L^0\). The other cases follow similarly. Since \(x \leq u_n\) by assumption, \(\frac{u_n - y}{(u_n - y)^2 + v_n^2} \leq \frac{1}{x - y}\) and \(\frac{1}{(u_n - y)^2 + v_n^2} \leq \frac{1}{(x - y)^2}\) for \(y \in (-\infty, x]\). Hence, by Lebesgue’s dominated convergence theorem \(\lim_{n \to \infty} H_{u_n} f(w_n) = \mathcal{H} f(x)\) and \(\int_{\mathbb{R}} \lim_{n \to \infty} f(w_n) dy = \int_{\mathbb{R}} f(t) dy\). Therefore, a direct computation gives \(\lim_{n \to \infty} (\chi_L(w_n), \eta_L(w_n)) = (\chi_L^{\text{III}}(x), \eta_L^{\text{III}}(x))\). Similarly, \(\lim_{n \to \infty} (\chi_\mathcal{E}(t), \eta_\mathcal{E}(t)) = (\chi_L^{\text{III}}(x), \eta_L^{\text{III}}(x))\). \(\square\)

We now conclude this section by two lemmas that show that the set \(\mathcal{S}_n^{\text{sing}}(\mu)\) can have \(\lambda(\mathcal{S}_n^{\text{sing}}(\mu)) > 0\) and that it may be dense in \(\mathcal{S}_n(\mu)^c\). In particular, this shows that the set \(\mathcal{S}_n^{\text{sing}}(\mu)\) can be at least a meagre set. Moreover, it also shows that the boundary \(\partial \mathcal{L}\) can be very complicated.
Lemma 5.2. There exists a function \( f \in \rho^1_{c,R}(\mathbb{R}) \) such that \( \lambda(S_{nt}^{sing,III}(\mu)) > 0 \).

Proof. Let \( I = (a, b) \) be an open interval. Associate to it the function

\[
\phi_I(t) = \exp \left( -\frac{1}{(t-a)^2(t-b)^2} \right) \lambda_{(a,b)}(t). \quad (5.8)
\]

Then \( \phi \in C^\infty(\mathbb{R}) \) and \( \text{supp}(\phi) = [a, b] \). Consider the interval \([0, 1]\). Remove from it the middle 1/4 interval \((3/8, 5/8)\). Let \( I_1^0 = (3/8, 5/8) \) and \( \varphi_1(t) = \phi_{I_1^0}(t) \). Now remove the middle 1/16 interval from the middle of the remaining intervals. That is, let \( I_2^0 = (5/32, 7/32) \) and \( I_2^1 = [0, 5/32) \cup [7/32, 3/8) \cup [5/8, 25/32) \cup [27/32, 1] \). Continue this process, by at step \( n \), remove the middle 1/2\(^n\)-th interval from the remaining 2\(^{n-1}\) intervals. Let \( I_n^k \) be the \( k \)-th of the 2\(^{n-1}\) open intervals that are deleted at each step, and let \( \varphi_n(t) = \sum_{m=1}^{n} \sum_{k=1}^{2^{n-1}} \phi_{I_n^k}(t) \).

Let \( \mathcal{C} = [0, 1] \setminus (\bigcup_{n=1}^{\infty} \bigcup_{k=1}^{2^{n-1}} I_n^k) \). The set \( \mathcal{C} \) is called the Smith-Volterra-Cantor set. It can be shown that \( \mathcal{C} \) is a compact nowhere dense set such that \( \lambda(\mathcal{C}) = 1/2 \). In particular \( \mathcal{C}^c = \emptyset \). Let \( \varphi(t) = \lim_{n \to \infty} \varphi_n(t) \). Since all the intervals \( I_n^k \) are disjoint and \( \varphi \in C^\infty(\mathbb{R}) \) for all \( n \) and \( k \) it follows that \( \varphi \in C^\infty(\mathbb{R}) \) and \( \text{supp}(\varphi) = [0, 1] \setminus \mathcal{C} \). Moreover, \( 0 \leq \varphi(t) < 1 \) for all \( t \). However, if we choose a measure \( \mu \) such that \( \mu_{|[0,1]} = \varphi(t)dt \), then the measure-theoretic support of \( \mu \) restricted to \([0, 1]\) equals \([0, 1]\). This is because, for every \( x \in [0, 1] \), we have for every neighbourhood \( N_x \) of \( x \) that \( \lambda(N_x \cap \text{supp}(\varphi)) > 0 \). We now note that \( 0 \leq \varphi_n(t) \leq \varphi_{n+1}(t) \leq \varphi(t) \) for all \( n \). Hence, by Lebesgue’s monotone convergence theorem we have for every \( x \in \mathcal{C} \)

\[
\lim_{n \to \infty} \int_{\mathbb{R}} \varphi_n(t)dt = \int_{\mathbb{R}} \varphi(t) dt \quad (x-t)^2.
\]

We now observe that for all \( 0 \leq a < b \leq 1 \) and \( t \in \mathbb{R} \) and \( x \in \mathbb{R} \setminus (a, b) \) we have

\[
\phi_I(t) \leq e^{-1/(x-t)^2}.
\]

Therefore,

\[
\int_{\mathbb{R}} \varphi_n(t) dt = \sum_{m=1}^{n} \sum_{k=1}^{2^{n-1}} \int_{I_n^k} \phi_{I_n^k}(t) dt \leq \sum_{m=1}^{n} \sum_{k=1}^{2^{n-1}} \int_{I_n^k} \frac{e^{-1/(x-t)^2}}{(x-t)^2} dt
\]

for all \( n \). Hence \( \int_{\mathbb{R}} \varphi(t) dt < +\infty \). Now assume that \( \lambda(\{x \in \mathcal{C} : \mathcal{H}(\varphi(x)) = 0\}) = 0 \). Take the density \( f \) to be

\[
f(t) = \varphi(t) + \chi_{[-1, -\|\varphi\|_1]}(t),
\]

Then \( \mathcal{H}f = \mathcal{H}\varphi + \mathcal{H}\chi_{[-1, -\|\varphi\|_1]} \). Then for every \( x \in [0, 1] \), \( \mathcal{H}\chi_{[-1, -\|\varphi\|_1]}(x) > 0 \). Thus \( \lambda(\{x \in \mathcal{C} : \mathcal{H}(\varphi(x)) = 0\}) = 0 \). It follows that \( \lambda(S_{nt}^{sing,III}(\mu)) > 0 \). If on the other hand \( \lambda(\{x \in \mathcal{C} : \mathcal{H}(\varphi(x)) = 0\}) > 0 \), then \( \lambda(\{x \in \mathcal{C} : \mathcal{H}(\varphi(x)) = 0\}) \geq 0 \). Hence \( \lambda(\{x \in \mathcal{C} : \mathcal{H}(\varphi(x)) = 0\}) > 0 \). Hence \( \lambda(\{x \in \mathcal{C} : \mathcal{H}(\varphi(x)) = 0\}) > 0 \).

Remark 5.4. Note that the set \( S_{nt}^{sing,III}(\mu) \) in Lemma 5.2 is uncountable. Moreover, by Proposition 5.8 and Remark 5.6 it follows that \( \mathcal{H}^1(\partial\mathcal{L}(x)) > 1 - \eta_{II}^1(x) > 0 \) for every \( x \in S_{nt}^{sing,III}(\mu) \). Therefore, \( \mathcal{H}^1(\partial\mathcal{L}) > \sum_{x \in S_{nt}^{sing,III}(\mu)} (1 - \eta_{II}^1(x)) \). However, every uncountable sum of positive real numbers is always infinite. Therefore \( \mathcal{H}^1(\partial\mathcal{L}(x)) = +\infty \) for the measure in Lemma 5.2. In Proposition 5.10 we give a simpler more explicit example of a measure for which \( \mathcal{H}^1(\partial\mathcal{L}) = +\infty \).
Lemma 5.3. There exists a function $f \in \rho_{I,c}^{l}(\mathbb{R})$ and an interval $I \subset \text{supp}(f)$, such that $S_{nt}^{\text{sing,III}}(\mu)$ is dense in $I$.

Proof. Consider the dyadic set $S = \{x_k^r = k2^{-r} : r \geq 1, 1 \leq k < 2^r, k \text{ odd} \}$. The set $S$ is dense in the interval $[0, 1]$. Let $I_k^r = (x_k^r - 2^{-2r-1}, x_k^r + 2^{-2r-1})$. Then $U = \bigcup_{r,k} I_k^r$ is an open cover of the dense set $S$ such that

$$|U| \leq \sum_{r=1}^{\infty} \sum_{k=1 \atop k \text{ odd}}^{2^r} |I_k^r| \leq \sum_{r=1}^{\infty} \sum_{k=1 \atop k \text{ odd}}^{2^r} \frac{1}{2^{2r}} = \sum_{r=1}^{\infty} \frac{1}{2^r} = \frac{1}{2}. $$

Define the function $\varphi$ according to

$$\varphi(t) := \frac{1}{2} \chi_{[0, 1]}(U(t)) + \inf_{r,k} \{(x_k^r - t)2\chi_{I_k^r}(t)\}. $$

We will show that $\inf_{r,k} \{(x_k^r - t)2\chi_{I_k^r}(t)\}$ is not identically $0$. Consider the set $E = \{t \in U \setminus S : \inf_{r,k} \{(x_k^r - t)2\chi_{I_k^r}(t)\} = 0\}$. We now estimate the measure of $E$. It is clear that if $t \in U \setminus S$ is such that there exists an $r_0$, such that

$$t \notin \bigcup_{r = r_0}^{\infty} \bigcup_{k \text{ odd}}^{2^r} I_k^r $$

whenever $r' \geq r_0$, then $\inf_{r,k} \{(x_k^r - t)2\chi_{I_k^r}(t)\} > 0$. Thus $E \subset \bigcup_{r = r_0}^{\infty} \bigcup_{k \text{ odd}}^{2^r} I_k^r$ for every $r_0 \geq 1$. Hence for every $\varepsilon > 0$

$$|E| \leq \sum_{r = r_0}^{\infty} \sum_{k \text{ odd}}^{2^r} |I_k^r| \leq \sum_{r = r_0}^{\infty} \sum_{k \text{ odd}}^{2^r} \frac{1}{2^{2r}} = \sum_{r = r_0}^{\infty} \frac{1}{2^r} < \varepsilon, $$

whenever $r_0$ is sufficiently large. Thus $|E| = 0$. Moreover, we clearly have that for any $x_k^r \in S$

$$\int_R \frac{\varphi(t)dt}{(x_k^r - t)^2} \leq \frac{1}{2} \int_{[0, 1]} \frac{dt}{(x_k^r - t)^2} + \frac{1}{2} \int_{I_k^r} \frac{\inf_{m,l} \{(x_l^m - t)2\chi_{I_l^m}(t)\}dt}{(x_k^r - t)^2} $$

$$\leq \frac{1}{2} \int_{[0, 1]} \frac{dt}{(x_k^r - t)^2} + \frac{1}{2} \int_{I_k^r} \frac{(x_k^r - t)2\chi_{I_k^r}(t)dt}{(x_k^r - t)^2} < +\infty. $$

Now assume that the set $\{x \in S : \mathcal{H}\varphi(x) \neq 0\}$ is not dense on any interval $J \subset [0, 1]$. Then the set $\{x \in S : \mathcal{H}\varphi(x) = 0\}$ is dense in $[0, 1]$. Let

$$f(t) = \varphi(t) + \chi_{[-1, -1]}(t). $$

Then $\mathcal{H}\chi_{[-1, -1]}(x) > 0$ for all $x \in [0, 1]$. Hence the set $\{x \in S : \mathcal{H}f(x) \neq 0\}$ is dense in $[0, 1]$. Thus $S_{nt}^{\text{sing,III}}(\mu)$ is dense in $[0, 1]$. If on the other hand the set $\{x \in S : \mathcal{H}\varphi(x) \neq 0\}$ is dense in some interval $J \subset [0, 1]$, let $f(t) = \varphi(\delta t)$, where $\delta = \|\varphi\|_1$. Then $\{x \in \delta^{-1}S : \mathcal{H}f(x) \neq 0\}$ is dense in $\delta^{-1}J$. Thus $S_{nt}^{\text{sing,III}}(\mu)$ is dense in $\delta^{-1}J$. \hfill \square

5.2 Geometry of $\partial\mathcal{L}(x)$ when $x \in S_{nt}^{\text{sing}}(\mu)$.

We have seen that if $x$ is singular then $\partial\mathcal{L}(x) \neq \{(x, 1)\}$. In this section we will determine subsets of $\partial\mathcal{L}(x)$, and under additional assumptions on the density $f$, we will be able to determine the entire set $\partial\mathcal{L}(x)$. 

Proposition 5.6. Let \( x \in S_{nt}^{\text{sing},I}(\mu) \cap (S_{nt}(\mu) \cup \partial S_{nt}^{\text{iso}}(\mu)) \) and write for some \( \delta > 0 \) the density as

\[
f(t) = \chi_{[x-\delta,x]}(t) + \varphi(t).
\]

- If \( x \in S_{nt}^{\text{sing},I}(\mu) \cap S_{nt}(\mu) \) assume that there exists an \( \varepsilon > 0 \) such that for all \( y \in (x-\varepsilon,x) \cup (x,x+\varepsilon) \)

\[
\int_{x-\delta}^{x+\delta} \frac{|\varphi(t)|}{(y-t)^2} dt = +\infty. \tag{5.9}
\]

- If \( x \in S_{nt}^{\text{sing},I}(\mu) \cap \partial S_{nt}^{\text{iso}}(\mu) \cap \partial S_{R}^{0} \) assume that there exists an \( \varepsilon > 0 \) such that for all \( y \in (x,x+\varepsilon) \)

\[
\int_{x}^{x+\delta} \frac{|\varphi(t)|}{(y-t)^2} dt = +\infty. \tag{5.10}
\]

- If \( x \in S_{nt}^{\text{sing},I}(\mu) \cap \partial S_{nt}^{\text{iso}}(\mu) \cap \partial S_{L}^{1} \) assume that there exists an \( \varepsilon > 0 \) such that for all \( y \in (x-\varepsilon,x) \)

\[
\int_{x-\delta}^{x} \frac{|\varphi(t)|}{(y-t)^2} dt = +\infty. \tag{5.11}
\]

Then the parametrized line segment

\[
\{(\chi_{t}(\xi), \eta_{t}(\xi)) : \xi \in (0, +\infty)\} := \left\{ \left( x, 1 - \frac{\delta e^{\pi \varepsilon \varphi(x)}}{1+\xi} \right) : \xi \in (0, +\infty) \right\}
\]

\[
\subset \{(\chi, \eta) \in \mathbb{R}^2 : \chi = x\} \tag{5.12}
\]

is a subset of \( \partial L(x) \). In particular if \( x \in S_{nt}(\mu) \), there exist two one-parameter families of tangential continuous curves \( \{s + iv_{\xi}^{+}(s) : s \in (0, +\infty), \xi \in (0, +\infty)\} \) and \( \{s + iv_{\xi}^{-}(s) : s \in (-\infty, 0), \xi \in (0, +\infty)\} \)

where \( v_{\xi}^{\pm}(s) \) is a continuous function of \( s \) for each \( \xi \in (0, +\infty) \), such that

\[
\lim_{s \to 0^+} \left( \chi_{L}(x + s + iv_{\xi}^{+}(s)), \eta_{L}(x + s + iv_{\xi}^{+}(s)) \right) = (\chi_{I}(\xi), \eta_{I}(\xi)),
\]

and if \( x \in \partial S_{R}^{0} \) there exists a one-parameter family of tangential continuous curves \( \{s + iv_{\xi}^{+}(s) : s \in (0, +\infty), \xi \in (0, +\infty)\} \) such that

\[
\lim_{s \to 0^+} \left( \chi_{L}(x + s + iv_{\xi}^{+}(s)), \eta_{L}(x + s + iv_{\xi}^{+}(s)) \right) = (\chi_{I}(\xi), \eta_{I}(\xi)),
\]

and if \( x \in \partial S_{L}^{1} \) there exists a one-parameter family of tangential continuous curves \( \{s + iv_{\xi}^{-}(s) : s \in (-\infty, 0), \xi \in (0, +\infty)\} \) such that

\[
\lim_{s \to 0^+} \left( \chi_{L}(x + s + iv_{\xi}^{-}(s)), \eta_{L}(x + s + iv_{\xi}^{-}(s)) \right) = (\chi_{I}(\xi), \eta_{I}(\xi)).
\]

The curves \( \{s + iv_{\xi}^{+}(s) : s \in (0, +\infty), \xi \in (0, +\infty)\} \) and \( \{s + iv_{\xi}^{-}(s) : s \in (-\infty, 0), \xi \in (0, +\infty)\} \) satisfy the equation

\[
G_{1}(s, v_{\xi}^{\pm}(s); x) = \xi
\]

where

\[
G_{1}(s, v; x) = 1_{s>0} \int_{x}^{x+2s} \frac{s\varphi(t)dt}{(x + s - t)^2 + v^2} + 1_{s<0} \int_{x+2s}^{x} \frac{s\varphi(t)dt}{(x + s - t)^2 + v^2}.
\]
Remark 5.5. It is worth mentioning that the assumption that $x \in S_{nt}^{\text{sing}, I}(\mu) \cap (S_{nt}(\mu)^{\circ} \cup \partial S_{nt}^{\text{iso}}(\mu))$ is never strictly used. In particular, the assumption that there exists an $\varepsilon > 0$ such that for all $y \in (x - \varepsilon, x) \cup (x, x + \varepsilon)$
\[
\int_{x-\delta}^{x+\delta} \frac{\vert \varphi(t) \vert dt}{(y-t)^2} = +\infty,
\]
implies that $(x, x + \varepsilon) \cap (S_{nt}^{\text{sing}, II} \cup R_{\mu}) = \emptyset$ and $(x - \varepsilon, x) \cap (S_{nt}^{\text{sing}, IV} \cup R_{\lambda-\mu}) = \emptyset$.

Proof. Let $x \in S_{nt}^{\text{sing}, I} \cap S_{nt}(\mu)^{\circ}$. We may without loss of generality assume $x = 0$. The Poisson integral of $f$ can then be written as
\[
\pi P_{v}f(u) = \arctan\left(\frac{u + \delta}{v}\right) - \arctan\left(\frac{u}{v}\right) + \int_{\mathbb{R}} \frac{v\varphi(t)dt}{(u-t)^2 + v^2}.
\]
We now let $w(s) = s + iv(s)$ be any path in $\mathbb{H}$ such that $\lim_{s \to 0} w(s) = 0$ and $\lim_{s \to -0} \frac{v(s)}{s} = 0$, i.e., we assume that the path is tangential. Then, using the identities $\arctan\left(\frac{1}{2}\right) = \frac{\pi}{4} - \arctan x$ for $x > 0$ and $\arctan\left(\frac{1}{2}\right) = -\frac{\pi}{4} - \arctan x$ for $x < 0$ and $\arctan(x) = x + O(x^2)$ we find that
\[
\arctan\left(\frac{s + \delta}{v(s)}\right) - \arctan\left(\frac{s}{v(s)}\right) = \begin{cases} 
\frac{v(s)}{s} + O\left(\frac{v(s)^2}{s^2}\right) & \text{if } s > 0 \\
\pi + \frac{v(s)}{s} + O\left(\frac{v(s)^2}{s^2}\right) & \text{if } s < 0.
\end{cases}
\]
Hence,
\[
\pi P_{v}f(s) = \begin{cases} 
\frac{v(s)}{s} + \int_{\mathbb{R}} \frac{v(s)\varphi(t)dt}{(s-t)^2 + v(s)^2} + O\left(\frac{v(s)^2}{s^2}\right) & \text{if } s > 0 \\
\pi + \frac{v(s)}{s} + \int_{\mathbb{R}} \frac{v(s)\varphi(t)dt}{(s-t)^2 + v(s)^2} + O\left(\frac{v(s)^2}{s^2}\right) & \text{if } s < 0.
\end{cases}
\]  
(5.13)

We now compute $\pi H_{v(s)}f(s)$ getting
\[
\pi H_{v(s)}f(s) = \pi H_{v(s)}\varphi(s) - \log \sqrt{s^2 + v(s)^2} + \log \sqrt{(s + \delta)^2 + v(s)^2}
\]  
(5.14)

Hence, (5.13) and (5.14) gives
\[
\lim_{s \to 0^+} \frac{v(s)e^{\pi H_{v(s)}f(s)}}{\sin(\pi P_{v(s)}f(s))} = \lim_{s \to 0^+} \frac{\text{sgn}(s)\sqrt{(s + \delta)^2 + v(s)^2}}{\sqrt{s^2 + v(s)^2}} \frac{v(s)}{s} + \int_{\mathbb{R}} \frac{v(s)\varphi(t)dt}{(s-t)^2 + v(s)^2} + O\left(\frac{v(s)^2}{s^2}\right)
\]
\[
= \lim_{s \to 0^+} \frac{\text{sgn}(s)\delta e^{\pi H_{v(s)}\varphi(s)}}{1 + s \int_{\mathbb{R}} \frac{\varphi(t)dt}{(s-t)^2 + v(s)^2}}
\]  
(5.15)

since $v(s)/s \to 0$ as $s \to 0^+$. This suggest that we find $(s, v(s))$ such that
\[
s \int_{\mathbb{R}} \frac{\varphi(t)dt}{(s-t)^2 + v(s)^2} = \xi + o(1)
\]
as $s \to 0$ for some fixed $\xi \in (0, +\infty)$. Restricting ourselves to the case when $s > 0$, we split the integral into two terms according to
\[
s \int_{\mathbb{R}} \frac{\varphi(t)dt}{(s-t)^2 + v(s)^2} = s \int_{|s-t| > \delta} \frac{\varphi(t)dt}{(s-t)^2 + v(s)^2} + s \int_{0}^{2s} \frac{\varphi(t)dt}{(s-t)^2 + v(s)^2}
\]
\[
:= J_1(s) + J_2(s).
\]
For any fixed $t \neq 0$

$$\lim_{s \to 0^+} \frac{s \chi_{|s-t| \geq s}(t)}{(s-t)^2 + v(s)^2} = 0$$

and we also have the estimate

$$\frac{s \chi_{|s-t| \geq s}(t)}{(s-t)^2 + v(s)^2} \leq \frac{|s-t| \chi_{|s-t| \geq s}(t)}{(s-t)^2 + v(s)^2} \leq \frac{2}{|t|}$$

since $|t| \leq 2|s-t|$. The assumption that $|\mathcal{H}\varphi(0)| < +\infty$ together with the argument at the beginning of the proof of Proposition 5.1 shows that

$$\int_{\mathbb{R}} \left| \frac{\varphi(t)}{t} \right| dt < +\infty. \quad (5.16)$$

It follows from Lebesgue’s dominated convergence theorem that

$$\lim_{s \to 0^+} J_1(s) = 0. \quad (5.17)$$

We therefore let

$$G_1(s, v; 0) := s \int_0^{2s} \frac{\varphi(t)}{(s-t)^2 + v^2} dt. \quad (5.18)$$

We note that since $\varphi(t) \geq 0$ for $t > 0$, $G_1(s, v; 0)$ is a positive monotonically decreasing function of $v$. By assumption (5.9)

$$\int_{-\delta}^{\delta} \frac{\varphi(t)}{(s-t)^2} dt = +\infty.$$

Since by assumption $\varphi(t) \geq 0$ for $t \in [0, \delta]$

$$\int_{-\delta}^{\delta} \frac{\varphi(t)}{(s-t)^2} dt = \int_{-\delta}^{0} \frac{\varphi(t)}{(s-t)^2} dt + \int_{0}^{2s} \frac{\varphi(t)}{(s-t)^2} dt + \int_{2s}^{\delta} \frac{\varphi(t)}{(s-t)^2} dt,$$

and clearly

$$\int_{-\delta}^{0} \frac{\varphi(t)}{(s-t)^2} dt < +\infty, \quad \int_{2s}^{\delta} \frac{\varphi(t)}{(s-t)^2} dt < +\infty,$$

it follows that

$$\int_{0}^{2s} \frac{\varphi(t)}{(s-t)^2} dt = +\infty.$$

for all $s \in (0, \varepsilon)$ and some $0 < \varepsilon < \delta/2$, and it follows by Fatou’s lemma that

$$\lim_{v \to 0^+} G_1(s, v; 0) = +\infty.$$

In addition,

$$\lim_{v \to +\infty} G_1(s, v; 0) = 0.$$

Therefore, the equation

$$G_1(s, v; 0) = s \int_0^{2s} \frac{\varphi(t)}{(s-t)^2 + v^2} dt = \xi \quad (5.19)$$
has unique solution \( v = v^\dagger_\xi(s) \) for each fixed \( \xi \in (0, +\infty) \) and all \( s \in (0, \varepsilon) \). Since

\[
\partial_v G_1(s, v; 0) = -2sv \int_\mathbb{R} \frac{\varphi(t)dt}{((s-t)^2 + v^2)^2} < 0
\]

for all \( s, v \in \mathbb{R} \) the implicit function theorem implies that for each \( \xi > 0 \), \( v^\dagger_\xi(s) \) is a continuous function of \( s \in (0, \varepsilon) \). We want to show that \( v^\dagger_\xi(s)/s \to 0 \) as \( s \to 0^+ \), i.e., that the path is tangential. For simplicity of notation we will write just \( v(s) \) for the solution of (5.19). Assume that there is a sequence \( \{s_j\}_j \) such that \( v(s_j)/s_j \to 2/k \) as \( j \to \infty \). Then, for all sufficiently large \( j \) we have \( s_j \leq kv(s_j) \). However, since \( 0 \) belongs to the Lebesgue set of \( \varphi \) and \( \varphi(0) = 0 \), we have, by (5.19), that

\[
\xi = \lim_{j \to \infty} s_j \int_0^{2s_j} \frac{\varphi(t)dt}{(s_j - t)^2 + v(s_j)^2} \leq \lim_{j \to \infty} k \int_0^{2s_j} \frac{v(s_j)\varphi(t)dt}{(s_j - t)^2 + v(s_j)^2} = \lim_{j \to \infty} k \pi P_{v(s_j)} \varphi(s_j) = 0,
\]

contradicting \( \xi > 0 \). Here we also used (5.17) to extend the domain of integration to \( \mathbb{R} \) in the next to last inequality. Next we want to prove that

\[
\lim_{s \to 0^+} H_v(s)v(s) = \mathcal{H}\varphi(0),
\]

which is not immediate since the curve \( (s, v(s)) \) is tangential. Take \( \eta \in (0,1) \) fixed but arbitrary and write

\[
\pi H_v(s)v(s) = \int_{|s-t| \geq \eta s} \frac{(s-t)\varphi(t)dt}{(s-t)^2 + v(s)^2} + \int_{|s-t| \leq \eta s} \frac{(s-t)\varphi(t)dt}{(s-t)^2 + v(s)^2} = I_1(s) + I_2(s).
\]

If \( |s-t| \geq \eta s \), then \( |t| \leq |s-t| + s \leq (1 + 1/\eta)|s-t| \) and we see that

\[
\frac{|s-t|\chi_{|s-t| \geq \eta s}}{(s-t)^2 + v(s)^2} \leq \frac{1 + 1/\eta}{|t|}.
\]

Also,

\[
\lim_{s \to 0^+} \frac{(s-t)\varphi(t)}{(s-t)^2 + v(s)^2} = -\frac{\varphi(t)}{t}
\]

for all \( t \neq 0 \). By (5.16) and the dominated convergence theorem we see that

\[
\lim_{s \to 0^+} I_1(s) = \mathcal{H}\varphi(0).
\]

Now,

\[
|I_2(s)| \leq \int_{|s-t| \leq \eta s} \frac{|s-t|\varphi(t)dt}{(s-t)^2 + v(s)^2} \leq \eta \int_0^{2s} \frac{s\varphi(t)}{(s-t)^2 + v(s)^2} = \eta \xi
\]

since \( \eta \leq 1 \). It follows from this estimate that, (5.21) and (5.22) that

\[
\limsup_{s \to 0^+} |\pi H_v(s)v(s) - \mathcal{H}\varphi(0)| \leq \eta \xi.
\]

Since \( \eta \in (0,1) \) was arbitrary we have proved (5.20). It follows from (5.14), (5.15) and (5.20) that

\[
\lim_{s \to 0^+} v(s)e^{\pi H_v(s)f(s)} = \frac{\delta e^{\pi \mathcal{H}\varphi(0)}}{1 + \xi}.
\]
Looking back at (5.14) and (5.15) we also see that
\[
\lim_{s \to 0^+} \frac{v(s)e^{-\pi H_{n(s)} f(s)}}{\sin(\pi P_{v(s)}f(s))} = 0.
\]
Finally,
\[
\lim_{s \to 0^+} \frac{v(s) \cos(\pi P_{v(s)}f(s))}{\sin(\pi P_{v(s)}f(s))} = \lim_{s \to 0^+} \frac{\cos(\pi P_{v(s)}f(s))}{\frac{1}{s} + \frac{1}{2} + \frac{1}{2} O(v(s)/s)} = 0.
\]
To conclude this implies that
\[
\lim_{s \to 0^+} \chi_{\mathcal{L}}(x + s, v^+_{\xi}(s)) = x
\]
\[
\lim_{s \to 0^+} \eta_{\mathcal{L}}(x + s, v^+_{\xi}(s)) = 1 - \delta e^{\pi H_{\varphi}(0)}\frac{1}{1 + \xi}
\]
for any fixed $\xi > 0$, and an identical argument shows that this holds also for $v_{\xi}^-(s)$.

**Corollary 5.1.** Let $x \in S_{nt}^{sing,l}(\mu) \cap S_{nt}(\mu)^\circ$ and write for some $\delta > 0$ the density
\[
f(t) = \chi_{[x-\delta,x)}(t) + \varphi(t).
\]
Assume that $x$ belongs to the Lebesgue set of $\varphi$ and that $\varphi(x) = 0$ and $|H_{\varphi}(x)| < +\infty$. Then for each fixed $\xi \in (0, +\infty)$ there exists a sequence $\{u_n + iv_{\xi}(u_n)\}_{n=1}^{+\infty} \subset \mathbb{H}$ such that $\lim_{n \to +\infty} u_n + iv_{\xi}(u_n) = x$ and such that
\[
\lim_{n \to +\infty} \chi_{\mathcal{L}}(u_n + iv_{\xi}(s_n)) = \chi_{I}(\xi)
\]
\[
\lim_{n \to +\infty} \eta_{\mathcal{L}}(u_n + iv_{\xi}(s_n)) = \eta_{I}(\xi).
\]

**Proof.** We may repeat the proof of Proposition 5.6 replacing a continuous path $(s, v(s))$ with a sequence $(s_n, v(s_n))$ everywhere. The major difference is that if we assume that condition (5.9) does not hold then in general we may not conclude that $\lim_{v \to 0^+} G_1(s, v; x) = +\infty$ for all $s \in (0, \varepsilon)$. However, there exists a sequence $\{s_j\}_{j=1}^{+\infty} \subset (0, \varepsilon)$ such that $\lim_{j \to +\infty} s_j = 0$ and
\[
\lim_{v \to 0^+} G_1(s_j, v; x) = +\infty,
\]
since assume otherwise. Then $\int_{\mathbb{R}} \frac{|\varphi(t)|}{y-t} dt < +\infty$ for all $y \in N_x \setminus \{x\}$ in some neighborhood $N_x$ of $x$. However this implies that $\varphi(t) = 0$ for every $t \in N_x$, contradicting the assumption that $x \in S_{nt}(\mu)^\circ$. Thus, for each such $s_j$ and fixed $\xi$ we may therefore solve for $v = v_{\xi}(s_j)$ in equation (5.19). The rest of the proof remains the same.

**Proposition 5.7.** Let $x \in S_{nt}^{sing,l}(\mu) \cap (S_{nt}(\mu)^\circ \cup S_{nt}^{iso}(\mu))$ and write for some $\delta > 0$ the density as
\[
f(t) = \chi_{[x,x+\delta)}(t) + \varphi(t).
\]
- If $x \in S_{nt}^{sing,l}(\mu) \cap S_{nt}(\mu)^\circ$ assume that there exists an $\varepsilon > 0$ such that for all $y \in (x-\varepsilon, x) \cup (x, x+\varepsilon)$
  \[
  \int_{x-\delta}^{x+\delta} \frac{|\varphi(t)| dt}{(y-t)^2} = +\infty. \tag{5.23}
  \]
- If $x \in S_{nt}^{sing,l}(\mu) \cap S_{nt}^{iso}(\mu) \cap \partial S_{nt}^0$ assume that there exists an $\varepsilon > 0$ such that for all $y \in (x, x+\varepsilon)$
  \[
  \int_x^{x+\delta} \frac{|\varphi(t)| dt}{(y-t)^2} = +\infty. \tag{5.24}
  \]
• If \( x \in \mathcal{S}_{nt}^{\text{sing},I} (\mu) \cap \partial \mathcal{S}_{nt}^{\text{iso}} (\mu) \cap \partial \mathcal{S}_{L}^1 \), assume that there exists an \( \varepsilon > 0 \) such that for all \( y \in (x - \varepsilon, x) \)
\[
\int_{x-\delta}^{x} \frac{|\varphi(t)| dt}{(y-t)^2} = +\infty. \tag{5.25}
\]

Then the parametrized line segment
\[
\{(\chi I (\xi), \eta I (\xi)) : \xi \in (0, +\infty)\} := \left\{ \left( x + \frac{\delta e^{-\pi H(x)}}{1 + \xi}, 1 - \frac{\delta e^{-\pi H(x)}}{1 + \xi} \right) : \xi \in (0, +\infty) \right\}
\]
\[
\subset \{(\chi, \eta) \in \mathbb{R}^2 : \chi + \eta = x + 1 \} \tag{5.26}
\]
is a subset of \( \partial \mathcal{L}(x) \). In particular if \( x \in \mathcal{S}_{nt} (\mu)^c \), there exist two one-parameter families of tangential continuous curves \( \{s + iv^+_{\xi} (s) : s \in (0, +\infty), \xi \in (0, +\infty)\} \) and \( \{s + iv^-_{\xi} (s) : s \in (-\infty, 0), \xi \in (0, +\infty)\} \) where \( v^\pm_{\xi} (s) \) is a continuous function of \( s \) for each \( \xi \in (0, +\infty) \), such that
\[
\lim_{s \to 0^+} \left( \chi \mathcal{L}(x + s + iv^+_{\xi} (s)), \eta \mathcal{L}(x + s + iv^+_{\xi} (s)) \right) = (\chi I (\xi), \eta I (\xi)),
\]
and if \( x \in \partial \mathcal{S}_{R}^0 \) there exists a one-parameter family of tangential continuous curves \( \{s + iv^+_{\xi} (s) : s \in (0, +\infty), \xi \in (0, +\infty)\} \) such that
\[
\lim_{s \to 0^+} \left( \chi \mathcal{L}(x + s + iv^+_{\xi} (s)), \eta \mathcal{L}(x + s + iv^+_{\xi} (s)) \right) = (\chi I (\xi), \eta I (\xi)),
\]
and if \( x \in \partial \mathcal{S}_{L}^1 \) there exists a one-parameter family of tangential continuous curves \( \{s + iv^-_{\xi} (s) : s \in (-\infty, 0), \xi \in (0, +\infty)\} \) such that
\[
\lim_{s \to 0^-} \left( \chi \mathcal{L}(x + s + iv^-_{\xi} (s)), \eta \mathcal{L}(x + s + iv^-_{\xi} (s)) \right) = (\chi I (\xi), \eta I (\xi)).
\]
The curves \( \{s + iv^+_{\xi} (s) : s \in (0, +\infty), \xi \in (0, +\infty)\} \) and \( \{s + iv^-_{\xi} (s) : s \in (-\infty, 0), \xi \in (0, +\infty)\} \) satisfy the equation
\[
G_1 (s, v^\pm_{\xi} (s); x) = \xi
\]
where
\[
G_1 (s, v; x) = 1_{s > 0} \int_{x}^{x + 2s} \frac{s \varphi(t) dt}{(x + s - t)^2 + v^2} + 1_{s < 0} \int_{x + 2s}^{x} \frac{s \varphi(t) dt}{(x + s - t)^2 + v^2}.
\]

Proof. The proof is identical to the proof of Proposition 5.6. \(\square\)

**Proposition 5.8.** Let \( x \in (\mathcal{S}_{nt}^{\text{sing},I} (\mu) \cup \mathcal{S}_{nt}^{\text{sing},IV} (\mu)) \cap (\mathcal{S}_{nt} (\mu)^c \cup \partial \mathcal{S}_{nt}^{\text{iso}} (\mu)) \). Assume that there exists a \( \delta > 0 \) such that:

• If \( x \in \mathcal{S}_{nt}^{\text{sing},I} (\mu) \cap \mathcal{S}_{nt} (\mu)^c \)
\[
\int_{x-\delta}^{x+\delta} \frac{f(t) dt}{(y-t)^2} = +\infty, \tag{5.27}
\]
for all \( y \in (x - \delta, x) \cup (x, x + \delta) \).

• If \( x \in \mathcal{S}_{nt}^{\text{sing},IV} (\mu) \cap \mathcal{S}_{nt} (\mu)^c \)
\[
\int_{x-\delta}^{x+\delta} \frac{1 - f(t) dt}{(y-t)^2} = +\infty, \tag{5.28}
\]
for all \( y \in (x - \delta, x) \cup (x, x + \delta) \).
• If \( x \in \mathcal{S}^{\text{sing},11}_{nt}(\mu) \cap \partial S^0_R \)
\[
\int_{x-\delta}^{x} \frac{f(t)dt}{(y-t)^2} = +\infty,
\]
for all \( y \in (x-\delta, x) \). If \( x \in \mathcal{S}^{\text{sing},1V}_{nt}(\mu) \cap \partial S^1_R \)
\[
\int_{x-\delta}^{x} \frac{1-f(t)dt}{(y-t)^2} = +\infty,
\]
for all \( y \in (x-\delta, x) \).

• If \( x \in \mathcal{S}^{\text{sing},11}_{nt}(\mu) \cap \partial S^0_L \)
\[
\int_{x}^{x+\delta} \frac{f(t)dt}{(y-t)^2} = +\infty,
\]
for all \( y \in (x-\delta, x) \).

• If \( x \in \mathcal{S}^{\text{sing},1V}_{nt}(\mu) \cap \partial S^1_L \)
\[
\int_{x}^{x+\delta} \frac{1-f(t)dt}{(y-t)^2} = +\infty,
\]
for all \( y \in (x-\delta, x) \).

Then the parametrized curve
\[
\{(\chi_{\text{III}}(\xi), \eta_{\text{III}}(\xi)) : \xi \in (0, +\infty)\} := \left\{ \left( x + \frac{1 - e^{-\pi\mathcal{H}(f)(x)}}{\xi - \mathcal{H}(f)'(x)} - 1, \frac{-e^{\pi\mathcal{H}(f)(x)} - e^{-\pi\mathcal{H}(f)(x)} - 2}{\xi - \mathcal{H}(f)'(x)} \right) : \xi \in (0, +\infty) \right\}
\]
is a subset of \( \partial \mathcal{L}(x) \) if \( x \in \mathcal{S}^{\text{sing},11}_{nt}(\mu) \), and the parametrized curve
\[
\{(\chi_{\text{IV}}(\xi), \eta_{\text{IV}}(\xi)) : \xi \in (0, +\infty)\} := \left\{ \left( x + \frac{1 + e^{\pi(1-\text{f})(x)}}{\xi - \mathcal{H}(1-f)'(x)} - 1, \frac{-e^{\pi(1-f)(x)} - e^{-\pi(1-f)(x)} + 2}{\xi - \mathcal{H}(1-f)'(x)} \right) : \xi \in (0, +\infty) \right\}
\]
is a subset of \( \partial \mathcal{L}(x) \) if \( x \in \mathcal{S}^{\text{sing},1V}_{nt}(\mu) \). In particular if \( x \in \mathcal{S}^0_{nt}(\mu) \), there exist two one-parameter families of tangential continuous curves \( \{s + iv^+_{\xi}(s) : s \in (0, +\infty), \xi \in (0, +\infty)\} \) and \( \{s + iv^-_{\xi}(s) : s \in (-\infty, 0), \xi \in (0, +\infty)\} \) where \( iv^+_{\xi}(s) \) is a continuous function of \( s \) for each \( \xi \in (0, +\infty) \), such that
\[
\lim_{s \to 0^+} \chi_{\mathcal{L}}(x + s + iv^+_{\xi}(s)) = \chi_{\text{III}/\text{IV}}(\xi)
\]
\[
\lim_{s \to 0^+} \eta_{\mathcal{L}}(x + s + iv^+_{\xi}(s)) = \eta_{\text{III}/\text{IV}}(\xi).
\]
and if \( x \in \partial S^0_R \cup \partial S^1_R \) there exists a one-parameter family of tangential continuous curves \( \{s + iv^+_{\xi}(s) : s \in (0, +\infty), \xi \in (0, +\infty)\} \) such that
\[
\lim_{s \to 0^+} (\chi_{\mathcal{L}}(x + s + iv^+_{\xi}(s)), \eta_{\mathcal{L}}(x + s + iv^+_{\xi}(s))) = (\chi_{\text{III}/\text{IV}}(\xi), \eta_{\text{III}/\text{IV}}(\xi)),
\]
and if \( x \in \partial S^0_L \cup \partial S^1_L \) there exists a one-parameter family of tangential continuous curves \( \{s + iv^-_{\xi}(s) : s \in (-\infty, 0), \xi \in (0, +\infty)\} \) such that
\[
\lim_{s \to 0^-} (\chi_{\mathcal{L}}(x + s + iv^-_{\xi}(s)), \eta_{\mathcal{L}}(x + s + iv^-_{\xi}(s))) = (\chi_{\text{III}/\text{IV}}(\xi), \eta_{\text{III}/\text{IV}}(\xi)).
\]
The curves \( \{ s + iv^+_{\xi}(s) : s \in (0, +\infty), \xi \in (0, +\infty) \} \) and \( \{ s + iv^-_{\xi}(s) : s \in (-\infty, 0), \xi \in (0, +\infty) \} \) satisfy the equation

\[
G_2(s, v^+_{\xi}(s); x) = \xi
\]

where

\[
G_2(s, v; x) = 1_{s > 0} \int_x^{x+2s} \frac{f(t)dt}{(x + s - t)^2 + v^2} + 1_{s < 0} \int_{x+2s}^x \frac{f(t)dt}{(x + s - t)^2 + v^2}.
\]

**Remark 5.6.** Again, as in Proposition 5.6 and 5.7 it is worth mentioning that the assumption that \( x \in (S_{nt}^{\text{sing},III}(\mu) \cup S_{nt}^{\text{sing},IV}(\mu)) \cap (S_{nt}(\mu) \cup S_{iso}(\mu)) \) is never strictly used. In particular, the assumption that there exists an \( \varepsilon > 0 \) such that for all \( y \in (x - \varepsilon, x) \cup (x, x + \varepsilon) \)

\[
\int_{-\delta}^{\delta} \frac{f(t)dt}{(y - t)^2} = +\infty.
\]

implies that \( ((x - \varepsilon, x) \cup (x, x + \varepsilon)) \cap (S_{nt}^{\text{sing},III}(\mu) \cup R_t) = \emptyset \).

**Proof.** We will first assume that \( x \in S_{nt}^{\text{sing},III}(\mu) \cap S_{nt}(\mu)^c \). Then \( \int_{-\delta}^{\delta} \frac{f(t)dt}{(y - t)^2} < +\infty \) and \( H\varphi(x) \neq 0 \) hold by the definition of \( S_{nt}^{\text{sing},III} \). We will begin by studying the limit of the integral

\[
\int_{-\delta}^{\delta} \frac{f(t)dt}{(y - t)^2} = +\infty.
\]

under a one parameter family of curves \( w_{\xi}(s) = u(s) + iv_{\xi}(s) \in \mathbb{H} \) such that \( \lim_{s \to 0^+} w_{\xi}(s) = x \). In particular we may take \( u(s) = x + s \) and assume that \( s > 0 \). The analysis of the case when \( s < 0 \) is completely analogous to the case when \( s > 0 \). The idea is to split (5.33) into two parts, one of which dominates the integrand, and apply Lebesgue dominated convergence theorem. Write

\[
\int_{-\delta}^{\delta} \frac{f(t)dt}{(y - t)^2} = \int_{|x+s-t| > s} \frac{f(t)dt}{(x + s - t)^2 + v^2} + \int_{|x+s-t| \leq s} \frac{f(t)dt}{(x + s - t)^2 + v^2} = I(s, v; x) + G_2(s, v; x)
\]

We now fix \( s > 0 \). Then clearly, the function \( G_2(s, v; x) \) is monotonically decreasing in \( v \). By Fatou’s lemma and equation (5.27)

\[
\lim_{v \to 0^+} \int_{-\delta}^{\delta} \frac{f(t)dt}{(y - t)^2} = +\infty
\]

for \( s \) sufficiently small. By Lebesgue’s dominated convergence theorem we also have

\[
\lim_{v \to +\infty} G_2(s, v; x) = 0.
\]

Therefore, since \( G_2(s, v; x) \) is monotonically decreasing in \( v \), the equation

\[
G_2(s, v; x) = \xi
\]

has a unique solution \( v_{\xi}(s) \) for all \( \xi \in (0, +\infty) \). Differentiation under the integral sign gives

\[
\frac{\partial G_2(s, v; x)}{\partial v} = \int_x^{x+2s} \frac{1}{\partial v (x + s - t)^2 + v^2} f(t)dt = -2 \int_x^{x+2s} \frac{v}{(x + s - t)^2 + v^2} f(t)dt < 0
\]
for all $v > 0$. Hence the implicit function theorem implies that there exists a continuous path $(x + s, v_\xi(s))$ for $s \in (0, \delta)$ such that $G_2(s, v_\xi(s); x) = \xi$. Now, assume that $(x + s, v_\xi(s))$ contains a non-tangential subsequence $\{(x + s_j, v_\xi(s_j))\}_{j=0}^{\infty}$, i.e., sequence such that there exists a $k > 0$ such that $v_j = v_\xi(s_j) > k s_j$ for all $j$. This implies that

$$G_2(s_j, v_j; x) = \int_x^{x+s_j} \frac{f(t)dt}{(x+s-t)^2 + v_j^2} \leq \int_x^{x+s_j} \frac{f(t)dt}{k^2 s_j^2} = \frac{1}{k^2 s_j^2} \int_x^{x+s_j} f(t)dt.$$  

However, since $x \in S_{nt}^{sing,II}(\mu)$ by assumption, for every $\varepsilon > 0$ there exists a $J$ such that whenever $j > J$

$$\int_x^{x+s_j} \frac{f(t)}{(x-t)^2} dt < \varepsilon.$$  

Since,

$$\int_x^{x+s_j} \frac{f(t)}{(x-t)^2} dt \geq \frac{1}{4 s_j^2} \int_x^{x+s_j} f(t)dt$$

we find that

$$G_2(s_j, v_j; x) \leq \frac{4 \varepsilon s_j^2}{k^2} = \frac{4 \varepsilon}{k}.$$  

As $\varepsilon$ was arbitrary this implies that $\lim_{j \to +\infty} G_2(s_j, v_j; x) = 0$, a contradiction. Thus the path $(x+s, v_\xi(s))$ becomes tangential to the real axis, i.e. $\lim_{s \to 0^+} v_\xi(s)/s = 0$. We now consider $I(s, v_\xi(s); x)$. Since $|x-t| < 2|x + s-t|$ whenever $|x + s-t| \geq s$ we have

$$\frac{f(t)\chi_{R}|x,x+2s|}(x+s-t)^2 + v_\xi(s)^2 \leq \frac{4f(t)}{(x-t)^2},$$

and since $\lim_{s \to 0^+} v_\xi(s) = 0$, Lebesgue’s dominated convergence theorem implies that

$$\lim_{s \to 0^+} \int_R \frac{f(t)\chi_{R}|x,x+2s|}{(x-s-t)^2 + v_\xi(s)^2} = \int_R \frac{f(t)dt}{(x-t)^2}.$$  

It now remains to study $\pi H_{v_\xi(s)}f(x+s)$ as $s \to 0^+$. We have

$$\pi H_{v_\xi(s)}f(x+s) = \int_R \frac{(x+s-t)f(t)dt}{(x+s-t)^2 + v_\xi(s)^2} = \int_{|x+s-t| \geq s} \frac{(x+s-t)f(t)dt}{(x+s-t)^2 + v_\xi(s)^2}$$

$$+ \int_x^{x+2s} \frac{(x+s-t)f(t)dt}{(x+s-t)^2 + v_\xi(s)^2}$$

$$= J_1(s) + J_2(s).$$  

Note that for $t \in R \setminus |x,x+2s|$ $|x-t| < 2|x + s-t|$, which implies that

$$\frac{|x+s-t|f(t)}{(x+s-t)^2 + v_\xi(s)^2} \leq \frac{2f(t)}{|x-t|}.$$  

Again by Lebesgue’s dominated convergence theorem,

$$\lim_{s \to 0^+} J_1(s) = \lim_{s \to 0^+} \int_R \frac{(x+s-t)f(t)\chi_{R}|x,x+2s|}{(x-s-t)^2 + v_\xi(s)} = \int_R \frac{f(t)dt}{x-t}.$$  

Finally,

$$|J_2(s)| \leq \int_x^{x+2s} \frac{|x+s-t|f(t)dt}{(x+s-t)^2 + v_\xi(s)^2} \leq 2s \int_x^{x+2s} \frac{f(t)dt}{(x+s-t)^2 + v_\xi(s)^2} = 2s\xi.$$
by (5.35). Hence,

$$\lim_{s \to 0^+} J_2(s) = 0.$$ 

Altogether, this implies that

$$\lim_{s \to 0^+} \frac{v_\xi(s) \{ e^{\pi H_{v_\xi}(s)f(x+s)} - \cos(\pi P_{v_\xi}(s)f(x+s)) \}}{\sin(\pi P_{v_\xi}(s)f(x+s))} = \lim_{s \to 0^+} \frac{e^{\pi H_{v_\xi}(s)f(x+s)} - \cos(\pi P_{v_\xi}(s)f(x+s))}{\int_\mathbb{R} \frac{f(t)dt}{(x+s-t)^2 + v_\xi(s)^2}}$$

and

$$\lim_{s \to 0^+} \frac{v_\xi(s) \{ 1 - e^{-\pi H_{v_\xi}(s)f(x+s)} \cos(\pi P_{v_\xi}(s)f(x+s)) \}}{\sin(\pi P_{v_\xi}(s)f(x+s))} = \frac{1 - e^{-\int_\mathbb{R} \frac{f(t)dt}{(x-t)^2}}}{\int_\mathbb{R} \frac{f(t)dt}{(x-t)^2}} + \xi.$$ 

Recall that the distributional derivative of the Cauchy principal value integral \(\text{p.v.} \int_\mathbb{R} \frac{f(t)dt}{x-t}\) equals

$$\frac{d}{dx} \text{p.v.} \int_\mathbb{R} \frac{f(t)dt}{x-t} = \text{f.p.} \int_\mathbb{R} \frac{f(t)dt}{(x-t)^2},$$

where \(\text{f.p.} \int_\mathbb{R} \frac{f(t)dt}{(x-t)^2}\) denotes Hadamard’s finite part integral. However, as the integrals \(\int_\mathbb{R} \frac{f(t)dt}{x-t}\) and \(\int_\mathbb{R} \frac{f(t)dt}{(x-t)^2}\) exists in the ordinary sense we have that

$$- \frac{d}{dx} \text{p.v.} \int_\mathbb{R} \frac{f(t)dt}{x-t} = -\pi(Hf)'(x) = \text{f.p.} \int_\mathbb{R} \frac{f(t)dt}{(x-t)^2} = \int_\mathbb{R} \frac{f(t)dt}{(x-t)^2}.$$ 

Using this we find that

$$\lim_{s \to 0^+} \chi \mathcal{L}(w_\xi(s)) = \chi_{III}(\xi) = x + \frac{1 - e^{-\pi Hf(x)}}{\xi - \pi(Hf)'(x)}$$

and

$$\lim_{s \to 0^+} \eta \mathcal{L}(w_\xi(s)) = \eta_{III}(\xi) = 1 - \frac{e^{\pi Hf(x)} + e^{-\pi Hf(x)} - 2}{\xi - \pi(Hf)'(x)}$$

for each fixed \(\xi \in (0, +\infty)\). In particular we note that this is a parametrization of a part of line given by the equation

$$\frac{\eta - 1}{\chi - x} = -\frac{2 - e^{\pi Hf(x)} - e^{-\pi Hf(x)}}{1 - e^{-\pi Hf(x)}} = 1 - e^{\pi Hf(x)}.$$ 

We now instead assume that \(\int_\mathbb{R} \frac{1-f(t)dt}{(x-t)^2} < +\infty\) holds. Then

$$\sin(\pi P_v f(u)) = \sin(\pi - \pi P_v (1-f)(u)) = \sin(\pi P_v (1-f)(u))$$

and

$$\cos(\pi P_v f(u)) = \cos(\pi - \pi P_v (1-f)(u)) = -\cos(\pi P_v (1-f)(u))$$
In addition we can write
\[
\pi H_v f(u) = \int_\mathbb{R} \frac{(u-t)f(t)dt}{(u-t)^2 + v^2} = \lim_{R \to \infty} \int_R-^R \frac{(u-t)(1-f(t))dt}{(u-t)^2 + v^2} - \int_R-^R \frac{(u-t)(1-f(t))dt}{(u-t)^2 + v^2}
\]
\[
= \lim_{R \to \infty} - \int_R-^R \frac{(u-t)(1-f(t))dt}{(u-t)^2 + v^2}
\]

We can now apply the same analysis as before on the function \((1 - f)\), giving an identical result.

**Corollary 5.2.** Assume that \(x \in S_n(\mu)\) and that either
\[
\int_\mathbb{R} \frac{f(t)dt}{(x-t)^2} < +\infty \quad (i)
\]

or
\[
\int_\mathbb{R} \frac{(1 - f(t))dt}{(x-t)^2} < +\infty \quad (ii)
\]

holds, and that \(Hf(x) \neq 0\), i.e., \(x \in S_n^{\text{singIIIIV}}(\mu)\). Then for every fixed \(\xi \in (-\infty, +\infty)\) there exists a sequence \(\{x + s_j + iv_j(s_j)\}_{j=1}^{\infty} \in \mathbb{H}\), such that \(\lim_{j \to +\infty} x + s_j + iv_j(s_j) = x\) and
\[
\lim_{j \to +\infty} \chi_L(x + s_j + iv_j(s_j)) = \chi_{\text{IIIIV}}(\xi)
\]
\[
\lim_{j \to +\infty} \eta_L(x + s_j + iv_j(s_j)) = \eta_{\text{IIIIV}}(\xi).
\]

**Proof.** We may repeat the proof of Proposition 5.8 replacing a continuous path everywhere with a sequence \(\{(x + s_j + iv_j(s_j))\}_{j}\). The only difference is that since we are not assuming (5.27)-(5.32) we may not conclude that there exists a solution to the equation \(G_2(s,v;x) = \xi\) for every \(s\) sufficiently small. However, since we are considering sequences instead of paths we can similarly to Corollary 5.1 always find a sequence \(s_j \to 0\) as \(j \to +\infty\) such that \(G_2(s_j,v;x) = \xi\). The rest of the proof remains the same.

In general the equation \(G_2(s,v;x) = \xi\) in Proposition 5.8 can of course not be solved explicitly. However there exists an important special case when \(f(t)\) or \(1 - f(t)\) is convex in a neighborhood of the point \(x\), when one can solve the equation \(G_2(s,v;x) = \xi\) approximately.

**Proposition 5.9.** Let \(x \in S_n^{\text{singIIIIV}}(\mu)\) and let \(G_2(s,v;x)\) be the function defined in Proposition 5.8. Assume that there is an \(\varepsilon > 0\) such that \(f(t)\) is convex in \([x - \varepsilon, x + \varepsilon]\) and \(f(x + 2s)/f(x + s)\) is uniformly bounded for \(|s| \leq \varepsilon\). Fix \(\xi > 0\) and define
\[
v(s) = \frac{\pi}{\xi} f(x + s)
\]
for \(|s| \leq \varepsilon\). Then,
\[
\lim_{s \to 0} G_2(s,v(s);x) = \xi.
\]

Thus,
\[
\lim_{s \to 0} \chi_L(x + s + iv(s)) = \chi_{\text{IIIIV}}(\xi)
\]
\[
\lim_{s \to 0} \eta_L(x + s + iv(s)) = \eta_{\text{IIIIV}}(\xi).
\]
Proof. Consider the case \( s > 0 \). Let

\[
I_1(s) = \int_x^{x+2s} \frac{f(x + s)dt}{(x + s - t)^2 + v(s)^2},
\]

\[
I_2(s) = \int_{x+s}^{x+2s} \left( \frac{f(t) - f(x + s)}{(x + s - t)^2 + v(s)^2} - \frac{f(x + s) - f(t)}{(x + s - t)^2 + v(s)^2} \right) dt.
\]

so that

\[
G_2(x, v(s); x) = I_1(s) + I_2(s).
\]

Let \( F(x) \) be a convex function on an interval \( I \) and let \( x, y, w \in I \) with \( x < y < w \). Then

\[
\frac{F(y) - F(x)}{y - x} \leq \frac{F(w) - F(x)}{w - x}
\]

(see Proposition 1.25 in [11]). From this and \( f(x) = 0 \) since \( x \in S^{\text{sing},\text{III}}_{nt}(\mu) \) we see that \( f(x + s)/s \) is an increasing function in \((0, \varepsilon)\) and hence

\[
a = \lim_{s \to 0^+} \frac{f(x + s)}{s}
\]

exists and is \( \geq 0 \). We must have \( a = 0 \), since if \( a > 0 \) then

\[
\infty = \int_0^{x_0} a \, ds \leq \int_0^{x_0} \frac{f(x + s)}{s^2} \, ds \leq \int_{\mathbb{R}} \frac{f(t)}{(x - t)^2} \, dt,
\]

which contradicts \( x \in S^{\text{sing},\text{III}}_{nt}(\mu) \). Thus,

\[
\frac{v(s)}{s} = \pi \frac{f(x + s)}{s} \to 0 \quad (5.40)
\]

as \( s \to 0^+ \). It follows that

\[
I_1(s) = \frac{\pi}{2} \int_x^{x+2s} \frac{v(s)dt}{(x + s - t)^2 + v(s)^2} = \frac{2\pi}{\pi} \arctan \frac{s}{v(s)} \to \xi
\]

as \( s \to 0^+ \). Hence, to prove \((5.37)\) it remains to show that \( I_2(s) \to 0^+ \) as \( s \to 0^+ \). Notice that we can write

\[
I_2(s) = \int_0^s \left( f(x + s + t) + f(x + s - t) - 2f(x + s) \right) \frac{dt}{t^2 + v(s)^2} \quad (5.41)
\]

Since \( f \) is convex in \([x - \varepsilon, x + \varepsilon]\) we see that for \( 0 \leq s \leq \varepsilon/2 \),

\[
\frac{1}{2} (f(x + s + t) + f(x + s - t)) \geq f \left( \frac{x + s + t + x + s - t}{2} \right) = f(x + s)
\]

and consequently \( I_2(s) \geq 0 \). It follows from \((5.39)\) that

\[
\frac{f(x + s) - f(x)}{s} \geq \frac{f(x + s - t) - f(x)}{s - t}
\]

for \( t \in [0, s) \) and since \( f(x) = 0 \) we see that

\[
f(x + s) \geq \frac{s}{s - t} f(x + s - t) \geq f(x + s - t).
\]
From (5.39) we also see that
\[
\frac{f(x + s + t) - f(x + s)}{t} \leq \frac{f(x + 2s) - f(x + s)}{s} \leq \frac{f(x + 2s)}{s}
\]
for \( t \in [0, s] \). Thus,
\[
f(x + s + t) + f(x + s - t) - 2f(x + s) = t\left(\frac{f(x + s + t) - f(x + s)}{t}\right) - (f(x + s) - f(x + s - t)) \leq t\frac{f(x + 2s)}{s} \leq Ct\frac{f(x + s)}{s},
\]
for some constant \( C \). In the last estimate we used our assumption that \( f(x + 2s)/f(x + s) \) is uniformly bounded for \( s \in [0, \varepsilon] \). If we use (5.40) together with the estimate (5.42) in (5.41), we see that we have proved that
\[
0 \leq I_2(s) \leq \frac{Cf(x + s)}{s} \int_0^s \frac{tdt}{t^2 + v(s)^2} = \frac{C\xi v(s)}{\pi s} \int_0^s \frac{tdt}{t^2 + v(s)^2} = \frac{C\xi v(s)}{2\pi s} \log \left(1 + \frac{s^2}{v(s)^2}\right) \rightarrow 0
\]
as \( s \rightarrow 0^+ \) by (5.40). This proves (5.37) and (5.38) follows as in the proof of Proposition 5.8 \( \square \)

**Remark 5.7.** In particular we note that the assumption that \( f(x + 2s)/f(x + s) \) is uniformly bounded in \( s \) holds if \( f(x + s) \sim g(s)|s|^\alpha \), for some positive and bounded function \( g(s) \) and some \( \alpha > 0 \) such that \( g(s)|s|^\alpha \) is convex in a neighborhood of 0.

In Propositions 5.6-5.8 we determined subsets of \( \partial \mathcal{L}(x) \) when \( x \in \bigcup_{j=1}^{IV} \mathcal{S}_{nt}^{sing,j}(\mu) \). We now want to show that under some additional assumptions on the density \( f \), these sets are in fact all of \( \partial \mathcal{L}(x) \).

**Theorem 5.1.** Assume that \( x \in \mathcal{S}_{nt}^{sing,III}(\mu) \cap \mathcal{S}_{nt}^{sing,IV}(\mu) \) and that the assumptions of Proposition 5.8 are satisfied. Furthermore, assume that there exists sequences \( \{r_n\}_{n \in G} \subset G \) and \( \{l_n\}_{n \in G} \subset G \) of regular points such that \( r_n > x \) and \( l_n < x \) for all \( n \) and such that \( \lim_{n \rightarrow \infty} r_n = \lim_{n \rightarrow \infty} l_n = x \). Finally assume that
\[
\max\{\sup_n |m_{HF}(r_n)|, \sup_n |m_{HF}(l_n)|\} < +\infty.
\]
Then, if \( x \in \mathcal{S}_{nt}^{sing,III}(\mu) \)
\[
\partial \mathcal{L}(x) = \{(\chi_{III}(x), \eta_{III}(x)) : x \in (0, +\infty)\},
\]
and if \( x \in \mathcal{S}_{nt}^{sing,IV}(\mu) \)
\[
\partial \mathcal{L}(x) = \{(\chi_{IV}(x), \eta_{IV}(x)) : x \in (0, +\infty)\},
\]
where the functions \( \chi_{III/IV}(\xi) \) and \( \eta_{III/IV}(\xi) \) are defined in Proposition 5.8. In particular the assumptions holds if \( x \in \mathcal{L}_{m,n,j} \) by a modification of the proof of Lemma 4.4 and especially if \( f \in C_{\lambda;\alpha}(\mathbb{R}) \).

**Proof.** Let \( x \in \mathcal{S}_{nt}^{sing,III}(\mu) \). We know from Proposition 5.8 that \( A = \{(\chi_{III}(x), \eta_{III}(x)) : 0 < \xi < \infty\} \subset \partial \mathcal{L}(x) \) and we want to prove that equality holds. Let \( w_n = u_n + iv_n \in \mathbb{H}, n \geq 0 \), be any sequence such that \( w_n \rightarrow x \) as \( n \rightarrow \infty \). We want to show that all limit points of \( (\chi_{L}(w_n), \eta_{L}(w_n)) \) belong to \( A \). By taking subsequences we can assume that \( (\chi_{L}(w_n), \eta_{L}(w_n)) \) converges. Set
\[
\xi_n = \int_x^{x+2(u_n-x)} \frac{f(t)dt}{(u_n - t)^2 + v_n^2}.
\]
By taking a further subsequence we can assume that \( \xi_n \rightarrow \xi \in [0, \infty) \) as \( n \rightarrow \infty \) \( u_n > x \) for all \( n \). If \( \xi \in [0, \infty) \), a repetition of the arguments of the proof of Proposition 5.8 gives
\[
\lim_{n \rightarrow \infty} (\chi_{L}(w_n), \eta_{L}(w_n)) = (x + \frac{1 - e^{-\pi f(x)}}{\xi - \pi f'(x)}, 1 - \frac{e^{\pi f(x)} + e^{-\pi f(x)} - 2}{\xi - \pi f'(x)}).
\]
It remains to consider the case \( \xi = \infty \). We want to show that in this case \((\chi_L(w_n), \eta_L(w_n)) \to (x, 1)\) as \( n \to \infty \). Since \( \xi_n \to \infty \), for every \( \xi > 0 \) there is an \( N(\xi) \) such that

\[
\int_{x}^{x+2(u_n-x)} \frac{f(t)dt}{(u_n-t)^2 + v_n^2} > \xi
\]  

whenever \( n > N(\xi) \). Let \( v_\xi(s) \) be the continuous function defined in Proposition 5.8. Then the inequality \[5.43\] above implies that

\[
G_2(u_n - x, v_n, x) > G_2(u_n - x, v_\xi(u_n - x); x).
\]

Since the function \( G_2(s, v; x) \) is monotonically decreasing in \( v \) this implies that \( v_n < v_\xi(u_n - x, v_n; x) \) for all \( n > N(\xi) \). This implies that the sequence \( \{w_n\} \) is trapped inside the set

\[
\{(u, v) \in \mathbb{R}^2 : x < u < u_{N(\xi)}, 0 < v < v_\xi(u - x)\}
\]

whenever \( n > N(\xi) \). In particular for every \( n \) there exists an \( r_{k_n} \in G \) such that \( r_{k_n} > u_n \) and \( \lim_{n \to \infty} r_{k_n} = x \). Let \( X_n^{(\xi)} \) be the open set

\[
X_n^{(\xi)} = \{(u, v) \in \mathbb{R}^2 : x < u < r_{k_n}, 0 < v < v_\xi(u - x)\}.
\]

In particular \( w_n \) belongs to \( X_n^{(\xi)} \) for every \( n > N(\xi) \). Let \( T_n \) be the closed set, whose boundary equals

\[
\partial T_n = \{(t, 1) : x < t < r_{k_n} \} \bigcup \{W_L^{-1}(r_{k_n} + it) : 0 < t < v_\xi(r_{k_n} - x)\} \bigcup \{W_L^{-1}(t + iv_\xi(t)) : 0 < t < r_{k_n} - x\}
\]

\[
\bigcup \left\{ \left( x + \frac{1 - e^{-\pi \mathcal{H}f(x)}}{\xi' - \pi(\mathcal{H}f)'(x)} \right) \right\} : \xi' \geq \xi} \bigcup \{W_L^{-1}(t + iv_\xi(t)) : 0 < t < r_{k_n} - x\}
\]

\[
= \partial T_n \cup \partial T_n^2 \cup \partial T_n^3 \cup \partial T_n^4.
\]

We now show that \( W_L^{-1}(X_n^{(\xi)}) \subset T_n \). Since \( x \in S_{n_t}(\mu)^c \), it follows from Lemma 5.1 that all points of \( \partial T_n^1 \subset \partial W_L^{-1}(X_n^{(\xi)}) \). Since \( r_{k_n} \in G \), it follows that \( \lim_{v \to 0^+} (\chi_L(r_{k_n} + iv), \eta_L(r_{k_n} + iv)) = (r_{k_n}, 1) \). Hence \( \partial T_n^2 \subset \partial W_L^{-1}(X_n^{(\xi)}) \). By Proposition 5.8 \( \partial T_n^3 \subset \partial W_L^{-1}(X_n^{(\xi)}) \). On the other hand, by Lemma 5.1 and the fact that \( W_L^{-1} \) is a homeomorphism, we have that \( W_L^{-1}(X_n^{(\xi)}) \subset T_n \). This fact follows from Lemma 5.1 and Proposition 5.8 and the assumption that \( r_{k_n} \) is a regular point in \( S_{n_t}(\mu)^c \). In particular, \( (\chi_L(w_n), \eta_L(w_n)) \in T_n \) for every \( n > N(\xi) \). The trapping regions \( T_n \) are illustrated in figure 6. We will now show that \( \lim \sup_{n \to +\infty} d((x, 1), \partial T_n) \leq C/\xi \) for some positive constant \( C \) independent of \( \xi \), which implies that \( \lim_{n \to +\infty} (\chi_L(w_n), \eta_L(w_n)) = (x, 1) \). Recall that

\[
d((x, 1), \partial T_n) = \sup_{(x', y') \in \partial T_n} d((x, 1), (x', y')).
\]

Clearly,

\[
d((x, 1), \partial T_n^1) = r_{k_n} - x \to 0
\]
as \( n \to +\infty \). Similarly, from the proof of Proposition 5.8 it follows that

\[
\lim_{n \to \infty} d((x, 1), \partial T_n^2) = \left| \left( \frac{1 - e^{-\pi \mathcal{H}f(x)}}{\xi - \pi(\mathcal{H}f)'(x)} \right) \right|
\]

and

\[
d((x, 1), \partial T_n^3) = \left| \left( \frac{1 - e^{-\pi \mathcal{H}f(x)}}{\xi - \pi(\mathcal{H}f)'(x)} \right) \right|
\]
We now estimate $d((x, 1), \partial T_n^2)$. This is the most subtle part of the proof, and here the choice of the sequence $\{r_{k_n}\}_n$ is critical. By assumption the sequence $\{m_{\mathcal{H}^e}(r_{k_n})\}_n$ is bounded and hence by estimate (2.3) $H_{ce}(r_{k_n})$, is uniformly bounded. Thus, there is a constant $C'$ independent of $\xi$ such that for all $n$ and $0 < v < v_\xi(r_{k_n} - x)$,
\[
|1 - e^{-\pi H_{ce}(r_{k_n})} \cos(\pi P_v f(r_{k_n}))| \leq \frac{C'}{|\sin(\pi P_v f(r_{k_n}))|}
\]
and
\[
|e^{\pi H_{ce}(r_{k_n})} + e^{-\pi H_{ce}(r_{k_n})} - 2 \cos(\pi P_v f(r_{k_n}))| \leq \frac{C'}{|\sin(\pi P_v f(r_{k_n}))|}
\]
for all $n$. In addition,
\[
\frac{v}{|\sin(\pi P_v f(r_{k_n}))|} \leq \min\{P_v f(r_{k_n}), P_v(1 - f)(r_{k_n})\} \leq 1
\]
\[
\frac{v}{\min\{v^{-1} P_v f(r_{k_n}), v^{-1} P_v(1 - f)(r_{k_n})\}} \leq 1
\]
\[
\frac{v}{\min\{v_\xi(r_{k_n} - x)^{-1} P_v(r_{k_n} - x)f(r_{k_n}), v_\xi(r_{k_n} - x)^{-1} P_v(r_{k_n} - x)(1 - f)(r_{k_n})\}} \leq C'
\]
for all $0 < v < v_\xi(r_{k_n} - x)$, by the monotonicity of the function $v^{-1} P_v f(r_{k_n})$. By the same argument that was used to control (5.34) in the proof of Proposition 5.8 we see that
\[
\int_{\mathbb{R}} \frac{f(t)dt}{(r_{k_n} - t)^2 + v_\xi(r_{k_n} - x)^2} = \int_{|r_{k_n} - t| > r_{k_n} - x} \frac{f(t)dt}{(r_{k_n} - t)^2 + v_\xi(r_{k_n} - x)^2} + G_2(r_{k_n} - x, v_\xi(r_{k_n} - x); x)
\]
\[
\rightarrow \xi + \int_{\mathbb{R}} \frac{f(t)dt}{(x - t)^2}
\]
as $n \to \infty$. Furthermore,
\[
\int_{\mathbb{R}} \frac{(1 - f(t))dt}{(r_{k_n} - t)^2 + v_\xi(r_{k_n} - x)^2} = \int_{\mathbb{R}} \frac{dt}{(r_{k_n} - t)^2 + v_\xi(r_{k_n} - x)^2} - \xi + O(1)
\]
\[
= \frac{\pi}{v_\xi(r_{k_n} - x)} - \xi + O(1) \geq \xi
\]
whenever $n$ is sufficiently large. Hence,
\[
\limsup_{n \to \infty} d((x, 1), \partial T_n^2) \leq \frac{C'}{\xi}.
\]
Combining our estimates we have proved that there is a constant $C$ such that
\[
\limsup_{n \to \infty} d((x, 1), \partial T_n^2) \leq \frac{C}{\xi}.
\]
Since $\xi \in [0, \infty)$ was arbitrary, the result follows. The case when $x \in S_{nt}^{\text{sing.IV}}(\mu)$ is analogous.

\textbf{Theorem 5.2.} Let $x \in S_{nt}^{\text{sing.I}}(\mu) \cup S_{nt}^{\text{sing.II}}(\mu)$ and that the assumptions of Proposition 5.6 and Proposition 5.7 are satisfied. Furthermore, assume that there exists sequences $\{r_n\}_n \subset G$ and $\{l_n\}_n \subset G$ of regular points such that $r_n > x$ and $l_n < x$ for all $n$ and such that $\lim_{n \to \infty} r_n = \lim_{n \to \infty} l_n = x$. Finally assume that
\[
\max\{\sup_n |m_{\mathcal{H}^e}(r_n)|, \sup_n |m_{\mathcal{H}^e}(l_n)|\} = m < +\infty.
\]
if $x (5.44)$ implies that whenever $n$ all $n$

Since the function $G(s, v; x)$ is monotonically decreasing in $v$ this implies that $v < v(x_n - x; v_n; x)$ for all $n > N(\xi)$. This implies that the sequence $\{w_n\}_n$ is contained inside the set

$$\{(u, v) \in \mathbb{H} : x \leq u < u_N(\xi), 0 < v < v(x - x)\}$$
whenever \( n > N(\xi) \). In particular for every \( n \) there exists an \( r_{kn} \in G \) such that \( r_{kn} > u_n \) and \( \lim_{n \to \infty} r_{kn} = x \). Let \( X_n^{(\xi)} \) be the open set
\[
X_n^{(\xi)} = \{(u, v) \in \mathbb{R}^2 : x < u < r_{kn}, 0 < v < v_\xi(u - x)\}.
\]
In particular \( w_n \) belongs to \( X_n^{(\xi)} \) for every \( n > N(\xi) \). A similar arguments to that in the proof of Theorem 5.1 shows \( \partial W_n^{-1}(X_n^{(\xi)}) \subset T_n \), where \( T_n \) is the closed set whose boundary equals
\[
\partial T_n = \{(t, 1) : x \leq t \leq r_{kn}\} \cup \{W_n^{-1}(r_{kn} + it) : 0 < t \leq v_\xi(r_{kn} - x)\} \cup \{W_n^{-1}(t + iv_\xi(t)) : 0 < t \leq r_{kn} - x\}
\]
\[
\bigcup \left\{ \left( x, 1 + \frac{\delta e^\pi Hf(x)}{\xi + 1} \right) : \xi' \geq \xi \right\}
\]
\[
:= \partial T_n^1 \cup \partial T_n^2 \cup \partial T_n^3 \cup \partial T_n^4.
\]
In particular, \((\chi(w_n), \eta(w_n)) \in T_n \) for every \( n > N(\xi) \). We will now show that \( \lim_{n \to +\infty} d((x, 1), \partial T_n) = C/\xi \) for some positive constant \( C \) independent of \( \xi \), which implies that \( \lim_{n \to +\infty} (\chi(w_n), \eta(w_n)) = (x, 1) \). Clearly,
\[
d((x, 1), \partial T_n) = r_{kn} - x \to 0
\]
as \( n \to +\infty \). Similarly, from the proof of Proposition 5.6 it follows that
\[
\limsup_{n \to +\infty} d((x, 1), \partial T_n^4) = \left| \left( x, 1 + \frac{\delta e^\pi Hf(x)}{\xi + 1} \right) \right|
\]
and
\[
d((x, 1), \partial T_n^4) = \left| \left( \frac{1 - e^{-\pi Hf(x)}}{\xi - \pi(Hf)'(x)}, \frac{e^{\pi Hf(x)} + e^{-\pi Hf(x)} - 2}{\xi - \pi(Hf)'(x)} \right) \right|.
\]
We now estimate \( d((x, 1), \partial T_n^4) \). As in Theorem 5.1 this is the most subtle part of the proof, and here the choice of the sequence \( \{r_{kn}\} \) is critical. A computation gives
\[
\pi H_y f(r_{kn}) = -\log \sqrt{(r_{kn} - x)^2 + v^2} + \log \sqrt{(r_{kn} + \delta - x)^2 + v^2} + H_v \varphi(r_{kn})
\]
and
\[
\pi P_v f(r_{kn}) = -\arctan \left( \frac{r_{kn} - x}{v} \right) + \arctan \left( \frac{r_{kn} - x + \delta}{v} \right) + \pi P_v \varphi(r_{kn})
\]
\[
= \arctan \left( \frac{v}{r_{kn} - x} \right) - \arctan \left( \frac{v}{r_{kn} - x + \delta} \right) + \pi P_v \varphi(r_{kn})
\]
Hence, using the trigonometric identity \( \sin(\arctan x + y) = (1 + x^2)^{-1/2}(x \cos y + \sin y) \) we get
\[
\sin(\pi P_v f(r_{kn})) = \frac{1}{\sqrt{1 + \left( \frac{r_{kn} - x}{v} \right)^2}} \left( \cos[\pi P_v \varphi(r_{kn}) - O(v)] + \frac{r_{kn} - x}{v} \sin[\pi P_v \varphi(r_{kn}) - O(v)] \right)
\]
\[
= \frac{1}{\sqrt{1 + \left( \frac{r_{kn} - x}{v} \right)^2}} \left( \cos[\pi P_v \varphi(r_{kn})] + \frac{r_{kn} - x}{v} \sin[\pi P_v \varphi(r_{kn})] + O(v) + O(r_{kn} - x) \right)
\]
By assumption the sequence \( \{mH \varphi(r_{kn})\} \) is bounded and hence by estimate 2.3 \( |H_v \varphi(r_{kn})| \) is uniformly bounded. Thus there exists a constant \( m \), independent of \( \xi \) such that
\[
|\langle \chi \xi (r_{kn}, v) - r_{kn}, \eta \xi (r_{kn}, v) - 1 \rangle| \leq \frac{\sqrt{(r_{kn} + \delta)^2 + v^2}}{\sqrt{(r_{kn} - x)^2 + v^2}} \frac{v \sqrt{5(1 + e^m)}}{\sin(\pi P_v \varphi(r_{kn}))}
\]
\[
\leq \frac{C}{\sqrt{1 + \left( \frac{r_{kn} - x}{v} \right)^2}} \frac{1}{\sin(\pi P_v \varphi(r_{kn}))}
\]
where \( C \) does not depend on \( n \). Using (5.45), one gets
\[
\sqrt{1 + \frac{(r_{kn} - x)^2}{v^2}} |\sin(\pi P_v \varphi(r_{kn}))| \geq \frac{r_{kn} - x}{v} \sin[\pi P_v \varphi(r_{kn})] - 1
\]
\[
\geq \frac{r_{kn} - x}{2v} \min\{P_v \varphi(r_{kn}), P_v(1 - \varphi)(r_{kn})\} - 1
\]
\[
= \frac{1}{2\pi} \min\left\{ \int_{\mathbb{R}} \frac{(r_{kn} - x)\varphi(t)dt}{(r_{kn} - t)^2 + v^2}, \int_{\mathbb{R}} \frac{(r_{kn} - x)(1 - \varphi(t))dt}{(r_{kn} - t)^2 + v^2} \right\} - 1.
\]
Using that
\[
\int_{\mathbb{R}} \frac{(r_{kn} - x)\varphi(t)dt}{(r_{kn} - t)^2 + v^2} = G_1(r_{kn} - x, v; x) + \int_{\mathbb{R} \backslash [x, x + 2(r_{kn} - x)]} \frac{(r_{kn} - x)\varphi(t)dt}{(r_{kn} - t)^2 + v^2},
\]
we can estimate the second term to get
\[
\left| \int_{\mathbb{R} \backslash [x, x + 2(r_{kn} - x)]} \frac{(r_{kn} - x)\varphi(t)dt}{(r_{kn} - t)^2 + v^2} \right| \leq 2(r_{kn} - x) \int_{(r_{kn} - x)}^{+\infty} \frac{dt}{t^2} \leq 2
\]
Moreover, by monotonicity one has that \( G_1(r_{kn} - x, v; x) \geq G_1(r_{kn} - x, v_\xi(r_{kn} - x); x) \). This implies that for \( v \leq v_\xi(r_{kn} - x) \)
\[
\min\left\{ \int_{\mathbb{R}} \frac{(r_{kn} - x)\varphi(t)dt}{(r_{kn} - t)^2 + v^2}, \int_{\mathbb{R}} \frac{(r_{kn} - x)(1 - \varphi(t))dt}{(r_{kn} - t)^2 + v^2} \right\} \geq \frac{2}{v} \arctan \left( \frac{r_{kn} - x}{v} \right) - G_1(r_{kn} - x, v_\xi(r_{kn} - x); x) - 2 \geq \xi - 2
\]
for \( n \) sufficiently large. In particular this implies that
\[
|(\chi_\mathcal{L}(r_{kn}, v) - r_{kn}, \eta_\mathcal{L}(r_{kn}, v) - 1)| \leq \frac{C}{\sqrt{1 + \frac{(r_{kn} - x)^2}{v^2}}} \frac{1}{\xi - 9}
\]
where \( \xi > 9 \). Since \( \xi > 9 \) was arbitrary we get
\[
\limsup_{n \to \infty} d((x, 1), \partial T_n^2) = 0
\]
This implies that \( \lim_{n \to \infty} (\chi_\mathcal{L}(w_n), \eta_\mathcal{L}(w_n)) = \{x, 1\} \). The case when \( x \in \mathcal{S}_{nl}^{\text{sing, II}}(\mu) \) is analogous. \( \square \)

**Proposition 5.10.** Let \( \mathcal{H}^1 \) denote the one dimensional Hausdorff measure. Then there exists a \( \mu \in \mathcal{M}_+^1(\mathbb{R}) \), such that \( \mathcal{H}^1(\partial \mathcal{L}) = +\infty \).

**Proof.** Let
\[
f_1(t) = t^2 \sin^2(t^{-1}) \chi_{[-\frac{\pi}{2}, \frac{\pi}{2}]}(t)
\]
A Taylor expansion around \( t = \frac{1}{k\pi} \) for \( |k| = 2, 3, 4, ... \) shows that
\[
\int_{\mathbb{R}} \frac{f_1(t)dt}{(\frac{1}{k\pi} - t)^2} < +\infty.
\]
Moreover,
\[
\int_{\mathbb{R}} \frac{f_1(t)dt}{t^2} < C + \int_{\frac{\pi}{k\pi}} \frac{t^2dt}{t^2} < +\infty.
\]
We now show that in fact sup \( n \geq 2 \left\{ \int_{\mathbb{R}} \frac{f_1(t)dt}{\frac{1}{\pi n} - t} \right\} < +\infty \). Write
\[
\int_{-2/(3\pi)}^{2/(3\pi)} t^2 \sin^2(t^{-1})dt = \int_{-2/(3\pi)}^{1/(\pi n + \pi/2)} t^2 \sin^2(t^{-1})dt + \int_{1/(\pi n + \pi/2)}^{1/(\pi n - \pi/2)} t^2 \sin^2(t^{-1})dt + \int_{1/(\pi n - \pi/2)}^{2/(3\pi)} t^2 \sin^2(t^{-1})dt
:= I_1^{(n)} + I_2^{(n)} + I_3^{(n)}.
\]

We first estimate \( I_1^{(n)} \). We get
\[
I_1^{(n)} \leq \int_{-2/(3\pi)}^{1/(\pi n + \pi/2)} \frac{t^2 dt}{(t - \frac{1}{\pi n})^2} = \left[ t - \frac{1}{\pi n} \right] \frac{2}{\pi n} \log \left| t - \frac{1}{\pi n} \right|_{-2/(3\pi)}^{1/(\pi n + \pi/2)} = \frac{2}{3\pi} + O(n^{-1} \log n).
\]
Similarly we get
\[
I_3^{(n)} \leq \frac{2}{3\pi} + O(n^{-1} \log n).
\]

We now consider \( I_2^{(n)} \). Using that \(|\sin t| \leq |t|\) for all \( t \) we get
\[
I_2^{(n)} = \int_{1/(\pi n + \pi/2)}^{1/(\pi n - \pi/2)} \frac{t^2 \sin^2(t^{-1})dt}{(t - \frac{1}{\pi n})^2} = (\pi n)^2 \int_{-\pi/2}^{\pi/2} \frac{\sin^2(x)dx}{(\pi n)^2 x^2} \leq (\pi n)^2 \int_{-\pi/2}^{\pi/2} \frac{x^2 dx}{(\pi n)^2 x^2}
\leq \frac{1}{(1 - \frac{1}{2n})^2}.
\]
Thus,
\[
\sup_{n \geq 2} \left\{ \int_{\mathbb{R}} \frac{f_1(t)dt}{\frac{1}{\pi n} - t} \right\} < +\infty.
\] (5.46)

We now consider \( \mathcal{H} f_1 ((\pi n)^{-1}) \). Note that \( \mathcal{H} f_1 (0) = 0 \), due to the symmetry of \( f_1 \) at 0. We now consider the sign of \( \mathcal{H} f_1 ((\pi n)^{-1}) \) for \( n = 2, 3, 4, ... \)
\[
\pi \mathcal{H} f_1 ((\pi n)^{-1}) = \int_{-2/(3\pi)}^{0} \frac{t^2 \sin^2(t^{-1})dt}{\frac{1}{\pi n} - t} + \int_{0}^{2/(3\pi)} \frac{t^2 \sin^2(t^{-1})dt}{\frac{1}{\pi n} - t} = \left\{ t = \frac{1}{x} \right\}
\]
\[
= \pi n \int_{-\pi/2}^{-3\pi/2} \frac{\sin^2(x)dx}{x(x - \pi n)} + \pi n \int_{3\pi/2}^{\pi/2} \frac{\sin^2(x)dx}{x(x - \pi n)}
= \pi n \int_{3\pi/2}^{+\infty} \frac{\sin^2(x)dx}{x^2(x - \pi n)(x + \pi n)} = \pi n I(n),
\]
and
\[
I(n) = \int_{3\pi/2}^{+\infty} \frac{\sin^2(x)dx}{x^2(x - \pi n)(x + \pi n)} = \int_{3\pi/2}^{\pi/2} \frac{\sin^2(x)dx}{x^2(x - \pi n)(x + \pi n)} + \int_{\pi/2}^{2\pi - 3\pi/2} \frac{\sin^2(x)dx}{x^2(x - \pi n)(x + \pi n)}
+ \int_{2\pi - 3\pi/2}^{+\infty} \frac{\sin^2(x)dx}{x^2(x - \pi n)(x + \pi n)}.
\]
Furthermore,

\[
\int_{3\pi/2}^{\pi n} \frac{\sin^2(x)dx}{x^2(x-\pi n)(x+\pi n)} + \int_{\pi n}^{2\pi n-3\pi/2} \frac{\sin^2(x)dx}{x^2(x-\pi n)(x+\pi n)} = \\
\int_{3\pi/2-\pi n}^{\pi n-3\pi/2} \frac{\sin^2(t+\pi n)dt}{(t+\pi n)^2(t+2\pi n)} + \int_{\pi n-3\pi/2}^{\pi n} \frac{\sin^2(t+\pi n)dt}{(t+\pi n)^2(t+2\pi n)}
\]

\[
= \int_{0}^{\pi n-3\pi/2} \frac{\sin^2(t)dt}{(t+\pi n)^2(t+2\pi n)} + \int_{0}^{\pi n} \frac{\sin^2(t)dt}{(t+\pi n)^2(t+2\pi n)}
\]

\[
= \int_{0}^{\pi n-3\pi/2} \frac{\sin^2(t)}{t} \left\{ \frac{1}{(t+\pi n)^2(t+2\pi n)} + \frac{1}{(t-\pi n)^2(t-2\pi n)} \right\} dt
\]

\[
= \int_{0}^{\pi n-3\pi/2} \frac{\sin^2(t)}{t} \left\{ \frac{10\pi^2n^2t+2t^3}{(t+\pi n)^2(t+2\pi n)(t-\pi n)^2(t-2\pi n)} \right\} dt = \{ t = \pi nx \}
\]

\[
= \frac{1}{(\pi n)^3} \int_{0}^{1-3/(2n)} \frac{\sin^2(\pi nx)}{x} \left\{ \frac{10x+2x^3}{(x+1)(x+2)(x-1)(x-2)} \right\} dx
\]

Let

\[
R(x) = \frac{5+2x^2}{(x+1)^2(x+2)(x-1)^2(x-2)^2}.
\]

An elementary estimate gives

\[
-\frac{7}{2} \frac{1}{(x-1)^2} \leq R(x) \leq -\frac{5}{32} \frac{1}{(x-1)^2}
\]

valid for all \( x \in [0, 1) \). Hence

\[
\int_{0}^{1-3/(2n)} \sin^2(\pi nx)R(x)dx \leq -\frac{5}{32} \int_{0}^{1-3/(2n)} \frac{\sin^2(\pi nx)dx}{(x-1)^2}.
\]

Furthermore, choose \( 0 < \varepsilon < \pi/2 \). Then

\[
\frac{1}{\pi n} \int_{0}^{1-3/(2n)} \frac{\sin^2(\pi nx)dx}{(x-1)^2} \geq \int_{0}^{\pi n-3\pi/2} \frac{\sin^2(t)dt}{(t-\pi n)^2} \geq \sum_{k=1}^{n-1} \int_{(k-1)\pi}^{k\pi} \frac{\sin^2(t)dt}{(t-\pi n)^2}
\]

\[
= \sum_{k=1}^{n-1} \int_{0}^{\pi (k-1)\pi - \pi n} \frac{\sin^2(\pi x)}{x^2(x-\pi n)^2} \geq \sin^2(\varepsilon) \sum_{k=1}^{n-1} \int_{0}^{\pi (k-1)\pi - \pi n} \frac{\sin^2(\pi x)}{x^2(x-\pi n)^2}
\]

\[
= \sum_{k=1}^{n-1} \int_{0}^{\pi (k-1)\pi - \pi n} \frac{\sin^2(\pi x)}{x^2(x-\pi n)^2} \geq \sin^2(\varepsilon) \sum_{k=1}^{n-1} \int_{0}^{\pi (k-1)\pi - \pi n} \frac{\sin^2(\pi x)}{x^2(x-\pi n)^2} \geq \frac{(\pi - 2\varepsilon)}{\pi^2 n} \frac{\sin^2(\varepsilon) n}{3} = \frac{(\pi - 2\varepsilon) \sin^2(\varepsilon)}{3\pi^2}.
\]

Thus,

\[
\int_{0}^{1-3/(2n)} \sin^2(\pi nx)R(x)dx \leq -\frac{5}{32} \frac{(\pi - 2\varepsilon) \sin^2(\varepsilon) n}{3\pi}.
\]

In addition,

\[
\int_{0}^{1-3/(2n)} \sin^2(\pi nx)R(x)dx \geq -\frac{7}{2} \int_{0}^{1-3/(2n)} \frac{dx}{(x-1)^2} \geq -\frac{7n}{3}.
\]
Finally, we have the estimate
\[
\int_{2\pi n - 3\pi/2}^{+\infty} \frac{\sin^2(x)dx}{x^2(x - \pi n)(x + \pi n)} = \frac{1}{(\pi n)^3} \int_{2-3/(2n)}^{+\infty} \frac{\sin^2(\pi nt)dt}{t^2(t - 1)(t + 1)} \\
\leq \frac{1}{(\pi n)^3} \int_{2-3/(2n)}^{+\infty} \frac{dt}{(t - 1)^4} \leq \frac{1}{(\pi n)^3} \frac{1}{3(1 - \frac{3}{n\pi})^3} \leq \frac{4}{3(n\pi)^3}.
\]

Estimates (5.47)-(5.49) gives
\[
\frac{14}{3\pi^2 n} - \frac{2 \cdot 4^3}{3\pi^2 n^2} \leq \pi \mathcal{H} f_1((\pi n)^{-1}) \leq -\frac{10}{32} \frac{(\pi - 2\varepsilon) \sin^2(\varepsilon)}{3\pi^3 n} + \frac{2 \cdot 4^3}{3\pi^2 n^2}.
\]

(5.50) shows that there exists an $N > 0$ such that $\mathcal{H} f_1((\pi n)^{-1}) < 0$ for all $n > N$. Moreover, (5.50) also shows that
\[
\sup_{n > 2} \{|\mathcal{H} f_1((\pi n)^{-1})|\} < +\infty.
\]

Let $f_2(t) = \chi_{[1/2, a]}(t)$ and choose $a$ so that $\int_{\mathbb{R}} (f_1(t) + f_2(t))dt = 1$. Let $f = f_1 + f_2$ be the density of the measure $\mu$. Since $\pi \mathcal{H} f_2(x) < 0$ for all $x < 1/2$, and $\pi \mathcal{H} f_2(x)$ is a continuous function on $[-\frac{2}{3\pi}, \frac{2}{3\pi}]$ it follows that
\[
\inf_{n > N} \{|\mathcal{H} f((\pi n)^{-1})|\} = m_2 > 0.
\]

Furthermore,
\[
\sup_{n > 2} \left\{ \int_{\mathbb{R}} \frac{f(t)dt}{(\frac{1}{\pi} - t)^2} \right\} := m_1 < +\infty.
\]

Thus we have shown that
\[
\left\{ \frac{1}{\pi n} : n > N \right\} \cup \{0\} \subset \mathcal{S}_{n}^{\text{sing,III}}(\mu).
\]

Moreover, every $x \in \{(\pi n)^{-1} : n > N\}$ satisfies the assumptions of Proposition 5.8. In addition, $f$ is Lipschitz continuous on $(-\frac{2}{3\pi}, \frac{2}{3\pi})$. Therefore, the function $H_n f(u)$ defined on $\{u + iv \in \mathbb{H} : u \in [-\frac{2}{3\pi} + \delta, \frac{2}{3\pi} - \delta], v \geq 0\}$ with boundary value $\mathcal{H} f(u)$. Proposition 5.8 and (5.51) and (5.52) implies that there exists a $d > 0$ such that
\[
\mathcal{H}^1(\partial \mathcal{L}((\pi n)^{-1})) > |1 - \eta^\text{III}_n((\pi n)^{-1})| > d
\]
for all $n > N$. This immediately implies that $\mathcal{H}^1(\partial \mathcal{L}) = +\infty.$

\[\square\]

6 Appendix

6.1 Additional Results

Lemma 6.1.
\[
\partial \mathcal{L} = \partial \mathcal{L}(\infty) \cup \left( \bigcup_{x \in \mathbb{R}} \partial \mathcal{L}(x) \right).
\]
Proof. Let \( \omega_x = \{w_n\}_n \subset H \) be a sequence such that \( \lim_{n \to \infty} w_n = x \). Then \( \{W_{\omega_x}^{-1}(w_n)\} \subset \mathcal{L} \). Since \( \mathcal{L} \subset \mathcal{P} \), \( \mathcal{L} \) is compact. By Heine-Borel theorem, it follows that \( \partial \mathcal{L}_{[\omega]}(x) \neq \emptyset \). Assume that there exists a point \( (\chi', \eta') \in \mathcal{L} \cap \partial \mathcal{L}_{[\omega]}(x) \). Then there exists a subsequence \( \{w_{n_k}\}_k \) such that \( (\chi_{\omega}(w_{n_k}), \eta_{\omega}(w_{n_k})) \to (\chi', \eta') \). However, since \( W_{\omega} \) is a homeomorphism, it follows that \( \lim_{k \to \infty} w_{n_k} = w' = W_{\omega}((\chi', \eta')) \), a contradiction. Hence \( \partial \mathcal{L}_{[\omega]}(x) \subset \partial \mathcal{L} \). Since this holds for every such sequence \( \omega = \omega_x \), it follows that

\[
\partial \mathcal{L}(x) = \bigcup_{[\omega] \in \mathcal{S}_x} \partial \mathcal{L}_{[\omega]}(x) \subset \partial \mathcal{L}.
\]

In particular this holds for every \( x \in \mathbb{R} \). Thus,

\[
\bigcup_{x \in \mathbb{R}} \partial \mathcal{L}(x) \subset \partial \mathcal{L}.
\]

Finally, Lemma 2.1 in [2] proves that for any sequence \( \{w_n\}_n \subset \mathbb{H} \), such that \( \lim_{n \to \infty} |w_n| = \infty \), \( \lim_{n \to \infty} (\chi_{\omega}(w_n), \eta_{\omega}(w_n)) = (\frac{1}{2} + \int_{\mathbb{R}} x d\mu(x), 0) \in \partial \mathcal{L} \). This shows that

\[
\partial \mathcal{L}(\infty) \bigcup \left( \bigcup_{x \in \mathbb{R}} \partial \mathcal{L}(x) \right) \subset \partial \mathcal{L}.
\]

We now show the reverse inclusion. Let \( (\chi', \eta') \in \partial \mathcal{L} \). Then there exists a sequence \( \{(\chi_n, \eta_n)\}_n \subset \mathcal{L} \) such that \( \lim_{n \to \infty} (\chi_n, \eta_n) = (\chi', \eta') \). Let \( w_n = W_{\omega}(\chi_n, \eta_n) \). Assume that the sequence \( \{w_n\}_n \) is unbounded. Then it contains a subsequence \( \{w_{n_k}\}_k \) such that \( \lim_{k \to \infty} |w_{n_k}| = \infty \). Then Lemma 2.1 in [2] shows that \( (\chi', \eta') = (\frac{1}{2} + \int_{\mathbb{R}} x d\mu(x), 0) \). However, this implies that \( \lim_{n \to \infty} |w_n| = \infty \). Thus, we may assume that the sequence \( \{w_n\}_n \) is bounded in \( \mathbb{H} \). Consider the set of limit points of \( \{w_n\}_n \), that is \( \{w_n\}_n \setminus \{w_n\}_n \cap \mathbb{H} \). Then there exists a subsequence \( \{w_{n_k}\}_k \) such that \( \lim_{k \to \infty} w_{n_k} = w' \). However since \( W_{\omega} \) is a homeomorphism, this implies that \( \lim_{k \to \infty} W_{\omega}^{-1}(w_{n_k}) = W_{\omega}^{-1}(w') \neq (\chi', \eta') \), a contradiction. Thus \( \{w_{n_k}\}_k \subset \mathcal{L} \). This shows that

\[
\partial \mathcal{L} \subset \partial \mathcal{L}(\infty) \bigcup \left( \bigcup_{x \in \mathbb{R}} \partial \mathcal{L}(x) \right).
\]

\[\square\]

Proposition 6.1. Let \( f \in L^p(\mathbb{R}) \) where \( p > 1 \). Assume that

\[
\int_{x-1}^{x+1} \frac{|f(x) - f(t)| dt}{|x - t|} < +\infty. \tag{6.2}
\]

Then for every non-tangential convergent sequence \( \{u_n + iv_n\}_n \) to \( x \),

\[
\lim_{n \to \infty} H_{u_n} f(u_n) = \mathcal{H} f(x). \tag{6.3}
\]

Moreover, \( x \in \mathcal{L} f \).

Proof. We first note that (6.2) implies that

\[
\lim_{h \to 0^+} \int_{x-h}^{x+h} \frac{|f(x) - f(t)| dt}{|x - t|} \geq \lim_{h \to 0^+} \int_{x-h}^{x+h} \frac{|f(x) - f(t)| dt}{2h} = 0.
\]

Thus, \( x \in \mathcal{L} f \). We now show that \( \mathcal{H} f(x) \) exists. We have for every \( R > 0 \) sufficiently large

\[
\int_{|x-t| > R} \frac{f(t) dt}{x-t} = \int_{|x-t| > R} \frac{(f(t) - f(x)) dt}{x-t} + \int_{|x-t| > R} \frac{f(x) dt}{x-t} = J_1 + J_2.
\]


We first estimate $I_2$. Since $f \in L^p(\mathbb{R})$ we have by Hölder’s inequality

$$|J_2| \leq \|f\|_p \left( \int_{|x-t| > R} \frac{dt}{|x-t|^q} \right)^{1/q} = \frac{\|f\|_p 2^{1/q}}{(q-1)^{1/q} R^{(q-1)/q}},$$

where $q = \frac{p}{p-1} > 1$. Moreover, since

$$\lim_{\varepsilon \to 0^+} \frac{(f(x) - f(t)) \chi_{|t| > \varepsilon}}{x-t} = \frac{f(x) - f(t)}{x-t}$$

for all $t \neq x$, and

$$\frac{|f(t) - f(x)| \chi_{|t| > \varepsilon}}{|x-t|} \leq \frac{|f(t) - f(x)|}{|x-t|},$$

it follows by (6.2) and Lebesgue dominated convergence theorem that

$$\lim_{\varepsilon \to 0^+} \int_{|x-t| < \varepsilon} \frac{f(t) - f(x)}{x-t} dt = \int_{|x-t| < R} \frac{f(t) - f(x)}{x-t} dt.$$

Since $R > 0$ was arbitrary and $f \in L^p(\mathbb{R})$ it follows that

$$\pi \mathcal{H} f(x) = \lim_{R \to \infty} \int_{|x-t| < R} \frac{f(x) - f(t)}{x-t} dt = \int_{\mathbb{R}} \frac{f(x) - f(t)}{x-t} dt$$

exists. Now consider a non-tangentially convergent sequence $\{u_n + iv_n\}_n$ to $x$. Then $\{u_n + iv_n\}_n \subset \Gamma_k(x)$ for some $k > 0$. We may assume that $u_n - x \geq 0$. Then

$$-\pi H_{w_n} f(u_n) = \int_{\mathbb{R}} \frac{-(u_n - t)(f(x) - f(t)) dt}{(u_n - t)^2 + v_n^2} = \int_{\mathbb{R}} \frac{(u_n - t)(f(x) - f(t)) dt}{(u_n - t)^2 + v_n^2} + \int_{\mathbb{R}} (u_n - t)(f(x) - f(t)) dt$$

$$\quad \quad = f_1^{(n)} + f_2^{(n)}.
$$

We first consider $I_2^{(n)}$. By Lemma 6.3

$$\frac{|u_n - t| \chi_{\mathbb{R} \setminus [x,x+2(u_n-x)]}(t)}{(u_n - t)^2 + v_n^2} \leq \frac{2}{|x-t|}$$

for all $t$, and

$$\lim_{n \to \infty} \frac{(u_n - t)(f(x) - f(t)) \chi_{\mathbb{R} \setminus [x,x+2(u_n-x)]}(t)}{(u_n - t)^2 + v_n^2} = \frac{f(x) - f(t)}{x-t}$$

for all $t \neq x$, we get form (6.2) and Lebesgue’s dominated convergence theorem that

$$\lim_{n \to \infty} \int_{\mathbb{R} \setminus [x,x+2(u_n-x)]} \frac{(u_n - t)(f(x) - f(t)) dt}{(u_n - t)^2 + v_n^2} = -\pi \mathcal{H} f(x).$$

We now consider $I_1^{(n)}$. Since $\{u_n + iv_n\}_n \subset \Gamma_k(x)$,

$$|f_1^{(n)}| \leq \int_x^{u_n + (u_n-x)} \frac{|(u_n - t)(f(x) - f(t))| dt}{(u_n - t)^2 + v_n^2} \leq \frac{1}{v_n} \int_x^{u_n + (u_n-x)} |f(x) - f(t)| dt$$

$$\leq \frac{(u_n - x)}{v_n} \int_{x-2(u_n-x)}^{x+2(u_n-x)} |f(x) - f(t)| dt \leq k \frac{1}{(u_n - x)} \int_{x-2(u_n-x)}^{x+2(u_n-x)} |f(x) - f(t)| dt \to 0$$

as $n \to \infty$, since $x \in L_f$. \qed
Lemma 6.2. Let $f, g : [0, +\infty) \to [0, +\infty)$ be monotonically decreasing continuous functions. Then $\min\{f, g\} : [0, +\infty) \to [0, +\infty)$ is also a continuous monotonically decreasing function.

Proof. Using the identity
$$\min\{f(x), g(x)\} = \frac{1}{2} (f(x) + g(x) - |f(x) - g(x)|),$$
the continuity of $\min\{f, g\}$ is immediate. Let $y > x$. Then by (6.4) and the triangle inequality
$$2(\min\{f(y), g(y)\} - \min\{f(x), g(x)\}) \leq (f(y) + g(y) - |f(y) - g(y)|) - (f(x) + g(x) - |f(x) - g(x)|)$$
$$\leq f(y) - f(x) + g(y) - g(x) + |f(x) - f(y) + g(y) - g(x)|$$
$$\leq f(y) - f(x) + |f(x) - f(y)| + g(y) - g(x) + |g(y) - g(x)|.$$ By monotonicity, $f(y) - f(x) \leq 0$ and $g(y) - g(x) \leq 0$, which implies
$$2(\min\{f(y), g(y)\} - \min\{f(x), g(x)\}) \leq f(y) - f(x) - (f(y) - f(x)) + (g(y) - g(x) - (g(y) - g(x)) \leq 0.$$
Hence $\min\{f, g\}$ is monotonically decreasing. \hfill \Box

Lemma 6.3. Assume $u_n > x$. Then
$$\frac{|u_n - t| x_{[x,x+2(u_n-x)]}(t)}{(u_n - t)^2 + u_n^2} \leq \frac{1}{|u_n - t|} \leq \frac{2}{|x - t|}$$
for all $t$.

Proof. By translation invariance we may assume that $x = 0$. Clearly, $|u_n - t| > |t|$ when $t < 0$ which implies
$$\frac{1}{|u_n - t|} \leq \frac{1}{|t|} \leq \frac{2}{|t|} \quad (t < 0).$$
Now assume that $t > u_n > 0$. Then the equation
$$\frac{1}{|u_n - t|} = \frac{2}{|t|}$$
has the unique solution $t = 2u_n$. This immediately implies that
$$\frac{1}{|u_n - t|} \leq \frac{2}{|t|} \quad (t \geq 2u_n).$$
\hfill \Box

Lemma 6.4. Let $a, b \in \mathbb{R}$, and $a < b$. Assume that $X_1, X_2 \subset [a, b]$ are measurable and that $\lambda(X_1) = m_1$ and $\lambda(X_2) = m_2$ are such that $m_1 + m_2 > b - a$. Then
$$\lambda(X_1 \cup X_2) \geq m_1 - m_2 - b + a.$$ 

Proof. By the inclusion-exclusion principle
$$\lambda(X_1 \cup X_2) = \lambda(X_1) + \lambda(X_2) - \lambda(X_1 \cap X_2).$$
Since $\lambda(X_1 \cup X_2) \leq b - a$ this gives the inequality
$$b - a \geq m_1 + m_2 - \lambda(X_1 \cap X_2).$$
which is equivalent to
$$\lambda(X_1 \cap X_2) \geq m_1 + m_2 - b + a. \quad \Box$$
Then a priori

Example 6.1. In this section we provide some details of the examples given earlier.

In this section we provide some details of the examples given earlier.

6.2 Examples

Example 6.1. Let \( f(t) = |\sin(t)|\chi_{[-1/2,1/2]}(t) + \chi_{[1/2,a]}(t) \), where \( a \) is chosen so that \( \int_{\mathbb{R}} f(t) dt = 1 \). Then a priori \( f \) is not defined at \( x = 0 \). However, we note that

\[
Mf(0, h) = \frac{1}{2h} \int_{-h}^{h} |\sin(t)| dt = \frac{1}{h} \int_{1/h}^{+\infty} |\sin(s)| \frac{ds}{s^2}
\]

\[
= \frac{1}{h} \int_{1/h}^{\pi m} |\sin(s)| \frac{ds}{s^2} + \frac{1}{h} \int_{\pi m}^{+\infty} |\sin(s)| \frac{ds}{s^2}
\]

for \( h \) sufficiently small, where \( m \) is the smallest integer such that \( 1/h \leq \pi m \). Hence,

\[
Mf(0, h) < \frac{1}{h} \int_{1/h}^{\pi m} \frac{1}{h^2} \frac{ds}{s^2} + \sum_{n=m}^{\infty} \frac{1}{n} \frac{1}{\pi n^2} \int_{\pi n}^{\pi(n+1)} |\sin(s)| \frac{ds}{s^2}
\]

\[
= \frac{h(\pi m - h^{-1})}{\pi} + \sum_{n=m}^{\infty} \frac{2}{n^2 \pi^2}
\]

\[
\leq \pi h + \sum_{n=m}^{\infty} \frac{2m}{\pi n^2} = \pi h + \frac{2m}{\pi} \sum_{k=0}^{\infty} \frac{1}{(k+1)^2} \leq \pi h + \frac{2m}{\pi} \int_{m+2}^{+\infty} \frac{dx}{x^2}
\]

\[
= \pi h + \frac{2m}{\pi} m^{-1},
\]

where we have used that \( \pi(m-1) \leq h^{-1} \leq \pi m \), which implies that \( h(\pi m - h^{-1}) \leq h(\pi m - \pi(m-1)) = \pi h \). Similarly,

\[
Mf(0, h) > \sum_{n=m}^{\infty} \frac{1}{h} \int_{\pi n}^{\pi(n+1)} |\sin(s)| \frac{ds}{s^2} = \sum_{n=m}^{\infty} \frac{2}{n\pi^2(n+1)^2} \geq \sum_{n=m}^{\infty} \frac{2(m-1)}{\pi(n+1)^2}
\]

\[
= \frac{2(m-1)}{\pi} \sum_{k=0}^{m-2} \frac{1}{(k+1)^2} \geq \frac{2m}{\pi} \int_{m+2}^{+\infty} \frac{dx}{x^2}
\]

\[
= \frac{2m}{\pi} m^{-1},
\]

Hence, since \( m \to \infty \) and \( h \to 0^+ \)

\[
\lim_{h \to 0^+} Mf(0, h) = \frac{2}{\pi}.
\]

Therefore, if \( 0 \) is to be a Lebesgue point of \( f \) we have to define \( f(0) := \frac{2}{\pi} \). However,

\[
\frac{1}{2h} \int_{-h}^{h} |\sin(t^{-1})| - \frac{2}{\pi} \frac{dt}{t^2} = \frac{1}{h} \int_{1/h}^{+\infty} |\sin(t)| - \frac{2}{\pi} \frac{dt}{t^2},
\]

and

\[
|\sin(t)| > \frac{2}{\pi} \text{ for } t \in \bigcup_{k=0}^{+\infty} \left( \arcsin \frac{2}{\pi} + \pi k, \pi - \arcsin \frac{2}{\pi} + \pi k \right) \text{ and } t > 0.
\]

Therefore,

\[
\int_{\pi k}^{\pi (k+1)} |\sin(t)| - \frac{2}{\pi} \frac{dt}{t^2} \geq \int_{\pi k + \arcsin(2/\pi)}^{\pi - \arcsin(2/\pi) + \pi k} \left( \sin(t) - \frac{2}{\pi} \right) \frac{dt}{\pi^2 (k+1)^2}
\]

\[
= \frac{1}{\pi^2 (k+1)^2} \left[ 1 - 2 \left( \arcsin \frac{2}{\pi} \right)^2 \right] - \frac{2}{\pi^2 (k+1)^2} \left( \arcsin \frac{2}{\pi} \right) + \frac{2}{\pi^2 (k+1)^2} \arcsin \left( \frac{2}{\pi} \right).
\]
Let $m$ be the smallest integer such that $1/h < \pi m$. Then by the above there exist a positive constant $c > 0$ such that
\[
\frac{1}{h} \int_{1/h}^{\infty} \left| \sin(t) \right| - \frac{2}{\pi} \left\{ \frac{dt}{t^2} \right\} \geq \pi (m-1) \sum_{k=m}^{\infty} \frac{c}{(k+1)^2} \geq \pi c (m-1) \int_{m}^{\infty} \frac{1}{(x+2)^2} dx = \frac{\pi c (m-1)}{(m+2)} \to 0
\]
as $m \to +\infty$. Note that the last term does not converge to 0 as $h \to 0^+$. Therefore $0 \notin \mathcal{L}_f$. Since, $f^+(0) = f^-(0) = \frac{\pi}{2} < 1$, it follows from Proposition 3.5 that 0 is a regular point. However note that some of the the points $\left\{ \frac{1}{\pi + m} : k \in \mathbb{Z}, |k| \geq 2 \right\}$ may be singular.

Example 6.2. Let $I_n = (2^{(n+1)}, 2^{-n})$ and let
\[
f(t) = \sum_{k=1}^{+\infty} \left( 1 - \frac{1}{2k} \right) (\chi_{t_{2k}}(t) + \chi_{t_{2k}}(-t)) + \sum_{k=1}^{+\infty} \frac{1}{2k+1} (\chi_{t_{2k+1}}(t) + \chi_{t_{2k+1}}(-t)) + \chi_{(1/2,a]}(t),
\]
where $a$ is chosen so that $\int_{\mathbb{R}} f(t) dt = 1$. One can show that
\[
\limsup_{h \to 0^+} M_R f(0, h) = \limsup_{h \to 0^+} M_L f(0, h) = \lim_{k \to +\infty} \frac{1}{2} \int_{0}^{2^{-2k}} f(t) dt = \lim_{k \to +\infty} 2^{2k} \left( \int_{0}^{2^{-2k}} f(t) dt + \int_{2^{-2k}}^{2^{-2k-1}} f(t) dt + \int_{2^{-2k-1}}^{2^{-2k-2}} f(t) dt \right) \leq \lim_{k \to +\infty} 2^{2k} \left( 2^{-2k-2} + \frac{1}{2k+1} \left( 2^{-2k-1} - 2^{-2k-2} \right) + \left( 1 - \frac{1}{2k} \right) (2^{-2k} - 2^{-2k-1}) \right) = 3 < 1.
\]
Similarly, one can also show that
\[
\liminf_{h \to 0^+} M_R f(0, h) = \liminf_{h \to 0^+} M_L f(0, h) = \lim_{k \to +\infty} \frac{1}{2} \int_{0}^{2^{-2k-1}} f(t) dt = \lim_{k \to +\infty} 2^{2k+1} \left( \int_{0}^{2^{-2k}} f(t) dt + \int_{2^{-2k}}^{2^{-2k-2}} f(t) dt + \int_{2^{-2k-1}}^{2^{-2k-3}} f(t) dt \right) \geq \lim_{k \to +\infty} 2^{2k+1} \left( 1 - \frac{1}{2k+2} \right) \left( 2^{-2k-2} - 2^{-2k-3} \right) + \frac{1}{2k+1} (2^{-2k} - 2^{-2k-1}) \right) = \frac{1}{4} > 0.
\]
Hence, $x = 0$ does not belong to the Lebesgue set of $f$. However we see that $f$ satisfies the conditions of Proposition 3.5. This implies that $0$ is a regular point.
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