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Abstract

This thesis presents a new experimental setup for surface analysis studies, incorporating

chemical information from infrared reflection absorption spectroscopy (IRAS) and

quantitative information from quartz crystal microbalance (QCM). The integrated IRAS/QCM

surface analysis system enables in situ studies to be conducted of the metal/atmosphere

interaction on a sub-monolayer level. In combination with topographical information from

tapping mode atomic force microscopy (TM-AFM), it was possible to follow the formation of

corrosion products providing information about chemical identity, quantity and lateral

distribution. The newly developed system was used to study the influence of relative humidity

(RH) and levels of sulfur dioxide (SO2), ozone (O3) and nitrogen dioxide (NO2) down to

concentrations of sub parts-per-million (ppm), on the initial stages of atmospheric corrosion

of copper.

Exposure to RH led to the formation of small grains of cuprous oxide (Cu2O), with an average

diameter of approximately 40 nm. The grain nucleation rate increased with increasing RH due

to the increasing amount of physisorbed water on the surface.

Exposure to RH and SO2 led to the formation of copper sulfite (CuSO3•xH2O) species as well

as reduction in the rate of Cu2O formation. The formation of CuSO3•xH2O occurred through

the dissolution and consecutive precipitation of surface-bound copper sulfite complexes.

The roles of O3 and NO2 in the SO2-induced atmospheric corrosion of copper was also

investigated. O3 was found to have a two-fold effect, resulting in the oxidation of the copper

sulfite species to copper sulfate and the enhancement of Cu2O formation. NO2 promoted the

oxidation of copper sulfite species, though less efficiently than O3, and reduced Cu2O

formation. In addition, copper nitrate formation was observed.

IRAS was also used to investigate the interaction between SO2 and surfaces made of platinum

and palladium. Sulfuric acid formation was observed on both metals, showing the importance

of the surface on the formation of the metal/atmosphere reaction products.
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Introduction

The interaction between a metal and the surrounding atmosphere is of profound

importance for many natural and technical processes, such as the degradation of

metals discarded in the environment and the build up of corrosion products

leading to defective contacts in electronic devices caused by corrosion.

Corrosion through the interaction of metal surfaces with the atmosphere has

been observed by human societies ever since people first began to use metals.

However, it was not until Vernon 1 in the 1920s that the area of atmospheric

corrosion became a true scientific discipline.
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Figure 1 Diagrammatic representation of the metal/atmosphere interface.

During the last 30 years the field of corrosion science has developed

substantially. All the phases involved in the metal/atmosphere interface are

considered as illustrated by Figure 1, which includes gas, liquid and solid phases

and their interfaces. As a consequence of development in the field, collaboration

between chemists, electrochemists, physicist and material scientists is nowadays

necessary achieving a comprehensive understanding of atmospheric corrosion. It

can therefore truly be called an interdisciplinary field of science.
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The interaction between water and various surfaces in vacuum conditions has

been studied using a number of techniques, and extensively reviewed by Thiel

and Madey 2. There have also been many studies focusing on the adsorption of

water on metal surfaces at atmospheric pressure 3-5. Several research groups 6-9

have also examined the role of water in atmospheric corrosion in combination

with various gases or other corrosion stimulators in laboratory experiments. The

corrosion products formed in field environments and their formation sequences

have been studied for various materials including copper 10-13. However, well-

defined studies of the processes occurring at the metal/atmosphere interface are

difficult to perform and many questions still remain unanswered. The

mechanisms involved in the corrosion process must be clearly understood before

accurate accelerated tests can be performed. Accelerated tests have been

growing in importance in the industry for a number of reasons, such as the rapid

development of new materials and pollutants, the miniaturization of electronics,

and for financial reasons.

The research works undertaken here has led to the development of an

experimental setup for in situ studies of the metal/atmosphere interface

combining infrared reflection absorption spectroscopy (IRAS) and quartz crystal

microbalance (QCM). IRAS has previously proved to be an excellent tool for in

situ studies of atmospheric corrosion 9,14, however the quantification of

corrosion products using IRAS is difficult. Mass-sensitive QCM has for this

reason been integrated with the IRAS setup. QCM has previously shown

promising results in both field 15-17 and laboratory 3-5,7 studies. The IRAS/QCM

setup has been combined with tapping mode atomic force microscopy (TM-

AFM) studies to obtain information about the lateral distribution of the

corrosion products formed. The techniques have been applied in a study of the

copper-atmosphere interface (chosen for its significant importance to industry),

revealing new and detailed information about the mechanisms involved in

copper corrosion.
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Brief description of the techniques

Infrared reflection absorption spectroscopy

Infrared spectroscopy has been used for approximately 100 years 18. The

development started with the invention of the Michelson interferometer in 1891.

Michelson received the Nobel Prize in Physics in 1907, quote: "for his optical

precision instruments and the spectroscopic and metrological investigations

carried out with their aid". However, it was not until the late 1960s that infrared

spectroscopy became widely used. The main reason for the timing of this

increased use was the development and increasing availability of

microcomputers, which meant that Fast Fourier Transformations of the

interferogram could then be performed in the laboratory to calculate the infrared

spectra of samples. One of the advantages of FT-IR spectroscopy is that in

contrast to many other techniques, it can be used to characterize surfaces at

atmospheric pressure. The physical principle behind FT-IR spectroscopy is that

atoms within a molecule vibrate and can absorb a photon through the activation

of a vibration. A non-linear molecule with N atoms has 3N-6 internal degrees of

freedom (3N-5 for a linear molecule) when the translational and rotational

motions are subtracted 19. This means that there can be 3N-6 possible vibrations

within a non-linear molecule. The possible vibrations for a sulfite ion are

illustrated in Figure 2 20. The two asymmetric vibrations are doubly degenerated,

as the three oxygen atoms can not be distinguished from each other. However

chemical coordination of a sulfite ion and the surface via an oxygen atom will

split the degenerated vibrations due to the loss of symmetry, hence, allowing all

six vibrations to become distinguishable.
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Figure 2 Diagrammatic representation of the four fundamental vibrational modes in a sulfite

ion: ν1 (symmetric stretch), ν2 (symmetric bend), ν3 (asymmetric stretch) and ν4 (asymmetric

bend).

Coordination through the sulfur atom will not only cause a split in degenerated

vibration modes, but it will also increase the vibration frequency of the

stretching modes ν1 and ν2. A vibration can also interact with the oscillating

electrical field of light. Since the wavelength of infrared light (�1 µm) is

roughly three order of magnitude larger than the size of the molecule being

considered here (�1 nm), then this molecule will experience a uniform electric

field over its entire extent. As an example, consider the ν1 vibration of the sulfite

ion represented in Figure 2. An upward electric field will move the positive

sulfur atom upward and the negative oxygen atoms downward. As the electric

field oscillates it will induce an upward and downward movement of the atoms,

thereby causing vibration in the molecule. If this vibration causes a change in

the dipole moment of the molecule (as in this example), then the vibration is

said to be infrared active and can absorb energy from the light (see Figure 3).

This absorption is most efficient when the frequency of the oscillating electric

field is close to the resonance frequency of the vibration and is proportional to

the square in the change of dipole moment; which is expressed by A∝(�µ/�Qi)
2

where µ is the dipole moment and Qi is a normal coordinate.
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Figure 3 Diagrammatic representation of the surface selection rule. A change in the dipole

moment must have a component in the plane of incidence, perpendicular to the surface. The

ν1 vibration mode can interact and absorb the light whereas ν3 has its change of dipole

moment in the surface plane and is therefore unable to interact.

It should be stressed however that a molecule does not have to be a dipole to be

able to absorb infrared light, as a change in the dipole moment is sufficient.

In IRAS light is reflected off the surface of a sample. The electrical field of the

light can be divided into two perpendicular components  (E and E⊥) as it strikes

the surface. E is located in the plane of incidence, parallel to the angle defined

by the normal to the surface and the direction of the incoming light at the point

of incidence, and E⊥ is perpendicular to the plane of incidence. E⊥ exhibits a

phase shift of close to 180° on reflection at the surface, hence the sum of the

incident and reflected electric fields is approximately zero 21. The net effect of

this is that the infrared light polarized in the surface plane can not activate a

molecular vibration. Analogously, a molecule can only absorb infrared light

when the change in the dipole moment has a component in the plane of

incidence, perpendicular to the surface (see Figure 3). This is called the surface

selection rule. Thus, with p-polarized light (E⊥=0), surface sensitivity can be

increased as the background noise is reduced
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The main advantage of IRAS is that it can be used at atmospheric pressure or

even in liquids. The information depth using IRAS ranges from sub-monolayer

depths to approximately 1 µm and it is relatively straight forward to operate.

The drawbacks are mainly its poor lateral resolution (�10 mm2), relatively poor

time resolution in thin layers, and difficulties encountered in interpreting spectra

and quantifying the different species that are formed.

In summary, IRAS can be used to detect and follow the formation of species at

atmospheric pressure and enables information to be obtained about the

coordination of the various surface species being formed.

Quartz crystal microbalance

QCM is based on the piezoelectric effect discovered by Pierre and Jacques Curie

in 1880. The piezoelectric effect can be illustrated by applying pressure to a

piezoelectric material to generate an electric potential between the deformed

surfaces 22. A year later the same researchers discovered the inverse

phenonomen, that the application of a voltage to a piezoelectric material will

deform it. Consequently the application of an alternating voltage can result in a

deformation oscillation in a piezoelectric material. By shearing a piezoelectric

material along specific crystalline directions and sandwiching it between two

electrodes, these deformation oscillations can be controlled. The, so called, AT-

cut results in shear deformation of the crystal with a stable and sharp resonance

frequency. Figure 4 depicts an oscillating crystal, where λi represents the

wavelength for the resonance oscillation both with and without corrosion

products. The resonance frequency can be measured easily and λi calculated

thereafter. As λi is proportional to the thickness and the mass of the coated

crystal, the mass of the corrosion products can be calculated by comparing the

resonance frequency with and without corrosion products.
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Figure 4 Diagrammatic representation of an oscillating crystal, where λf and λ0 represents

the wavelength for the oscillation with and without corrosion products, respectively.

In 1959 Sauerbrey derived the Sauerbrey equation [1], to correlate change in

frequency change with change in mass 23

∆f = -2f0
2∆m/(ρqνq) [1]

where ∆f is the frequency shift, f0 the resonance frequency at the start of the

experiment, ∆m the mass change per area, ρq the density of quartz and, νq the

shear wave velocity of quartz. A change of 1 Hz corresponds to a mass change

of 20 ng/cm2 for a 5 MHz crystal. This is less than the weight of one monolayer

of water 24. ∆f is derived by assuming that the density and shear-wave velocity

are the same for all the materials involved (that is for the metal electrode, the

corrosion products and the quartz crystal). This assumption is valid where the

thickness of the quartz crystal is one or more orders of magnitudes greater than

that of the metal and the corrosion products formed. The assumption is also

made that the various layers are rigid, homogeneous and have good adhesion

properties. The validity of this assumption is not so obvious in the case of water

adsorbed on a surface. However, Rodahl and Kasemo 25 showed that the

Sauerbrey equation could be used with a high degree of accuracy in films of

water up to 0.1 µm thick.
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The main advantages with using QCM are that it can be used at atmospheric

pressure and can measure changes in mass of less than a monolayer, with a

degree of accuracy and high temporal resolution. The main drawbacks of QCM

are its lack of lateral resolution, inability to distinguish between the different

species responsible for the change in mass and its sensitivity to pressure and

temperature changes in the atmosphere.

In summary, QCM can monitor changes in mass with sub-monolayer sensitivity,

and can monitor adsorption of water films thinner than 0.1 µm.

Tapping mode atomic force microscopy

TM-AFM belong to a group of techniques collectively referred to as scanning

force microscopy (SFM). In 1981, Binnig et al. 26 invented the scanning

tunneling microscope (STM). Binnig and Rohrer received the Nobel Prize in

Physics in 1986, quote: "for their design of the scanning tunneling microscope".

With a STM it is possible to study single atoms on conducting materials at

atmospheric pressure. In 1986, Binnig et al. 27 introduced the atomic force

microscope (AFM), which can also be used on non-conducting materials.

Various modified forms of the SFM have followed since the development of the

AFM, including the kelvin force microscope (KFM), the magnetic force

microscope (MFM), and the friction force microscope (FFM) or the phase

detection imaging (PDI) microscope. The AFM uses a small tip to scan the

surface. The tip is maintained in constant contact with the surface, and is

therefore also referred to as contact mode-AFM, and the forces acting on the

surface are measured. If the sample is a soft material, the tip can cause a

deformation of the sample surface. This undesirable deformation is minimized

through utilizing TM-AFM, where the cantilever holding the scanning tip

oscillates with a frequency in the range of 10-400 kHz. As a result, the tip has
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only intermittent contact or even no contact at all with the surface, thereby

minimizing the resulting deformation of the sample surface (see Figure 5).

Sample

Oscillating cantilever with tip

Figure 5 Diagrammatic representation of a TM-AFM scanning tip.

A phase shift can occur between the driving signal for the cantilever and the

actual cantilever oscillation. This phase shift depends on many properties, such

as the composition of the sample material or its edges. PDI can be used to

enhance the contrast of an image as well as to obtain chemical information from

the sample.

The two main advantages of TM-AFM/PDI are the high lateral resolution that

can be obtained down to the atomic level at ambient conditions, and the

avoidance of sample-deformation by the tip during scanning. The main

drawbacks with TM-AFM/PDI are the difficulties experienced with PDI signal

interpretation when trying to extract chemical information from it and

distinguishing between the various different phases being formed.

In summarizing, TM-AFM/PDI can be used for in situ studies of the

atmospheric corrosion with a lateral resolution on an atomic level. However,

chemical information is difficult to extract.

X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS), also known as electron spectroscopy

for chemical analysis (ESCA), was developed by Siegbahn and coworkers 28-29.

Siegbahn received the Nobel Prize in Physics in 1981, quote: "for his



10

contribution to the development of high-resolution electron spectroscopy". XPS

is based on the principle that when a sample is irradiated with x-rays, it will emit

three components, scattered x-rays, secondary x-rays characteristic of the

irradiated sample, and electrons. The energy of an emitted electron, (Ek) equals

the energy of the x-ray photon, (hν) minus the binding energy of the electron,

(Eb) (see Figure 6).

 electron E=hν

Ek=hν-Eb

Figure 6 Diagrammatic representation of the emission of a photoelectron from an atom

irradiated with x-rays.

Eb is characteristic for each atom and its valence state, and can therefore be used

to identify the chemical state of an atom. An emitted electron can penetrate

through a few layers of atoms, therefore providing information to a depth of a

few nm. In order for the emitted electron to reach the detector, ultra high

vacuum (UHV) conditions are required.

The main advantages associated with XPS are the relative ease with which the

various different chemical species can be identified, and the relatively high

sensitivity to the sample surface that can be achieved. The main drawbacks are

the requirement for UHV conditions, the difficulties in obtaining information

from thicker layers of sample materials, and poor lateral resolution,

approximately 0.1 mm2.
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Combined IRAS and QCM setup.

An important part of this doctoral study was to integrate QCM into an existing

IRAS setup used for in situ atmospheric corrosion studies. To the best of the

author’s knowledge, there have been three other setups similar to this one 30-32.

Integration has been accomplished here through placing the metal-coated quartz

crystal (probe) in the same position as the sample in the IRAS setup, so that the

chemical information obtained from IRAS could be combined with the kinetic

information obtained from QCM. Figure 7 is a diagrammatic representation of

the experimental setup. The experimental setup consists of a FTIR spectrometer

with an external detector, a QCM sensor probe with a frequency counter, a

corrosive air generation and analysis system, and an exposure chamber.

FTIR  
spectrometer

Gas analysis: 
T, RH, O3 

SO2, NO2

Gas analysis

Sample and QCM probe

Polarizer

Detector

Figure 7 Diagrammatic representation of the experimental setup.

The FTIR spectrometer and detector allow scanning across the frequency range

where most metal oxides and corrosion products can be found, and the QCM

sensor probe can detect sub-monolayer amounts of, for instance, water or metal
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oxides. The gas generation/analysis system can at the present time handle a

corrosive gas containing humidity, SO2, O3 and NO2, which are some of the

most important corrosion stimulators present in the atmosphere.

A cross section through the exposure chamber showing the QCM sensor probe

and IR beam path is depicted in Figure 8. In order to enhance the surface

sensitivity to the sample, the beam is p-polarized and the angle of incidence is

optimized to approximately 80°. The corrosive air enters the chamber from

above. In Papers I and II, the air inlet was perpendicular to the surface sample,

whereas in Paper III the air inlet was as depicted in Figure 8.

Polarizer
Incident electric 
field vector 
(p-polarization)

From corrosive 
air generator

Metal coated 
quartz crystal

IR-beam

To detector

Frequency counter

Figure 8 Cross-section of the exposure chamber, showing the path for the IR-beam and the

corrosive gas inlet, as used in Paper III.
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Summary of the included papers

How well do IRAS and QCM correlate with each other, and what are the

limits of the system?

The practical potential of the IRAS/QCM setup was explored by studying the

atmospheric corrosion of copper. Here copper was initially exposed to purified

air at various levels of RH (see Paper I). As humidity entered the chamber QCM

registered a positive change in mass increasing with time (see Figure 9). When

the humidity was turned off, a negative change in mass was registered, though

this amount was less than the gain in mass previously registered. As humidity

was reintroduced, an increasing mass gain was registered once again.
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Figure 9. Mass change registered by QCM (y-axis LHS) and intensity of the IRAS

absorbance band for Cu2O (y-axis RHS) versus time.

In the IRAS spectra recorded simultaneously, there were three main absorbance

bands observed, the positions of which are indicated in Figure 10. The band at

645 cm-1, which grew with time (see Figure 9), corresponds to the formation of
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cuprous oxide 33-34, hereafter denoted Cu2O. The band at 1600 cm-1 corresponds

to the scissors vibration mode of water (�) and the broad band at 3400 cm-1 to

the symmetric and asymmetric stretching vibrations of water (ν), that is, the OH

groups in water 35. The latter band probably contains a minor contribution from

the hydroxylated surface (in other words the OH groups present at the interface

between a metal oxide and the aqueous adlayer 36). The absorption of water in

the gas phase is also visible here. When the humidity was turned off, the

intensity of the water bands decreased by more than 90%, whereas the intensity

of the Cu2O band remained essentially constant.
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Figure 10 IRAS spectrum of copper exposed to 80% RH, showing the absorbance bands

due to Cu2O and water. Background spectra (R0) were recorded in a dry atmosphere.

The combined information from IRAS and QCM suggests that the mass loss

registered by QCM when turning the humidity off corresponds to the amount of

physisorbed water on the surface (the aqueous adlayer), and that the remaining



15

mass gain corresponds to the formation of Cu2O. Thus, the combination of the

both techniques enables quantification of the various different species formed

during exposure.

The relationship between the intensities of both the Cu2O and the water

absorbance bands and the corresponding mass gain was determined using the

following procedure. First of all, varying the RH resulted in a variation in the

amount of physisorbed water and thereby a variation in the intensity of the water

absorbance bands. Plotting the intensity of the water bands due to the

physisorbed water against the amount of the physisorbed water measured by

QCM shows a linear relationship (see Figure 11).

0

0,002

0,004

0,006

0,008

0,01

0 0,1 0,2 0,3 0,4 0,5

A
bs

or
ba

nc
e 

/-
lo

g(
R

/R
0)

Mass change /µgcm -2

H
2
OCu

2
O

Figure 11 Intensity of the Cu2O and water absorbance bands vs. mass change measured by

QCM. The error bars indicate the scatter of the experimental data.

Using this relationship and subtracting the mass gain due to water from the total

mass gain registered by QCM, results in the mass gain due to Cu2O. In Figure
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11, the intensity of the Cu2O absorbance band is plotted against the mass change

due to Cu2O, and shows in a linear relationship. This relationship was verified

by plotting IRAS against cathodic reduction by Persson and Leygraf 33 and by

calculating theoretical IRAS spectra for a given Cu2O mass 37. All three methods

generated the same linear relationship. A final verification was done by

comparing the resonance frequency of the copper-coated quartz crystal prior to

the exposure, and after the experiment when the corrosion products had been

removed by pickling. The change in resonance frequency corresponds to the

maximum amount of copper oxidized during exposure (that is the total amount

of copper contained in the corrosion products). This amount agreed excellently

with the formation of Cu2O. Note that QCM only measures the addition or

removal of mass, therefore the mass gain due to Cu2O must be multiplied by

8.94 (the molar weight of Cu2O divided by the molar weight of O) to obtain the

actual mass of Cu2O, as it is only the addition of O that is measured here.

In Paper III, copper was exposed to RH, SO2, O3 and NO2. Using the same

procedure as describe above (subtracting the mass change of the known phase

and plotting the intensity of a new band against the remaining mass change), the

relationships for copper sulfite for simplicity reasons denoted CuSO3 
38-39,

copper sulfate (CuSO4) 
9,40, and copper hydroxy nitrate (CuNO3) 

41-42 could also

be obtained. In Figure 12, the intensities of the three bands are plotted against

the mass gain due to each respective phase, resulting in a linear relationship.
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Figure 12 Intensity of the copper sulfite, copper sulfate and copper nitrate absorbance bands

vs. mass change measured by QCM. The error bars indicate the scatter of the data.

The detection limits for the different species were obtained from the noise levels

around the respective absorbance bands and corresponded to 2 for Cu2O, 0.5 for

CuSO3, 0.2 for CuSO4 and 0.7 for CuNO3 monolayers. The detection limit for

QCM was obtained from the drift in resonance frequency and was 0.5 Hz, which

corresponds to 10 ng/cm2.

In summarizing, the intensity of the absorbance band due to water, Cu2O, copper

sulfite, copper sulfate and copper hydroxy nitrate in the IRAS spectra could be

related to a mass change measured with QCM. From the relationship between

each of the absorbance bands and the corresponding mass change, it was

possible to quantify the respective amount of each of the different species

formed down to monolayer resolutions.
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How can TM-AFM be used for in situ studies of the metal/atmosphere

interface in combination with IRAS/QCM?

The IRAS/QCM setup does not reveal any information about the morphology of

the corrosion products formed. As a consequence, complementary TM-AFM

studies were implemented (though not integrated with the IRAS/QCM setup) in

collaboration with the Institute of Analytical Chemistry at the Vienna Technical

University. As a first step in these complementary studies, suitable methods for

preparation of the surface were investigated in Paper V (not included in the

thesis). The methods investigated included various mechanical and

electrochemical procedures for polishing of copper sheets, as well as others for

pickling the copper-coated quartz crystals used in the IRAS/QCM experiments

and the copper sheets. Electrochemical polishing and mechanical polishing with

monocrystalline diamond paste down to 0.25 µm were found to be the most

suitable methods for in situ studies of copper, with the latter being selected for

use in the papers included in the thesis. The polished surface both before and

after exposure to 80% RH is depicted in Figure 13 (a and b respectively). The

polished surface is very flat, and it is relatively easy to follow the formation of

small, round corrosion products less than 10 nm in diameter. The pickled

copper-coated quartz-crystal surface is much rougher and consists of round

copper grains (see Figure 13c). The formation of corrosion products could not

be observed in this case because of the rough surface. Exposing polished copper

to RH, led to the formation of small, round surface features typically just a few

tenths of a nanometer in diameter. These can be seen in Figure 13b. They

completely covered the surface, even in the scratches. No significant changes

were observed of the surface when the experiment was concluded in dry air.

Based on the IRAS/QCM measurements, the features could therefore be

attributed to the formation of Cu2O grains (Paper II).
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a b c

Figure 13 Micrographs from the TM-AFM experiments. a, Copper sheet mechanically

polished with monocrystalline diamond paste down to 0.25 µm. The surface is very flat, but

scratches from the polishing are visible. b, Polished copper sheet after 1400 minutes exposure

to 80% RH. Scratches are still visible and round features are completely covering the surface.

c, Pickled copper-coated quartz crystal. The surface consists of round copper grains with a

diameter of 70 nm. Height range (from black to white):25 nm in a and b, and 50 nm in c. Scan

size: 1 x 1 µm2.

In Paper III, the corrosion behavior of copper was investigated in a humidified

SO2 atmosphere after the addition of O3 or NO2. The formation of two distinctly

different sized features was observed, one smaller (similar to the Cu2O grains)

than the other. In a humidified SO2 atmosphere, the larger features were

attributed to the formation of copper sulfite species (CuSO3), probably

precipitated onto the surface and the smaller features attributed to a combination

of a Cu2O and CuSO3 (see Figure 14a). Exposure to RH, SO2 and, O3 led to the

formation of smaller features all over the surface (Figure 14b). These features

were attributed to the formation of Cu2O and CuSO4. The combination of RH,

SO2 and NO2 also resulted in a similar behavior to that seen in the SO2 and O3

experiments (Figure 14c), with the exception that some larger features could be

correlated with CuNO3 formation, and the smaller features could be correlated

with combination of Cu2O and CuSO4 and possibly even CuNO3



20

a b c

Figure 14 Micrographs from the TM-AFM experiments in Paper III. a, Polished copper

exposed to 80% RH and 500 ppb SO2 for 1120 minutes. The larger features seen here have a

typical diameter of 150 nm and are spread sparsely over the surface. The smaller features

cover the surface. b, After exposure to 80% RH and 250 ppb SO2 and O3 for 1000 minutes.

The small features (though larger than seen in a) cover the surface. One larger feature is

visible at the righ side of the picture. c, After exposure to 80% RH and 250 ppb SO2 and NO2

for 1080 minutes. The smaller features completely cover the surface. Only a few larger

features are visible here. Scan size: 1 x 1 µm2. Height range: black to white is 25 nm.

In summary, the combintion TM-AFM and IRAS/QCM was able to determine

the formation of Cu2O grains with a diameter of only a few tenths of a

nanometer. When exposed to an experimental atmosphere containing SO2 plus

O3 or NO2, the formation of corrosion products could be followed but not

unambiguously identified.

How does Cu2O formation proceed during the exposure of copper to

humidified air?

In Paper II, the formation of small grains of Cu2O with a diameter of around a

few tenths of a nanometer, and a physisorbed water layer could be followed at

exposure to RH. The rate of formation of Cu2O could be fitted reasonably well

to a logarithmic rate law, and increased with increasing RH, as did the amount

of physisorbed water. In Paper III, the flow conditions were changed and
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exposure to 80% RH revealed a faster rate of Cu2O formation as well as a

greater amount of physisorbed water on the surface compared to the exposure to

80% RH in Paper II. Thus, an increased amount of water on the surface resulted

in an enhanced Cu2O formation rate. This indicates that the physisorbed water

layer influences the oxidation rate. In Figure 15, freshly polished copper (a) can

be compared with copper exposed to 80% RH for 80 minutes (b) and to 60% RH

for 1300 minutes (c). The surface seen in Figure 15b is completely covered with

Cu2O grains, whereas areas devoid of Cu2O grains can be seen in Figure 15c.

Thus increasing RH and thereby increasing the amount of physisorbed water

resulted in an enhanced rate of nucleation of Cu2O grains.

a b c

Figure 15 a, Freshly polished copper. b, 80 minutes exposure to 80% RH. c, 1300 minutes

exposure to 60% RH.

One possible explanation for the enhanced rate of nucleation of Cu2O grains can

relate specifically to the adsorption of water. According to a review conducted

by Thiel and Madey 43, water tends to adsorb in clusters onto metal surfaces

because this minimizes the surface energy of the adsorbed water. The number

and the size of water clusters increase with the amount of adsorbed water on the

surface, towards a total coverage at a high RH. Assuming that sufficiently large

water clusters act as nucleation sites for the formation of Cu2O grains, the



22

number of nucleation sites increases with the amount of physisorbed water on

the surface and thus, with relative humidity (Figure 16).

Cu

Cu2O

H2O

Cu2O

H2O

Atmosphere

Figure 16 Water adsorption as clusters, with rapid Cu2O formation within the water cluster

and negligible Cu2O formation between the water clusters.

Interaction occurs between the surface and dissolved oxygen gas contained in

the water within the water clusters. The properties of the water depend on the

thickness of the water cluster. According to Franks 44, a water molecule is only

affected by water molecules closer than three water molecule diameters,

suggesting that at least five but probably more monolayers of water molecules

are necessary to obtain bulk properties. Assuming that a half spherical cluster of

ten water molecule diameters is necessary to act as a nucleation site for Cu2O

formation, then approximately 100 ng/cm2 would be necessary to completely

cover the surface with such clusters. This is equal to the amount of physisorbed

water seen at 80% RH but more than the amount of physisorbed water at 60%

RH in Paper II. Even though a direct comparison is impossible due to the

different flow conditions between the IRAS/QCM and TM-AFM experiments, it

is it worth noting that Figure 15 shows a complete surface coverage at 80% RH

but not at 60%. Water is directly involved in the oxidation process. Hultquist et

al. 45 showed that oxygen in Cu2O formed at 100° C originated from water as

well as from oxygen gas. Assuming that this also is true at room temperature,

the oxide being formed probably contains more defects and water with

increasing RH. Lenglet et al. 46 suggested that the Cu2O being formed is non-
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stoichiometric. The defects and the water probably influence the transport

properties of the oxide resulting in an enhanced oxidation rate.

In summary, Cu2O was formed at an increasing rate of nucleation with

increasing RH. The increased rate of nucleation was probably associated with an

increased number of adsorbed water clusters, acting as nucleation sites for Cu2O

formation. The properties of the Cu2O formed might also be affected by the

presence of water on the surface, which leads to the formation of a more defect

rich oxide and alters the transport properties of the oxide, thereby leading to a

faster rate of Cu2O formation.

What are the roles of O3 and NO2 in SO2-induced atmospheric corrosion of

copper?

The role of SO2 on copper corrosion.

The presence of either O3 or NO2 strongly increases the corrosion rate of copper

in an atmosphere containing SO2. In Paper III, the effects of synergism between

SO2 and either O3 or NO2 on the initial corrosion of copper were explored.

Exposing copper to 200 ppb SO2 and 80% RH resulted in the formation of Cu2O

and copper sulfite (CuSO3•xH2O). Systematic experiments showed that the rate

of formation of CuSO3•xH2O was independent of surface condition, such as the

thickness of the Cu2O layer, or even a pre-exposure to 40% RH and 200 ppb

SO2. Persson and Leygraf 39 adopted a concept developed by Stumm and

coworkers 47 concerning the dissolution of minerals in contact with water. This

concept assumes that bisulfite ions, formed when SO2 dissolves in the

physisorbed aqueous adlayer (step 1 in Figure 17), interact with the

hydroxylated surface, thereby forming surface bound copper sulfite complexes

(step 2 in Figure 17). These complexes are in equilibrium with the bisulfite ions,

but slowly dissolve into the aqueous adlayer and precipitate onto the surface as

CuSO3•xH2O (step 3 in Figure 17). In step 3, the detachment process is the rate-

limiting step for the formation of copper sulfite.
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Figure 17 Formation of surface bound copper sulfite. Step 1, dissolution of SO2 in the

aqueous adlayer forming bisulfite ions. Step 2, formation of surface bound copper sulfite

complexes. Step 3, consecutive dissolution of the surface bound complexes.

The formation of Cu2O was reduced by the presence of SO2. This effect is

probably connected to the formation of sulfite, which is formed at the expense of

Cu2O.

In summary, copper exposed to 80% RH and 200 ppb SO2 forms Cu2O and

CuSO3•xH2O as its main corrosion products. The formation of CuSO3•xH2O

occurs through a rate-limiting dissolution process of surface-bound copper

sulfite complexes followed by a consecutive precipitation of copper sulfite at the

expense of Cu2O.

The role of O3 in SO2-induced copper corrosion

Exposure to 80% RH, 200 ppb SO2 and 200 ppb O3 led to the relatively rapid

rate of formation of copper sulfate, CuSO4•xH2O and Cu2O. The formation of

sulfate was explored using different exposure schemes. First of all, results from

exposure to SO2 followed by exposure to O3, showed that the precipitated

copper sulfite (CuSO3•xH2O) on the surface was partly oxidized to copper

sulfate (CuSO4•xH2O) (step 4 in Figure 18). The initial oxidation rate increased
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as the O3 concentration was increased, indicating that mass transport of O3 was

the rate-limiting step for this oxidation process.

Subsequent simultaneous exposure to SO2 and O3 resulted in the same constant

rate of formation of copper sulfate as the initial rate of formation in the previous

experiment. However, as there could only have been a negligible amount of

precipitated copper sulfite, another process for the formation of copper sulfate

must exist.

O3

SO3

Cu

CuSO4
OH

Cu

SO2

HSO3
-  +  H+

Atmosphere

Aqueous adlayer

Solid

CuSO3

1

2

4 5

Figure 18 Copper sulfate formation through oxidation of copper sulfite. Steps 1-2 illustrate

the formation of surface-bound copper sulfite complexes. Step 4 shows the oxidation of

precipitated copper sulfite, and step 5 the oxidation of surface-bound copper sulfite complexes

to copper sulfate.

Step 5 in Figure 18 illustrates one probable process in which O3 oxidizes surface

bound-copper sulfite complexes to copper sulfate, which immediately detaches

from the surface. The detachment of copper sulfate is very fast and hence not

rate-limiting as in the case of the detachment of copper sulfite. A third

possibility is illustrated by step 6 in Figure 19, where the combination of SO2

and O3 results in acidification of the aqueous adlayer. A more acidic

environment causes an increased dissolution of the surface (proton promoted
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dissolution). In step 7 of Figure 19, the protons accelerate the detachment of

surface-bound copper sulfite complexes, which can then be further oxidized as

in step 4.

Atmosphere

Aqueous adlayer

Solid

SO3

Cu

O3SO2

HSO3
-  +  H+

 SO4
2-  +  H+  

CuSO3 

O H

Cu

O H 2
+

Cu

Cu+

6

7 8

Figure 19 Proton promoted dissolution of a hydroxylated copper surface. H+ formed by the

oxidation of bisulfite ions in step 6, accelerates the detachment of surface-bound copper

sulfite complexes in step 7, and the dissolution of copper in step 8.

The fact that the sulfate-formation processes appeared to be the same

irrespective of whether step 3 alone or all of the three steps were possible,

indicates that the sulfate-formation process was limited by the mass transport of

O3. However, mass transport of SO2 would be rate-limiting if the relative

concentration of O3 increased compared with the concentration of SO2.

In the experiment with simultaneous exposure to SO2 and O3, the rate of

formation of Cu2O was strongly enhanced compared with exposure to pure

humidified air. Two main explanations are offered for this. The first is that the

more acidic aqueous adlayer here results in an increased dissolution of copper,

(see step 8 in Figure 19). The dissolved copper ions can then react within the
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aqueous adlayer and precipitate as Cu2O. The second explanation is that the

copper sulfate formed has no protective properties, therefore the more

aggressive environment probably leads to the introduction of defects in the

oxide, and thereby to a faster transportation mechanism and ultimately an

enhanced rate of oxidation.

In summary, O3 effectively oxidizes copper sulfite species forming copper

sulfate (CuSO4•xH2O). The rate of formation of CuSO4•xH2O was found to be

limited by mass transport of O3, however at increased concentrations of O3,

mass transport of SO2 would be rate-limiting. Simultaneous exposure to SO2 and

O3 increased the rate of Cu2O formation, probably because of the formation of a

more defect-rich oxide in a more acidic aqueous adlayer.

The role of NO2 in SO2-induced copper corrosion.

Exposure to 80% RH, 200 ppb SO2 and 200 ppb NO2 resulted in the formation

of Cu2O, copper sulfate (probably CuSO4•xH2O) and copper hydroxy nitrate,

(probably Cu2NO3(OH)3). The formation of sulfate was explored using different

experimental schemes.

The introduction of NO2 after exposure to SO2, resulted in an oxidation of

CuSO3•xH2O to CuSO4•xH2O in a similar way to the process described in step 4

of Figure 18, although at a much lower rate.

Simultaneous exposure to SO2 and NO2 at 80% RH after exposure to SO2

revealed an initially rapid rate of formation of CuSO4•xH2O, around the same

rate as seen with SO2 and O3. This suggests that the oxidation and dissolution

processes are similar to those of SO2 and O3, including steps 4-8 of Figures 18

and 19. However, roughly three hours after the introduction of NO2 the rate of

formation of sulfate decreased and the formation of copper nitrate started. The

reason for this incubation time is unknown, but one possible explanation is that

the formation of surface-bound copper sulfite complexes occur initially more
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rapidly than the formation of surface-bound copper nitrate. However, once

formed, the nitrate complex inhibits the formation of sulfite complexes.

The maximum rate of nitrate formation was one order of magnitude less than the

rate of sulfate formation. This may be related to the deposition velocity of NO2

being one order of magnitude less than for SO2 and O3 
48. Hence the formation

rateof nitrate can be limited by the mass transport rate of NO2.

The rate of formation of Cu2O was approximately the same, as with the

exposure to SO2, therefore suggesting that a similar process is probably

occurring here.

In summary, Cu2O, CuSO4•xH2O and Cu2NO3(OH)3 were the dominating

corrosion products formed at exposure to a mixture of SO2 and NO2 in a

humidified atmosphere. NO2 was able to oxidize surface copper sulfite species

to CuSO4•xH2O. In addition the formation of Cu2NO3(OH)3 could be followed.

The rate of formation of Cu2O was reduced compared to exposure to humidified

air.

In summarizing the different roles of O3 and NO2 in the SO2-induced corrosion

of copper, O3 can be seen as having a two-fold effect, both participating directly

in the oxidation of copper sulfite species, and also increasing the formation of

Cu2O. NO2, on the other hand, reduces the formation of Cu2O and does not

oxidize copper sulfite species as efficiently as O3. In addition a copper hydroxy

nitrate also was formed.

Can metal surfaces catalyze the oxidation of bisulfate ions to sulfate ions in

the aqueous adlayer?

In Paper IV, the influence of a catalyzing metal surface on the oxidation of SO2

was investigated using IRAS. Previous studies 39 showed that metal sulfites were

formed on copper, nickel and zinc. However, experiments exposing platinum

and palladium to 210 ppb SO2 at 80% RH, led to the formation of sulfuric acid
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in the aqueous adlayer. The sulfuric acid was transformed to hydrated crystalline

sulfuric acid, H2SO4•xH2O, when the experiments were concluded in a dry

atmosphere, illustrating the importance of the metal/atmosphere interface on the

surface products formed.

Sulfuric acid was found to form on platinum at approximately the same initial

rate as copper sulfate in the copper studies, indicating a mass-transport-limited

process, where bisulfite ions immediately oxidize to sulfate ions upon reaching

the surface of the platinum. A similar process was observed with palladium,

although a period of incubation was observed prior to the commencement of

sulfuric acid formation. Although this incubation period is not fully understood

yet, it may relate to palladium’s ability to dissolve hydrogen at an order of

magnitude greater than other metals, thereby possibly affecting the oxidation

rate of bisulfite ions to sulfate ions. In both metals, the rate of sulfuric acid

formation decreases as greater amounts were formed, suggesting the formation

of a surface film inhibiting the oxidation process.

In summary, the oxidation of sulfur (IV) to sulfate ions on platinum and

palladium could be connected to some surface-mediated process. In contrast to

copper, nickel and zinc, both platinum and palladium catalyze the reaction.

Future work

The work presented here describes an experimental setup where two previously

separate techniques, IRAS and QCM, have been combined into one. This

combination has resulted in that new and improved knowledge about the

atmospheric corrosion of copper has been obtained. Complementary TM-AFM

experiments revealed information about the lateral distribution of the corrosion

products formed. However, even though this experimental setup has generated

interesting results, the individual techniques used are not state of the art.

Improvement in equipment capacity would generate even more substantial

results. An improved IR-detector would further advance the detection limit, and
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a faster FT-IR spectrometer could improve the time resolution. The addition of

further techniques into the system could also produce interesting results. Sum

frequency generation (SFG), which is a technique used to study only those

molecules at an interface due to the asymmetric environment, could be used to

study the surface concentration of copper sulfite complexes. Nevertheless, with

the existing setup many challenging research issues are able to be pursued.

Currently more experimental data are needed to describe the synergism between

SO2 and O3. Variation in the SO2/O3 ratio, and the influence of and the rate of

formation of the various products being formed are also areas requiring further

study. The influence of humidity on the formation of Cu2O is not yet fully

understood. These are just a few interesting issues for further investigations.
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