Net precipitation over the Baltic Sea for one year using models and data-based methods
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ABSTRACT

Precipitation and evaporation over the Baltic Sea are calculated for a one-year period from September 1998 to August 1999 by four different tools, the two atmospheric regional models HIRLAM and REMO, the oceanographic model PROBE-Baltic in combination with the SMHI (1 × 1)° database and Interpolated Fields, based essentially on ship measurements. The investigated period is slightly warmer and wetter than the climatological mean. Correlation coefficients of the differently calculated latent heat fluxes vary between 0.81 (HIRLAM and REMO) and 0.56 (SMHI/PROBE-Baltic and Interpolated Fields), while the correlation coefficients between model fluxes and measured fluxes range from 0.61 and 0.78. Deviations of simulated and interpolated monthly precipitation over the Baltic Sea are less than ±5 mm in the southern Baltic and up to 20 mm near the Finnish coast for the one-year period. The methods simulate the annual cycle of precipitation and evaporation of the Baltic Proper in a similar manner with a broad maximum of net precipitation in spring and early summer and a minimum in late summer. The annual averages of net precipitation of the Baltic Proper range from 57 mm (REMO) to 262 mm (HIRLAM) and for the Baltic Sea from 96 mm (SMHI/PROBE-Baltic) to 209 mm (HIRLAM). This range is considered to give the uncertainty of present-day determination of the net precipitation over the Baltic Sea.

1. Introduction

Energy and water exchange between the ocean surface and the atmosphere are presently not fully understood or described for today’s climate. This has stimulated several international research programmes of which GEWEX (The Global Energy and Water Cycle Experiment) is one. Six continental scale experiments are included within GEWEX in order to increase our understanding of energy and water cycles in different climates. One of these is the Baltic Sea, where the BALTEX project (the Baltic Sea Experiment) (BALTEX, 1995; Raschke et al., 2001) has the scientific objectives to develop and validate coupled regional models and to investigate the energy and water budget of the Baltic Sea drainage basin. The net precipitation (precipitation minus evaporation) is an important part of the water cycle in the Baltic Sea system. Its derivation includes the difficulty in describing the precipitation in the atmosphere and the evaporation from the sea surface, the latter being very sensitive to both sea surface temperature and ice cover (Omstedt et al., 1997).

In order to investigate the net precipitation over sea the project PEP in BALTEX (Pilot Study of Evaporation and Precipitation in The Baltic Sea) was initiated. PEP was designed as a pilot experiment to the BALTEX main experiment, with the specific objective to study precipitation and evaporation over sea.
(Smedman et al., 1998). Measurements of precipitation and evaporation over sea are used in combination with several models in the project. Thus for the first time precipitation measurements over the Baltic Sea are used for comparison with model simulations. Questions asked in PEP were: How large are the differences in net precipitation for a one-year period obtained by different methods? Are we capable to give reliable results which encourage us to simulate longer periods (10 to 100 yr)? For this purpose, two atmospheric regional models, an oceanographic model, and an interpolation scheme of measured parameters are tested and results are compared. The sensitivity of the different models to differences in for example parameterisation of evaporation is further discussed and some comparisons with measurements are presented for limited periods.

This paper first describes the investigated period in Section 2, briefly introduces the different models with some validations by measurements in Sections 3 and 4, respectively, including an analysis of the differences in the parameterisation of evaporation. In Section 5 the resulting net precipitation is shown and Section 6 draws conclusions.

2. The investigated period

The period September 1998 to August 1999 has been used for the one-year simulation of evaporation and precipitation over the Baltic Sea, as it is embedded in the measuring period of PEP, lasting from May 1998 to October 1999 and it includes the Concentrated Field Effort (CFE), a one-month period from 12 October to 12 November 1998 with intensified measurements at special sites and ship cruises in the Baltic Sea.

The climatological classification of this year is achieved by using data from SYNOP stations around the Baltic Sea, both for temperature and precipitation, and GPCC products (Global Precipitation Climatology Centre at DWD). The precipitation and temperature data are compared to the climatological means of 1961–1990; however, the time period for SST comparisons is the 18-yr period 1981–1998. The synoptic sites are (clockwise, starting in the North): Haparanda (SWE), Vaasa (FIN), Helsinki (FIN), Tallinn (EST), Liepaja (LAT), Hel (POL), Arkona (GER), Kiel (GER), Kopenhagen (DK), Ronne (DK), Visby (SWE), Stockholm (SWE), Sundsvall (SWE). The PEP measuring sites are Kopparnäs near 3, Christiansø near 10, Östergarnsholm near 11 and Zingst near 7. The land–sea mask and grid resolution shown is used by the model REMO.

Air temperatures were higher than the climatological mean for all sites. For the southern, western and northern sites the difference from the climatological mean is 0.2–0.5 K and for the eastern sites even 0.8–0.9 K. The autumn (September–November) of 1998, in particular November, was generally colder than the average: January–August 1999 (except May) were warmer. When using simulated SST from the ocean model PROBE-Baltic (Section 3.3), the investigated year shows a similar deviation compared to the period 1981–1998. During spring and summer 1999, SST was significantly higher than the 18-yr mean in the southern basins, but the difference is only minor in the Bothnian Sea. In autumn 1998 SST was slightly below the long-time mean in the southern basins, but not further north. These temperature deviations from the climatological mean do not a priori cause a larger evaporation, because the autumn months that generally contribute most to the annual evaporation are colder...
and the spring and summer months with small evaporation are warmer.

According to the GPCC data (GPCC, 2001), the selected year was wetter than the climatological mean, especially in the southern part of the Baltic Sea. The same result is given by comparison of the test year with an 18-yr period from 1981 to 1998 using the interpolated synoptic data of the SMHI (1 x 1) database. The total precipitation of the 13 SYNOP stations at the Baltic Sea coast (Fig. 1) is higher for the 1998–99 period than the climatological mean. However, less precipitation was observed in the the eastern and central parts of the Baltic Sea coast and more precipitation in all other regions. Maxima occurred in October 1998 and in April 1999.

3. The models

For the present study the results of three different models are used, the Swedish version of the regional forecast model HIRLAM, the regional climate model REMO and the oceanographic model PROBE-Baltic. In addition, the SMHI (1 x 1) database for precipitation and two interpolation schemes for precipitation and evaporation (mainly based on ship measurements) are used. The latter two are named here Interpolated Fields.

All models calculate the turbulent surface fluxes of momentum, sensible and latent heat over the sea by bulk formulae using the formalism of the Monin–Obukhov similarity theory. Thus, the latent heat flux \( E \) is described by

\[
E = \rho \lambda C_E u_{10}(q_{10} - q_s)
\]

(1)

where \( q_{10} \) and \( q_s \) are specific humidity at 10 m height and at the height of the roughness length of water vapour \( z_0 \), respectively. \( u_{10} \) is the horizontal wind speed at 10 m height, \( \rho \) is the air density and \( \lambda \) is the specific latent heat of vaporization. The transfer coefficient for water vapour \( C_E \) is given by

\[
C_E = C_{EN} f_E \left( \frac{z}{L}, z_0, z_q \right)
\]

(2)

where \( C_{EN} \) is the neutral transfer coefficient and \( f_E \) is a stability function which depends on stability \( z/L \) and on the roughness lengths \( z_0 \) for momentum and \( z_q \) for water vapour. \( z/L \) is the stability parameter, where \( z \) is the height of the roughness length of water vapour and \( L \) is the Monin–Obukhov stability length, defined as

\[
L = \frac{u_s^3 T_v}{\kappa g w' T_0'}
\]

(3)

where \( u_s \) is the friction velocity, \( T_v \) is the average virtual temperature, \( \kappa \) is the von-Karman constant, \( g \) is the acceleration of gravity and \( w' T_0' \) is the vertical turbulent flux of temperature, expressed by the product of instantaneous vertical velocity \( w' \) and instantaneous virtual temperature at the surface \( T_0' \).

There exist different methods to determine the roughness parameters and the stability functions. Usually, \( z_0 \) is determined by the Charnock formula

\[
z_0 = \frac{\alpha u_s^2}{g}.
\]

(4)

This relation reflects an increase of roughness lengths with increasing wind speed. The parameter \( \alpha \) is in the different models chosen to be 0.0123 or 0.032, partly depending on coastal or open-sea conditions of the grid-points.

In most models \( C_{EN} \) is either determined by a relation between \( z_q \) and \( z_0 \) (the simplest relation being \( z_q = z_0 \)) or by prescribing \( C_{EN} \). The different versions describe different wind speed influence on the neutral heat transfer coefficient. Experimental studies show that the neutral transfer coefficient \( C_{EN} \) depends only weakly, if at all, on wind speed (Large and Pond, 1982; DeCosmo et al., 1996). Thus a constant value of \( C_{EN} \) is introduced into some models.

The stability function \( f_E(z/L) \) is in most models related to the bulk Richardson number by analytical relations, e.g. according to Louis (1979) or Launiainen (1995). It should be noted that the stability function is mainly determined from experiments over land.

Precipitation can either be estimated with interpolation of direct measurements or calculated in the models. In the atmospheric models precipitation is calculated as stratiform (or grid-scale) precipitation and as convective (or subgrid-scale) precipitation. Stratiform precipitation occurs when a certain threshold value of relative humidity is exceeded in the grid box, according to Kessler (1969). Mass-flux convergence initiating cumulus convection is parameterised following the scheme of Tiedtke (1989). Entrainment, detrainment and evaporation of cloud water and/or precipitation are considered. The other two methods (SMHI/PROBE-Baltic and the Interpolated Fields) are based on precipitation measurements.
The horizontal resolution reaches 22 km. Prediction model and data assimilation is included. Version are used. HIRLAM is a numerical weather model for this study are given. In the present study, results from the model version are used. HIRLAM is a numerical weather prediction model and data assimilation is included. The horizontal resolution reaches 22 km with 31 vertical levels, with higher resolution closer to the surface. The lowest model level is situated at approximately 30 m above the surface. The vertical diffusion scheme is based on non-local first-order turbulent closure. A constant flux layer is assumed between the surface and the lowest model level. Parameters at lower height above the surface are calculated according to Monin–Obukhov similarity theory.

The turbulent fluxes over the sea in the surface layer of a grid box are determined from mean model parameters using a bulk formula, eq. (1). The transfer coefficients are calculated according to Lewis (1979) and Louis et al. (1982). They are functions of the roughness length which is calculated with the Charnock formula, eq. (4), with a relatively high value of the Charnock constant, \( \alpha = 0.032 \). Surface roughness and thus transfer coefficients are the same for latent heat and momentum, but different stability functions are used.

For sea surface temperature and ice cover, rather sparse measurements from the Baltic Sea are used in combination with satellite data giving SST maps which are updated every third day. For areas outside the Baltic Sea, analysed values are obtained from the European Centre for Medium Range Weather Forecasts (ECMWF). Each grid square in HIRLAM has a fraction of land, ice and sea, ranging from 0 to 1. The reference version (HIRLAM) only analyses grid squares with 100% sea, whereas HIRLAM-coast also uses grid-squares including land to investigate the effect of coastal areas. For each hour the operational HIRLAM forecast with a forecast length of 6–11 h is used. For the vertical boundaries data are obtained from the global ECMWF model.

### 3.2. REMO

REMO is a three-dimensional hydrostatic atmospheric regional model. It was set up at the Max-Planck-Institute for Meteorology (Hamburg, Germany) for simulation experiments within BALTEX. REMO is based on the operational Europeamodell of Deutscher Wetterdienst (DWD) and can be used as a climate or forecast model. Alternatively, the physical parameterisations of DWD (Majewski, 1991; Heise, 1996) and of ECHAM-4 (Roecckner et al., 1996) are implemented and can be used. The model is described by Jacob and Podzun (1997) and by Hagedorn et al. (2000). For this study the version REMO-1D with DWD physics is used. The model domain comprises Northern and Central Europe with the Baltic Sea in the centre. For simulations within PEP, REMO is set up in a 1/6° grid, which corresponds approximately to 18 km × 18 km in a rotated spherical grid (with the pole at 170°W, 32.5°N). Swedish HIRLAM analyses with a lower horizontal resolution of 55 km are used as initial and boundary conditions, including the sea surface temperature (SST) of the Baltic Sea. REMO is run in the climate mode, i.e. only the boundary conditions are updated every 6 h. No data assimilation is used. Simulated values of the surface layer fluxes are stored every hour as hourly means.

REMO has been used in several studies of the water and heat budget of the Baltic Sea (Jacob, 2001; Jacob et al., 2001; Ahrens et al., 1998) and proved to be a suitable tool for process studies as well as for long-term simulations.

For the present simulations, the physical parameterisations of DWD are implemented. The turbulent surface fluxes over the sea are parameterised by a bulk formulation with \( z_0 \) for momentum being determined by the Charnock formula using \( \alpha = 0.0123 \). The roughness parameters for heat and water vapour are set equal to \( z_0 \) with an upper limit of 0.1 m. The stability functions are related to the bulk Richardson number by an analytical expression according to Lewis (1979).

The parameterisation of precipitation distinguishes between grid-scale stratiform precipitation and sub-grid-scale convective precipitation. Stratiform precipitation is determined by a prognostic procedure which explicitly regards cloud water and takes into account the interactions among cloud water, water vapour,
rain and snow, namely condensation, evaporation, melting, freezing, autoconversion, accrescence, shedding and other processes. Convective precipitation is determined by a mass-flux convection scheme following Tiedtke (1989).

3.3. PROBE-Baltic and the SMHI (1 × 1)° database

This method uses the ocean model PROBE-Baltic to get SST, ice concentration and calculate latent heat flux, PROBE-Baltic uses the SMHI(1×1)° database (Rutgersson et al., 2001a) for the meteorological input (wind speed and direction, temperature, humidity, precipitation and cloudiness). The database covers the Baltic Sea drainage basin with a grid of (1 × 1)° grid squares and uses all available synoptic weather stations in the area. These are interpolated in space using optimum interpolation. Only geostrophic wind is available in the SMHI data base and it is reduced to the 10-m level by using a statistical relation. As the data base is strongly influenced by land the air temperature is corrected by considering the water temperature. The database can, however, also be assumed to be influenced by land surfaces for other parameters, since the majority of stations are over land and in coastal regions. The precipitation is assumed to be at least 10% too low (Rutgersson et al., 2001a). The underestimations depend on wind speed, temperature, the distance to the shoreline and the position of the gauges. It is difficult to introduce a general correction for the different errors. However, the probable underestimation of precipitation in the SMHI(1 × 1)° database should be kept in mind when comparing the results with other data.

The Baltic Sea model PROBE-Baltic (Omstedt and Nyberg, 1996) is an ocean process oriented model. The model divides the Baltic Sea into 13 sub-basins based upon data on bottom topography. Each sub-basin is coupled to surrounding sub-basins via horizontal flows, in which simplified strait flow models are applied. River runoff is included via observed monthly means. The model calculates the horizontal mean properties of sea surface temperature, ice concentration and thickness in each sub-basin.

The model has been extensively verified showing good agreement between observed sea surface temperatures and ice as well as the vertical structure of temperature and salinity (Omstedt and Axell, 1998).

The turbulent transfer coefficient for latent heat has a constant value, \( C_L = 1.1 \times 10^{-3} \) (DeCosmo et al., 1996) and a stability dependence according to Launiainen (1995); see Rutgersson et al. (2001b) for details of the calculations. The combined method of determining precipitation over the Baltic Sea by the SMHI (1 × 1)° database and evaporation by the ocean model PROBE-Baltic is in the following referred to as SMHI/PROBE-Baltic.

3.4. Interpolated fields

3.4.1. Evaporation. Evaporation over the Baltic Proper is calculated from interpolated fields of the respective parameters. Synoptic observations of voluntary observing ships and weather stations are provided by the Deutscher Wetterdienst (DWD). Ship observations are concentrated along the shipping routes; in general observation densities are highest in the southwestern parts of the Baltic Sea. Due to the sparsity of ship observations and their inhomogeneous distribution, leaving large gaps over the Baltic Sea, air pressure, geostrophic winds, temperatures, and humidities are analysed by using both ship and land observations.

Geostrophic winds and air pressure are analysed using an interpolation scheme based on the polynomial method (Panofsky, 1949), fitting a second-order pressure surface to both, wind and pressure observations. Air temperatures, dew points and water temperatures are interpolated by a simple linear averaging over areas of 2° latitude times 2° longitude. Due to the insufficient number of water temperature measurements, sea surface temperatures (SSTs) derived from satellite measurements are used as an additional source of information. The SSTs are kindly provided by the Bundesamt für Seeschifffahrt und Hydrographie (BSH). They are available every seventh day and represent averages of all available measurements during the preceeding 7-d period. Since this method is hampered by clouds, gaps exist also in the SST fields. Therefore interpolated water temperatures are calculated as centered averages over a period of 7 d.

Ten-metre winds are obtained from geostrophic wind speeds by applying ageostrophic components for wind speed and direction. The ratios of 10-m wind speeds to geostrophic wind speeds depend on the distance to the coast, taking into account whether the wind is blowing onshore or offshore. Details of the interpolation scheme are given in Bumke et al. (1998).

Heat fluxes are computed from interpolated fields according to eqs. (1) and (2) using bulk transfer coefficients of Isemer and Hasse (1987). These coefficients are tabulated for different wind speeds and
air–sea temperature differences. The interpolated fields are available every 6 h.

### 3.4.2. Precipitation: ship rain gauge data

Beginning in 1994 at least five voluntary ships have been equipped with ship rain gauges (SRGs Hasse et al., 1998) running between Lübeck and Helsinki through the Southern and Central Baltic Sea. The instruments are installed at sites on the ships where the flow is nearly horizontal. Measurements are typically stored as 8-min averages to allow nearly point measurements due to the high speeds of the ships (about 10 m/s). The measurements are randomly distributed in space and time. Their number exceeds 25 000 in several months. The monthly averaged precipitation rates based on SRG measurements are calculated as the arithmetic mean of all data points located in the Baltic proper.

Precipitation fields over the Baltic Sea are derived from ship rain gauge measurements by using an interpolation scheme based on the Kriging method (Bacchi and Kottekoda, 1995; Rubel, 1996). This method has been improved by the introduction of a Monte-Carlo estimate of the sampling error taking into account the sparse data in some areas of the Baltic Sea. Also the effect that precipitation shows a mixed lognormal distribution is considered.

As an input of the interpolation scheme a first guess field is calculated by the use of weighted averages. Therefore seasonal spatial structure functions are derived from simultaneous 8 min SRG measurements on the merchant ships. According to the seasonal variation in atmospheric stability over the Baltic Sea, correlation lengths are shortest in autumn (Fig. 2).

Corresponding to the Kriging method the unknown true precipitation value $\hat{Z}$ at a given point $u_a$ is given by a linear combination of weights $\lambda_i$ and random values of the considered processes $Z(u_i)$ located in the surrounding area at $u_i \equiv (x, y)$:

$$\hat{Z}(u_a) = \sum_{i=1}^{n} \lambda_i [Z(u_i) + \delta(u_i)].$$

(5)

The error $\delta(u_i)$ is described by a “white-noise” random process. In this special case it is mainly determined by the sampling error due to the sparse data. To estimate the weights $\lambda_i$ it is a reasonable requirement that the mean squared deviation between the predictions and the truth reaches a minimum. Differentiation leads to an equation system which also requires the knowledge of spatial covariances between the data points. The autocovariances are estimated from the first-guess fields.

An example of a precipitation field derived from SRG measurements is given in Fig. 3. The corresponding error of this field is depicted in Fig. 4. In general, the error is less than 15%, although in the Gulf of Finland it increases to more than 30%.

### 3.5. Comparison of the flux parameterisation schemes

The different parameterisation schemes for latent heat fluxes over the ocean in HIRLAM, REMO,
Fig. 4. Interpolation error in % of the estimated precipitation field for the period September 1998 to September 1999.

SMHI/PROBE-Baltic and the Interpolated Fields are compared as “stand-alone versions” using test data (wind speed ranging from 2 to 30 m s⁻¹, Richardson number ranging from −2 to 2). There are characteristic differences in the schemes: in the schemes of HIRLAM and REMO, and thus \( C_{EN} \) depends on \( u_* \) via the Charnock formula, and the relation between \( C_{EN} \) and \( u_{10} \) is not unique since it depends on stability. In the schemes of SMHI/PROBE-Baltic and the Interpolated Fields the neutral transfer coefficients depend on \( u_{10} \) and the relation to \( u_* \) is not unique but stability dependent. Figure 5 shows the \( u_{10} \)-dependence of the neutral heat transfer coefficient in the different models. While SMHI/PROBE-Baltic prescribes a constant transfer coefficient of \( 1.1 \times 10^{-3} \), there is an increase of \( C_{EN} \) with wind speed for the other schemes, which is stepwise for the scheme of Ismer and Hasse, 1987 used by the Interpolated Fields. An increasing heat transfer coefficient with increasing wind speed is also reported for models of NCEP/NCAR and ECMWF by Renfrew et al. (2002). Other schemes as the one of ECHAM4 (Roecckner et al., 1996) limit the increase with increasing wind speed by a threshold value (Hennemuth and Jacob, 2002).

Another difference in the parameterisation schemes lies in the use of stability functions, HIRLAM and REMO apply the formulae of Louis (1979) and SMHI/PROBE-Baltic the formulae of Launiainen (1995). In the Interpolated Fields the stability dependence of the transfer coefficients is included in a tabular formulation. Figure 6 shows the normalised transfer coefficients for the three schemes. The different formulations of \( C_{EN} \) depending either on \( u_* \) or \( u_{10} \) result in a different bulk Richardson number dependence. In particular, the wind-speed steps of the parameterisation due to Ismer and Hasse (1987) are obvious. During stable stratification REMO and HIRLAM use larger stability function values than SMHI/PROBE-Baltic and the Interpolated Fields. The opposite is true for unstable stratification where REMO and HIRLAM use smaller stability function values but with a strong wind speed dependence, via \( z_0 \). The different schemes lead to different heat fluxes (not shown here). The Ismer and Hasse parameterisation gives higher positive (i.e.

Fig. 5. Wind speed dependence of neutral transfer coefficient \( C_{EN} \) for different methods.

Fig. 6. Stability dependence of transfer coefficient \( C_{EN} \) for the different methods.
unstable) heat fluxes than the REMO and HIRLAM scheme, and SMHI/PROBE-Baltic gives lower negative (i.e. stable) heat fluxes than REMO and HIRLAM.

The parameterisation schemes for surface fluxes over the sea of all methods have been tested in previous studies. Rutgersson et al. (2001b) investigated the heat fluxes in HIRLAM and they found that reducing the strong wind speed dependence of the transfer coefficients leads to more realistic heat fluxes. In this study, however, the old version of HIRLAM is used with the tendency to overestimate evaporation during strong winds. Rutgersson et al. (2001b) also introduced the present parameterisation scheme with constant neutral transfer coefficient for latent heat into SMHI/PROBE-Baltic and found a better coincidence with observations than with the former scheme, which was similar to that of HIRLAM and REMO. REMO was also tested with different parameterisation schemes for fluxes over the sea (Hennemuth and Jacob, 2002), in particular with different wind speed dependences of the neutral transfer coefficient. However, in that study the effect of different transfer coefficients on the heat fluxes was found to be smaller than the effect of wrongly prescribed SST.

4. Model accuracy

4.1. Intercomparison of the methods

Intercomparison of the models and the data-based methods gives information about the expected accuracy of evaporation and precipitation. Evaporation results are compared for three months (September–November 1998) which exhibit the largest latent heat fluxes over the Baltic Sea during mainly unstable stratification. For this period large relative errors in calculated fluxes would result in high absolute errors in the determination of net precipitation.

Figure 7 shows time series of latent heat fluxes for the grid point representing the site of Christiansø near Ronne (DK) for October 1998. The Interpolated Fields have a greater horizontal resolution than the atmospheric models and therefore for this comparison not the gridpoint adjacent to the island but the next one is chosen. The general structure of periods with small and large fluxes is reproduced by all models. The two atmospheric models HIRLAM and REMO are rather close together while the oceanographic model and the Interpolated Fields give smaller fluxes, predominantly during periods with very high fluxes. The reason may partly be the rather coarse horizontal resolution (for SMHI/PROBE-Baltic) and the sparsity of observations (for the Interpolated Fields). This leads to smoothing. The differences which could be expected from the parameterisation schemes are superimposed by differences in the mean parameters.

Table 1 gives an overview over the comparison of latent heat fluxes for the three autumn months and the site Kopparnäs near Helsinki (FIN), where direct measurements of latent heat flux are available over a couple of weeks. The last four rows show the comparison with measured data (see Section 4.2).

The correlation coefficients vary between 0.56 and 0.81, the biases between −9 and 22 W m−2. The models HIRLAM and REMO correlate well, which is not surprising since REMO uses HIRLAM analyses
Table 1. Correlation coefficients (C) between modelled and measured latent heat fluxes and their biases (bias) and rms errors (rms) for the station Kopparnäs in autumn 1998 (09/98–11/98) (bias and rms error in W m$^{-2}$)

<table>
<thead>
<tr>
<th>Compared data</th>
<th>C</th>
<th>Bias</th>
<th>Rms</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIRLAM vs REMO</td>
<td>0.813</td>
<td>21.7</td>
<td>44.2</td>
</tr>
<tr>
<td>HIRLAM vs SMHI/PROBE-Baltic</td>
<td>0.700</td>
<td>14.2</td>
<td>48.8</td>
</tr>
<tr>
<td>HIRLAM vs Interpolated Fields</td>
<td>0.688</td>
<td>13.4</td>
<td>52.0</td>
</tr>
<tr>
<td>REMO vs SMHI/PROBE-Baltic</td>
<td>0.723</td>
<td>7.30</td>
<td>30.6</td>
</tr>
<tr>
<td>REMO vs Interpolated Fields</td>
<td>0.644</td>
<td>−8.54</td>
<td>36.9</td>
</tr>
<tr>
<td>SMHI/PROBE-B. vs Interpolated Fields</td>
<td>0.558</td>
<td>−2.70</td>
<td>36.2</td>
</tr>
<tr>
<td>Measurements vs HIRLAM</td>
<td>0.740</td>
<td>25.0</td>
<td>46.8</td>
</tr>
<tr>
<td>Measurements vs REMO</td>
<td>0.712</td>
<td>4.29</td>
<td>29.5</td>
</tr>
<tr>
<td>Measurements vs SMHI/PROBE-Baltic</td>
<td>0.611</td>
<td>−11.5</td>
<td>34.5</td>
</tr>
<tr>
<td>Measurements vs Interpolated Fields</td>
<td>0.784</td>
<td>12.5</td>
<td>30.0</td>
</tr>
</tbody>
</table>

for the boundary forcing, but bias and rms error are rather large. The agreement of HIRLAM and REMO with SMHI/PROBE-Baltic is better than with the Interpolated Fields, although the Interpolated Fields are biased only by 9 to −13 W m$^{-2}$ to the other models.

Frequency distributions of 6-h mean values of latent heat fluxes for a site in the central Baltic Sea (Fig. 8) reveal differences between the four methods. The two numerical models HIRLAM and REMO show broad distributions with high frequency of fluxes larger than 150 W m$^{-2}$, whereas the other two methods compute fluxes which mainly range from 0 to 150 W m$^{-2}$. There are two kinds of reasons for this. One is the tendency of the atmospheric models to overestimate surface fluxes due to the parameterisation scheme, in particular during strong wind situations and due to the delay in actualisation of SST, which leads to high fluxes in situations of decreasing SST as occurring in autumn (see Section 3.3). The other reason is the lack of extreme fluxes in methods which make use of interpolated meteorological parameters as SMHI/PROBE-Baltic and the Interpolated Fields do.

The frequency distributions of differences of fluxes calculated by the different methods are rather broad and show values of ±80 W m$^{-2}$ and more (not shown here). This appears to be large, in particular for the two atmospheric models, but it can to a large degree be explained by time shifts between the methods which is obvious from Fig. 7. HIRLAM and REMO are operated in different modi (forecast modus and climate modus) and therefore do not run synchronous which results in a broad distribution of flux differences.

A detailed comparison of precipitation calculated by the different methods is difficult because the results have different time and space resolution. In a former study (Rutgersson et al., 2001a) a comparison of SMHI (1 x 1)$^2$ database and SRG precipitation leads to the conclusion that comparisons on a time scale shorter than one month are not reliable.

Here, precipitation from REMO and the Interpolated Fields is compared. For this purpose, REMO fields (horizontal resolution of 1/6$^2$) are averaged onto a 0.5$^2$ × 0.5$^2$ grid to reach the spatial resolution of the SRG precipitation field. The differences between REMO and the SRG field are given in Fig. 9. In the southern Baltic the deviations are in general rather small (±5 mm month$^{-1}$). Larger differences occur especially in the north-east near the Finnish coast (>20 mm month$^{-1}$).

The discrepancies in this area may be explained by the large error in the estimated SRG field (cf. Fig. 4), but also by the uncertainties in the REMO predictions. We have to keep in mind that REMO gridboxes may contain land and sea, while the results of the SRGs are representative only for the sea.

4.2. Comparison with observational data

PEP in BALTEX was designed to give enhanced observations for the improvement of model parameterisation of turbulent fluxes in the surface layer over the sea (Smedman et al., 1998). So in this section, PEP measurements are here compared to model fluxes. The measuring sites are located on a transect of the Baltic Sea from southwest to northeast, either on small islands or near to the coast (Fig. 1). Each site has a wide sector open to wind from the undisturbed sea, thus representing for this sector a marine station. Only data from this sector are used for comparison with model results at gridpoints closest to the site. The selection of
Fig. 8. Frequency distributions of hourly values of latent heat fluxes computed by the four methods for the site of Östergarnsholm in the central Baltic Sea for the three autumn months.

Onshore wind situations and gaps in the measurements provide data only for 26–45% of the one-year period (Hennemuth and Jacob, 2002), hence the data set is reduced.

Specific model fluxes have already been compared with these measurements, e.g. Rutgersson et al. (2001b) showed that the evaporation in both SMHI/PROBE-Baltic and HIRLAM was overestimated. This could to a large extent be explained by errors in air-water temperature and humidity differences. Hennemuth and Jacob (2002) tested REMO results against PEP measurements. They found that SST in special situations like cold air outbreak may change rapidly; an update twice a week for the model forcing is not suitable to simulate right surface fluxes.

Here we compare in Fig. 10 the simulated fluxes from two models (REMO and SMHI/PROBE-Baltic) with the measured fluxes at Christiansø. During the first part of the month, modelled and measured fluxes are of the same order and appear to show the same
major tendencies. However, from 23 to 27 November these are even of opposite sign, probably indicating wrong model SST. For the entire period of three months the correlation coefficient, bias and rms error of model results and measurements for Kopparnäs are given in the last four rows in Table 1. The differences between the methods and observations are comparable to the differences between the different methods.

There are several reasons for deviations of model fluxes from measured fluxes. (1) The horizontal resolution of the models of 20–50 km smoothes data compared to point measurements, particularly in coastal regions. (2) InHIRLAM and REMO SST is prescribed. The SST fields are derived from measurements (satellite, buoys, etc.) and in general only updated twice a week. This lack of sufficient resolution in space and time causes deviations from the actual SST, particularly near coasts. (3) Simulated parameters like temperature, humidity and wind speed in the surface layer over the sea may deviate from actual values (Rutgersson et al., 2001b). (4) The parameterisation schemes for surface fluxes over the sea in the models are not adequate for all atmospheric and oceanographic conditions. The proper representation of surface waves in the Baltic Sea (via the factor $\alpha$ in the Charnock formula), the realistic parameterisation of stable atmospheric stratification and of swell, is not yet implemented in these models (Rutgersson et al., 2001c).

Observations in the open ocean on board of ships are too sporadic to give reasonable results (Bumke and Clemens, 2001).

Point measurements of precipitation are less suitable for comparison with model results than in the case of surface heat fluxes, since precipitation is strongly varying in time and space. To come to reasonable results a large number of points should be used.

Estimated precipitation rates of the Interpolated Fields and REMO are compared to measurements at synoptic stations (Synop-SRG and Synop-REMO). Synoptic measurements were made available by the DWD and corrected by Rubel for the wind error, wetting loss and loss by evaporation (Rubel and Hantel, 1999). All synoptic stations are chosen for comparison, which are within a distance of less than 25 km to the centre of grid cells of the precipitation fields. Grid boxes where the Kriging fields have
Fig. 11. Comparison between mean monthly precipitation measured at synoptic stations and analysed fields, the latter estimated from the ship rain gauges, and precipitation calculated by REMO. Synoptic observations are corrected for wind error, evaporation and wetting loss using the method of Rubel (1996). Only stations with a distance less than 25 km from the centre of a gridbox have been used.

Relative errors of more than 25% are excluded. The result is shown in Fig. 11.

Generally the bias between synoptic observations and SRG or REMO is small. Fields derived from SRG measurements by Kriging give slightly higher precipitation (by 8.5 mm month\(^{-1}\)) than synoptic observations compared to REMO (6.2 mm month\(^{-1}\)). The standard deviations to synoptic observations are 7.6 mm month\(^{-1}\) (REMO) and 8.9 mm month\(^{-1}\) (SRG), which agrees well with the estimated error of the SRG estimates (Fig. 4).

Areal data sets of precipitation would be more suitable for comparison with the model results, but there are specific problems in such data sets. The BALTRAD network (Michelson et al., 2000), which generates data sets of accumulated precipitation over the Baltic Sea, started operational work only in late 1999, too late for the purpose of PEP. Other sources for areal totals of precipitation from observations are e.g. MESAN (Håggmark et al., 2000) and GPCC (GPCC, 2001), but these data sources are mainly based on observations over land.

5. Net precipitation of the Baltic Sea and subbasins

Precipitation, evaporation and net precipitation from September 1998 to August 1999 are analysed using the methods described in the previous sections.

In Figs. 12 and 13 as well as Tables 2 and 3 the monthly and annual averages of such estimates are presented.

In Fig. 12 the results for the entire Baltic Sea are shown. The results of the Interpolated Fields are missing, because they only cover the Baltic Proper. The effect of including the coastal points in HIRLAM is also shown in Table 2. It is found to have the greatest effect for evaporation. In September–February the coastal values are 2–10 mm lower as monthly averages, but for April–June they are 1–4 mm higher. For precipitation the values are 0.5–4 mm lower when including the coastal points in September–December and 0.5–3 mm higher in March–June. The annual net effect in \(P - E\) is 18 mm higher \(P - E\) (or 10%) when
Fig. 13. Same as Fig. 12, but for the Baltic proper.

Table 2. Annual means of precipitation (P), evaporation (E) and net precipitation (P – E) for the entire Baltic Sea using different methods. The investigated period is September 1998 to August 1999, except for SMHI/PROBE-Baltic with 18 yr from 1981 to 1998 (Rutgersson et al., 2002)

<table>
<thead>
<tr>
<th>Model</th>
<th>P (mm)</th>
<th>E (mm)</th>
<th>P – E (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>REMO</td>
<td>690</td>
<td>592</td>
<td>98</td>
</tr>
<tr>
<td>HIRLAM</td>
<td>718</td>
<td>524</td>
<td>194</td>
</tr>
<tr>
<td>HIRLAM coast</td>
<td>711</td>
<td>501</td>
<td>209</td>
</tr>
<tr>
<td>SMHI/PROBE-Baltic</td>
<td>596</td>
<td>499</td>
<td>96</td>
</tr>
<tr>
<td>SMHI/PROBE-Baltic 18 yr</td>
<td>596</td>
<td>467</td>
<td>129</td>
</tr>
</tbody>
</table>

Including the coastal points. In the figures only HIRLAM results with coastal points are shown.

The annual means for the different models are shown in Table 2. One significant difference between the models is that both HIRLAM and REMO give larger precipitation than SMHI/PROBE-Baltic, in REMO precipitation is larger throughout the year and in HIRLAM mainly during autumn and winter. However, it should be kept in mind that the SMHI database underestimates precipitation (see Section 3.3). Obviously, the evaporation is larger in REMO and HIRLAM during autumn than in SMHI/PROBE-Baltic (Fig. 7). For HIRLAM this is consistent with what has been found earlier, with too high evaporation at high wind speeds (Rutgersson et al., 2001b). However, during spring the evaporation in HIRLAM is lower than in the other models.

The net effect is a higher P – E in HIRLAM and REMO than in SMHI/PROBE-Baltic, mainly during late winter. For the annual average, SMHI/PROBE-Baltic and REMO show similar values of P – E, since both P and E are larger than in the SMHI/PROBE-Baltic. Net precipitation in HIRLAM is higher than in the other models.

When relating the investigated year to SMHI/PROBE-Baltic results for 18 yr in Table 2, this year appears to be representative for a longer period, as the precipitation is close to the long-term average, evaporation slightly higher resulting in a lower P – E. The results of all methods lie within the uncertainty range for P – E estimated by Rutgersson et al. (2002), although the precipitation and evaporation values of HIRLAM and REMO appear to be large.

The Baltic Sea is often divided into several subbasins. When analysing precipitation and evaporation rates from the Baltic Proper (Fig. 13) some new features can be observed. For this part of the Baltic Sea also the results of the Interpolated Fields are included. For the annual mean (Table 3) HIRLAM gives

Table 3. As Table 2, but for the Baltic proper

<table>
<thead>
<tr>
<th>Model</th>
<th>P (mm)</th>
<th>E (mm)</th>
<th>P – E (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>REMO</td>
<td>682</td>
<td>625</td>
<td>57</td>
</tr>
<tr>
<td>HIRLAM</td>
<td>801</td>
<td>554</td>
<td>247</td>
</tr>
<tr>
<td>HIRLAM coast</td>
<td>794</td>
<td>532</td>
<td>262</td>
</tr>
<tr>
<td>SMHI/PROBE-Baltic</td>
<td>634</td>
<td>539</td>
<td>95</td>
</tr>
<tr>
<td>Interpolated Fields</td>
<td>624</td>
<td>442</td>
<td>181</td>
</tr>
<tr>
<td>SMHI/PROBE-Baltic 18 yr</td>
<td>585</td>
<td>552</td>
<td>32</td>
</tr>
</tbody>
</table>
for this basin even higher precipitation and evaporation than SMHI/PROBE-Baltic. This is evident during autumn and winter (Fig. 13), while during spring and early summer the evaporation is lower than that of SMHI/PROBE-Baltic. In REMO precipitation and evaporation are higher than SMHI/PROBE-Baltic during summer and autumn and similar during the rest of the year. The results of the Interpolated Fields and SMHI/PROBE-Baltic agree well, except during spring. The SMHI (1 × 1°) database is dominated by land and coastal stations and can thus not include all ocean features, but on the other hand there could be a problem of low data coverage in single months when using ship data. The evaporation for SMHI/PROBE-Baltic and the Interpolated Fields agrees well except for the two last months, but both are lower than the atmospheric models. Consequently, net precipitation varies among the models and the Interpolated Fields with up to 50 mm for a single month, reaching nearly 200 mm for the annual sum, the annual values of the Interpolated Fields and HIRLAM being large ones.

When comparing to the long-time average, the selected period is slightly different for the Baltic Proper. The net $P - E$ is higher during most of the year, mainly due to higher precipitation. It can thus be concluded that the investigated year tends to be wetter in the south and drier in the north than the 18-yr average. The evaporation is fairly close to normal. For the Baltic Proper it is lower than normal by 13 mm, indicating a slightly colder period, at least in the months with high evaporation, i.e. the autumn months. For the entire Baltic Sea the evaporation is higher than normal, indicating that the northern and eastern basins of the Baltic Sea are warmer on average, in agreement with the temperature and precipitation analysis in Section 2.

6. Conclusions

Within PEP in BALTEX we have attempted to determine the net precipitation over the Baltic Sea with different methods for the period from September 1998 to August 1999. Using two atmospheric regional models with prescribed SST values, one Baltic Sea ocean model forced with observed gridded meteorological data and one method which makes use of interpolated observations, we conclude after model intercomparison and comparison to measurements and classification of the specific year: (1) The investigated period (September 1998 to August 1999) is slightly warmer and wetter than the climatological normal. (2) All methods indicate that the net precipitation during the studied one-year period is positive. However, the estimates differ strongly from 96 to 209 mm for the entire Baltic Sea and from 57 to 262 mm for the Baltic proper. An estimation of the net precipitation of the Baltic Sea during the studied one year period is 150 ± 50 mm or approximately 1500 ± 500 m³ s⁻¹. This value lies within the range for a 100 yr period, found by Rutgersson et al. (2002). (3) The two 3D regional scale atmospheric models overestimate precipitation as well as evaporation during autumn and winter as compared to the data-based methods. (4) The horizontally averaged basin model SMHI/PROBE-Baltic and the Interpolated Fields based on rather sparse ship measurements appear to smooth large evaporation events. (5) $P - E$ is higher in HIRLAM and in the Interpolated Fields than in REMO and SMHI/PROBE-Baltic, although REMO gives both larger evaporation and larger precipitation values than SMHI/PROBE-Baltic. (6) The results of the four methods have been compared to measurements of evaporation and precipitation over the Baltic Sea, the deviations are comparable to those between the methods. (7) The large uncertainty in the determination of evaporation and precipitation over the Baltic Sea is due to specific shortcomings in the respective models. Recommendations for the atmospheric models are: (i) coupling to the ocean; (ii) use of a neutral transfer coefficient for heat with reduced wind speed dependence as compared to momentum transfer; (iii) adaption of parameterisation schemes for turbulent fluxes for the full range of atmospheric conditions. This item needs further investigation. Recommendations for the measurement-based methods can only be the demand for more observations over the Baltic Sea, from ships, buoys and remote sensors such as Radar. (8) At present, reliable results for the net precipitation over the Baltic Sea with higher accuracy are hardly available.
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