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Sammanfattning

Tjuvjakten av noshörningar har ökat drastiskt de senaste åren och parkvakterna
står ofta handfallna mot militariserade tjuvjägare. Linköpings Universitet arbetar
på flera projekt som på olika sätt ska vara ett stöd för parkvakterna i deras arbete.

Examensarbetet genomfördes på CybAero AB som jobbar med att bygga fjärrstyr-
da helikoptrar, så kallade RPAS (Remotely Piloted Aircraft System). Med deras
system kan man bära högkvalitativa kameror och ha stor räckvidd så hela parken
kan övervakas.

Det här examensarbetet syftar på att undersöka olika metoder för att från luftbur-
na kameror kunna ge information om vad som pågår i parken. System bygger på
att man har två kameror, en vanlig färgkamera och en värmekamera. Värmeka-
meran används för att hitta intressanta objekt som sedan plockas ut ur färgbilden.
Objektet klassificeras sedan som antingen noshörningar, människor eller annat.
Flertalet metoder har utvärderas utefter deras förmåga att klassificera objekten
korrekt.

Det visade sig att man kan få väldigt bra resultat när man klassificerar endast
på värmebilden vilket ger systemet möjlighet att operera även när det är skym-
ning eller mörkt ute. Det är en väldigt viktig del då de flesta djuren skjuts vid
antingen gryning eller skymning. Som slutsats i rapporten presenteras ett förslag
på system som kan köras på lågpresterande hårdvara för att kunna köras direkt i
luften.
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Abstract

The poaching of rhinoceros has increased dramatically the last few years and
the park rangers are often helpless against the militarised poachers. Linköping
University is running several projects with the goal to aid the park rangers in
their work.

This master thesis was produced at CybAero AB, which builds Remotely Piloted
Aircraft System (RPAS). With their helicopters, high end cameras with a range
sufficient to cover the whole area can be flown over the parks.

The aim of this thesis is to investigate different methods to automatically find
rhinos and humans, using airborne cameras. The system uses two cameras, one
colour camera and one thermal camera. The latter is used to find interesting
objects which are then extracted in the colour image. The object is then classified
as either rhino, human or other. Several methods for classification have been
evaluated.

The results show that classifying solely on the thermal image gives nearly as high
accuracy as classifying only in combination with the colour image. This enables
the system to be used in dusk and dawn or in bad light conditions. This is an
important factor since most poaching occurs at dusk or dawn. As a conclusion a
system capable of running on low performance hardware and placeable on board
the aircraft is presented.
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1
Introduction

1.1 Background

The poaching of rhinoceros in Africa has been increasing dramatically the last
couple of years which threatens several species of rhinos with extinction. With
more and more well armed poachers, often with automatic rifles, night vision and
even helicopters, the park rangers needs more advanced technology to be able to
protect the hunted animals in the national parks.

There are several projects running worldwide, ranging from educating the public
to giving the park rangers the necessary means to stop the poaching while it is
happening.

This thesis analyses the possibility to detect and classify animals and humans
from a setup with a thermal and a RGB camera. This could be used on board
a RPAS (Remotely Piloted Aircraft System), which would give the rangers a fast
and accurate method of surveilling a larger area even in the night thanks to the
thermal vision. The proposed system is however not limited to usage on the
savannah. Any application which needs to automatically find and detect humans
or animals could use it. After a catastrophic event such as the tsunami 2003 a
RPAS which could automatically find and report the location of humans would
have helped the rescue action enormously.

1.2 Problem Description

From two overlapping images, one thermal and one RGB, interesting objects
should be located and classified as either humans, rhinos or other. This prob-
lem is split into four independent problems, denoted P1-P4 below, which will all

1



2 1 Introduction

Figure 1.2.1: Overview of the complete system

be described in detail in this thesis. They can be seen in Figure 1.2.1 as the bold
squares.

P1: Segmentation of hot Objects The first step of the system is to do a segmenta-
tion of cold and hot objects to create a mask for cropping the RGB image. This is
done by first using a method of enhancing warm (bright) parts of the image then
using an algorithm for calculating an optimal discriminating threshold value.

P2: Image Registration The two cameras neither share the same camera centre
nor the same resolution. To be able to use the segmentation mask created in the
previous step the two images first needs to be aligned. This is done by approxi-
mating a homography between the two cameras.

P3: Feature Descriptors To be able to automatically classify objects in the im-
ages is we need to extract interesting features of the object. This is often based
on edges, angle of the edges and corners. There are a lot of methods for calcu-
lating features, the ones evaluated here have achieved good result in pedestrian
detection which makes is plausible that they will also perform well on animals.

P4: Classification The classification task is, from prior knowledge, to determine
which discrete category, or class, a new measurement belongs to. In this thesis it
is to classify the data from the feature descriptors into rhino, human or other.

1.3 Goals/Questions

• Which combination of feature descriptors and classifiers have the highest
performance?

• Does the combination of RGB and thermal images increase the classification
performance?

• How well does the system perform with only the thermal camera?

• Consideration for running the system on low performance hardware.
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1.4 Limitations

To be able to focus on the relevant parts of the problem, the feature descriptors
and classification, some limitations and assumptions have been made.

• Three classes

There will only be three classes; rhino, human and other. The other-
class is a class were all objects which is neither humans nor rhinos are
placed, ranging from rocks and trees to zebras and gnus.

• Constant flight height, fixed cameras

The cameras should not be able to move independently of each other
and the distance to the ground plane should be approximately con-
stant. This limitation enables using a constant image registration over
each sequence and it is common for camera gimbals on UAV’s to be
fixed to each other.

• Objects hotter than the background

The available data set is recorded in Sweden in July when the ground
was cooler than the animals. This might not be the case in Africa but
a lot of poaching is done after sun down which could lower the soil
temperature.





2
Theory

In this chapter the four problems, P1-P4, are described in detail with theory and
methods considered. The order of the sections corresponds to their logical order
in the system. All methods used are described in general without details about
the implementation and parameters. Theory behind the thermal imaging and
sensors is also presented.

2.1 Infrared Radiation

Infrared radiation (IR) lies in the wavelength span of 0.7 − 1000µm which is just
above the spectrum of visible light. IR is invisible to the human eye but some
animals have evolved the ability to sense parts of the infrared spectrum.

The IR spectrum is often divided into subdivisions, different scientific fields have
their own divisions. In this thesis, a division for thermal imaging, found in Table
2.1.1, is used.

The wavelength which an object with a temperature of 300 K (27℃) radiates is
λ = 9.7µm which lies in the LWIR-spectrum. Images used in this thesis have been
captured in this spectrum and will be referred as "LWIR images" in this thesis.

Thermal imaging have one advantage over RGB images in that it works in bad
light conditions since the measured energy does not depend on some external
light source but instead the radiation of the objects themselves. In Figure 2.1.1
one can hardly see the person due to the combination of dark clothes and a dark
background but in the LWIR image the person is clearly visible.

5



6 2 Theory

Figure 2.1.1: RGB and IR image of the same scene

There are two types of cameras for capturing thermal images, thermal detectors
and quantum detectors.

One type of thermal detector is the microbolometer sensor (MB). It measures the
temperature change that the incoming photons create. The MB operates in the
spectrum around 8 − 12µm which makes it very suitable for finding mammals.

The quantum detectors (QD) measure change of electrons caused by the photons.
QD have higher resolution, more responsive and produce less noise but they all
need to be cooled to ∼ 170K or lower and they are expensive.

The incident radiant energy is formulated as

IncidentEnergy = EmittedEnergy + TransmittedEnergy + ReflectedEnergy

or

E = εE + τE + ρE ⇒ 1 = ε + τ + ρ

The EmittedEnergy is dependent of the actual temperature of the object and is
often intended to be measured. T ransmittedEnergy is the energy which passed
through the object and Ref lectedEnergy is the energy reflected on the surface of
the object.

To be able to calculate the true temperature of an object the knowledge of ε, ρ
and τ is not sufficient. The transmission medium will also affect the measured
energy. In Figure 2.1.2 the transmission in air is shown. Between 5−7.5µm nearly
all the radiation is blocked by the water in the air.

Near infrared (NIR) ∼ 0.9 − 1.4µm
Mid-wave infrared (MWIR) ∼ 2 − 5µm
Long-wave infrared (LWIR) ∼ 7.5 − 13.5µm

Table 2.1.1: Subdivisions of the IR spectrum.
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Figure 2.1.2: Transmittance for different wavelengths in air.

2.2 Image Registration

Image registration is a method of transforming an image from one coordinate
system into another. In this thesis the registration is made between LWIR and
RGB images.

According to the limitations of this thesis the two cameras are mounted together
in a way that they cannot move independently of each other and that their images
overlap. Together with a approximately constant flight altitude and a flat ground
plane the transformation between the to images can be approximated with a con-
stant homography. Transformation between two points, P1, P2, is done by

P1 = H ∗ P2 (2.2.1)

with

H =

h11 h12 h13
h21 h22 h23
h31 h32 h33

 ,Pi =

xy
1

 (2.2.2)

The image registration is important for the whole system and improvements
which can be made are discussed in Section 5.2.

2.3 Image Segmentation

In this thesis the image segmentation is used to separating what is considered
important parts of the image from the unimportant, in this case hot objects are
considered important. Figure 2.3.1 shows, in the top left panel, a grey scale ther-
mal image of a rhino on the savannah and, in the bottom right panel, the binary
image of the same scene where the background has been removed.
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The segmentation step includes two sub steps, image enhancement and the actual
segmentation. They are both described below.

The segmented image often has some level of small pixel noise which can effec-
tively be removed with morphological operations, e.g dilation and erosion. The
finished segmented image can look as in the bottom right panel in Figure 2.3.1.
All remaining white parts will be used as the mask for the step of cropping the
LWIR and RGB image as seen in Figure 1.2.1. This step will include a lot of un-
wanted regions which is neither subsequent humans nor rhinos but instead just
a hot rock or another animal. This is why the classification is a required part of
the system.

Thermal Image Enhancement In this thesis an enhancement of the hot (bright)
regions is performed since they is considered relevant. One method to do this was
proposed by Jadin and Taib in [15]. It emphasises the hot region by calculating

Iimp = 2 · I −max(I) (2.3.1)

where I is the entire image, max(I) is the highest pixel value and Iimp is the im-
proved image. An example of the difference between I and Iimp is shown in
Figure 2.3.1.

Segmentation Segmentation of a grey scale image is done by calculating

Ibinary(x, y) =

1 if I(x, y) ≥ T (I(x, y))
0 if I(x, y) < T (I(x, y))

(2.3.2)

where I is the image and T is a function for calculating the threshold value. There
exists several methods of finding an optimal value of T (x, y) based in I(x, y), e.g
Otsu’s method [23].

Creating a binary mask from the enhanced image is performed to extract regions
which are then used in the classification part of the system. Otsu’s method has
been used in Figure 2.3.1 to take the step between the top right and the bottom
left panel.

2.4 Feature Descriptors

The feature descriptors extract information from the input image. The features
are also designed to add a layer of robustness against changes in illumination and
small translations.

Both methods described below have been used for detection of pedestrians which
is why they have been chosen for evaluation.
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Figure 2.3.1: Top left: I. Top right: I_imp. Bottom left: Segmented I_imp.
Bottom right: Morphologically opening on segmented I_imp

2.4.1 Local Binary Pattern

Local binary pattern (LBP) was first introduced in 1994 by Ojala et al. as a texture
descriptor [20]. To calculate the LBP-value of each pixel

LBP (c) =
∑

p ∈ neighbours
f (gp − gc)2p

f (x) =

1 if x ≥ 0
0 if x < 0

(2.4.1)

is used, where c is the centre pixel and g is the grey value of a pixel. An illustra-
tion of the algorithm is shown in Figure 2.4.1. The application of the LBP and
its cousins has spread from texture to a lot of different fields. It has been used in
MRI images [32], in face detection [2] and pedestrian detection [12].

Rotation Invariant LBP LBP was improved by Ojala, Pietikäinen and Mäenpää
[21]. They present several improvements to make the LBP grey scale and rotation
invariant. This is done by not taking the nearby pixel values but instead creating
a symmetric sample pattern as seen in Figure 2.4.2. Points not in the centre of
a pixel are interpolated. This is however not rotation invariant since changing
where the most significant bit is located changes the LBP value. To accomplish
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the rotation invariance the calculated binary LBP-value LBPR,P , on radius R and
P points, is transformed by

LBP riR,P = min(ROR(LBPR,P , i)), i = 0, 1, .., P − 1 (2.4.2)

where ROR(x, i) is a circular bit-wise right shift of x i steps. The binary pattern
is rotated and the lowest possible value of the pattern is saved.

Uniform Patterns The next step of improvement presented in [21] was to define
uniform patterns. A binary pattern which has two changes is considered a uni-
form pattern e. g. does 11110000 have two changes, the change between the last
and first bit counts. The authors made an analysis over the distribution of the 36
different LBP ri values possible for P = 8, R = 1, close to 90% were uniformed pat-
terns. The authors showed that giving the uniform patterns a higher importance
in the descriptor gave a significant increase of the performance.

This measurement is defined by

U (LBPR,P ) = |f (gP−1 − gc) − f (g0 − gc)|+
P−1∑
p=1

|f (gp − gc) − f (gp−1 − gc)| (2.4.3)

which gives U (1111000) = 2 as stated before. This new measurement is used to
calculate a rotation invariant uniform LBP value,

LBP riu2
P ,R =


P−1∑
p=0

f (gp − gc) if U (LBPP ,R) ≤ 2

P + 1 otherwise

(2.4.4)

where the superscripted riu2 describes the use of a rotation invariant uniformed
measurement with 2 as the threshold. This gives each uniform LBP-value a unique
value and all the others are group together as one big group.

2.4.2 Histogram of Oriented Gradients

Histogram of oriented gradients (HOG) was introduced by Navneet Dalal and Bill
Triggs in 2005 as a feature descriptor for detecting of humans [9]. The method
has been proven to perform well in detecting and classifying pedestrians [10].
It has also been used in many applications where the shape of the object is an
important feature, e.g. finding animals [18], road signs [17] and text recognition
[28].

The idea behind the method is that the local shape of an object can be described
by local intensity and orientation of the gradient. First, the image is divided into
cells, e.g. 8x8 pixels in [9].

For each pixel in a cell the gradient orientation and magnitude are calculated.
Dalal and Triggs evaluated several methods and the Sobel filter gave them the
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Figure 2.4.1: Example of a LBP calculation of the centre pixel with value
x = 6. The resulting pattern is uniform

best results. Gaussian filtering before calculating the gradients only reduced the
performance.

The next step is orientation binning, where all the gradients in a cell create a
histogram over the different orientations. The orientations are placed in a num-
ber of equally spaced bins, 9 was used by the authors. Each pixel votes with its
orientation and the magnitudes are used for weighting of the votes.

According to Dalal & Triggs the strength of the gradients can vary between neigh-
bouring cells which reduces the performance of the descriptor. They propose a
normalising step where several cells are grouped together in so called blocks. In
these blocks, a normalisation of the contrast is done. They also found out that
using overlapping blocks gave a performance boost, i. e. each cell contributes to
several blocks. Figure 2.4.3 shows how the relationship between pixels, cells and
blocks.

In [9] they used windows with size 128x64 to exploit the fact that humans are
standing upright and are higher than wide. This cannot be used in this thesis
since all other animals have the inverse proportions.

2.5 Machine Learning and Classification

Machine learning (ML) is often considered as a branch of artificial intelligence
(AI) [19]. The idea of ML is to generate intelligence from empirical data instead
of programming.

There are three main paradigms of ML; supervised, unsupervised and reinforced
learning [14]. The latter two will not be considered further in this thesis and the
interested reader is instead referred to [19]. Supervised learning is applied when
pairs of inputs and desired outputs are given and a model is fitted.
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Figure 2.4.2: Circular LBP with LBPR=1,P=8 (inner) and LBPR=2,P=16 (outer)

The classification problem is to determine the discrete category, or class, of a
new measurement based on prior knowledge. An example is to classify a person
either as child or adult based on height and weight. In this thesis there will be
three classes; rhino, human and other. Everything which is neither a rhino nor
human is classified as other. This makes the problem a multi-class problem.

2.5.1 Support Vector Machine

A support vector machine (SVM) is one model used for supervised learning. The
linear SVM was proposed by Vladimir N. Vapnik and Alexey Ya. Chervonenkis
in 1963 [31]. It was then improved by Corinna Cortes and Vladimir Vapnik in
1995 by making it non-linear [8].

Linear SVM

The linear SVM calculates a hyperplane which separates data points of two classes
i.e. it gives the lowest misclassification error and the largest possible margin to
both of the classes. Figure 2.5.1 shows an example where any line separating the
two classes (filled and not filled) would have zero error but only the proposed
plane has the largest possible margin. The three samples which lie on the dot-
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Figure 2.4.3: Example of HOG with cell size = 4x4 and block size = 2x2 with
50% overlap.

ted lines are the support vectors. For classifying a new sample only the support
vectors are needed.

If the two classes are linearly separable the SVM can be described as

yi(w · xi − b) ≥ 1

yi = ±1
(2.5.1)

where xi are the sample vectors, yi corresponding classes, w is the normal of the
wanted hyper plane and b the bias.

Finding w and b in 2.5.1 leads to the optimisation problem

arg min
w,b

max
α≥0

1
2
‖w‖2 −

n∑
i=1

αi[yi(w · xi − b) − 1]

 (2.5.2)



14 2 Theory

which is solved by [31]

w =
n∑
i=1

αiyixi (2.5.3)

b = w · xi − yi (2.5.4)

Only a few αi will be non-zero and the corresponding xi will be the support
vectors of the set.

Figure 2.5.1: Resulting hyperplane and support vectors which lie on the dot-
ted line.

Soft Margin SVM If the two classes are not linearly separable, which is very com-
mon in computer vision applications, Equation 2.5.1 will not hold true ∀ i. This
is solved by introducing a slack variable ξi [8]. This so called soft margin SVM
allows samples being on the wrong side of the hyper plane w. The corresponding
criteria is describes as
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arg min
w,ξ,b

1
2
‖w‖2 + C

n∑
i=1

ξi

 (2.5.5)

subject to

yi(w · xi − b) ≥ 1 − ξi , ξi ≥ 0 (2.5.6)

where C is a constant set by the user.

Nonlinear SVM

There are cases where the linear SVM will perform badly due to the structure of
the data, as seen in Figure 2.5.2, where the linear SVM will not perform better
than 50% correct classifications. In 1992 Boster et. al introduced a way of using
nonlinear separation by applying the kernel trick which in short transforms the
data into some high dimensional feature space [5]. In the new space the classifier
will be a hyperplane which allows the algorithm to fit a classifier in the same way
as in the linear case.

Two common kernels used for the kernel trick are the radial basis function (RBF)

k(xi, xj) = exp(−γ‖xi − xj‖2), γ > 0 (2.5.7)

and the polynomial kernels

k(xi, xj) = (xi · xj)
d , d ∈ N (2.5.8)

where γ and d is set by the user. Both, together with the linear SVM, will be eval-
uated in this thesis. In Figure 2.5.2 the RBF kernel is used. A deeper explanation
of the usage of kernels can be found in [14, Chapter 6].

2.5.2 Decision Trees and Random Forests

In this thesis random forests, a generalisation of decision trees, will be considered
as a method of classification. The general theory behind decision trees will be
presented before an analysis of random forests.

Decision Trees

A decision tree is created by arranging the features as shown in the toy example
in Figure 2.5.3, where the features are "will be raining" and "will be windy". The
decision is whether to take a walk is a good idea or not. The idea behind decision
trees has been around for a long time, Carl von Linné used it for classifying plants
in the 18th century [33].

The main question when creating the decision tree is in which order the features
should appear in the tree, since the higher up in the tree a feature exists the more
important it should be. There are several methods for finding these trees, e.g.
ID3 [25] and CART [22].
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Figure 2.5.2: The dotted line is the linear SVM classification boundary and
the dashed circle is the corresponding boundary for the nonlinear SVM with
an RBF kernel

One drawback with decision trees are their high variance. If a division high up in
the tree is erroneous it will spread down to all splits below which makes the tree
result unstable [14, p. 312]. They also need pruning to avoid even higher vari-
ance, where parts of the tree which do not contribute significantly to the overall
performance, are removed.

Random Forests

The random forest approach to improving the performance of decision trees was
introduced by Breiman in 2001 [6]. The outline of the algorithm is found in
Algorithm 1. When creating a random forest, each tree will be given a subset of
the samples at random. At each branch a comparison between a random subset
of the renaming features is done. The feature which gives the best split is chosen.
How the split is evaluated is described below. This is done until the leaf is either
pure1 or contains fewer samples than a threshold. Then the whole procedure is
repeated to create a forest of trees. When classifying an unseen sample all the
trees cast a vote and the class with most votes wins. [6]

1All the samples in the node are from the same class
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Figure 2.5.3: Decision tree over whether a walk outside is a good idea or not

Algorithm 1 Random Forest
Training set X = {x1, x2, ..., xn} with corresponding classes in Y = {y1, y2, ..., yn}
and T trees
For t = 1, ..., T

1. Pick m,m < n, random samples from X,Y and create a new set of Xt,Yt,
with replacement2

2. Grow a random tree, Tb, from Xt,Yt by recursively perform the following
steps until the nodesize = 1 or the node is pure

(a) Select k features at random
(b) Choose the best feature, from the k chosen, to make the split

Classify an unseen sample x′ by taking the majority vote from the T trees.

Choosing the split In both decision trees and random forests one important part
is the evaluation of each division. There are several of measurements for evalu-
ating a division, Gini impurity (GI) [22] and information gain (IG) [25]. They are
defined as

IGini(f ) = 1 −
n∑
i=1

fi
2 (2.5.9)

and

IIG(f ) = −
n∑
i=1

fi log2 fi (2.5.10)

where fi is the fraction of which samples in the set f belongs to class i.

2The sample can be picked more than one time
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2.5.3 k-Nearest Neighbours

The kNN algorithm for classification is easy to use and understand. For classify-
ing a new sample the algorithm calculates the distances in the feature space to all
neighbours and out of the k nearest neighbours the most common class is given
to the new sample. As distance measure the Euclidean or Manhattan distances
can be used. One difference between kNN and the other classification methods
described here is that there is no training involved in kNN as it only measures
the distance from a new sample to the older samples with known labels.

There are many improvements for the kNN. In 1976 Dudani [11] introduced the
idea where the distances to the neighbours is included in the vote and not only
which neighbours were closest. With a large amount of samples in the dataset cal-
culating the distances to every neighbour can be very computational expensive. It
can be avoided by e.g. using binary search tree [3] or using the nearest neighbour
search [35]. Another problem with the original algorithm is that it is sensitive
to the curse of dimensionality [4]. This can be suppressed by dimension reduction
through e.g. principal component analysis [16], Fisher’s linear discriminant [13] or
independent component analysis [7].

2.5.4 Training and Evaluation

A main goal for this thesis is to compare the performance between different fea-
tures and machine learning algorithms. To be able to draw any conclusion, the
performance measurements needs to be statistically meaningful. Problems with
evaluation and training sets are discussed by Salzberg in [26]. One problem
which he brings up is repeated tuning, or parameter tuning on the data set. Each
new parameter value should be considered a new experiment, to be able to accu-
rately say anything about the performance. Salzbergs solution to this problem is
to use cross validation, which is described below.

Evaluation

Evaluating the classification is an important part of this thesis, since a parame-
ter change in both the classifier or the feature descriptor is reflected only in the
classification performance. There exist several evaluation measurements; a lot of
them are described in detail by Sokolova and Lapalme in [27]. The measurements
which are going to be used here are presented in Table 2.5.3.

Another interesting measurement is the confusion matrix. It contains informa-
tion about the classes which the classifier often mixes up. Table 2.5.2 shows an
example; note that the data is made up and not a part of the result.

True \ Predicted Pos Neg
Pos True Positive (TP) False Negative (FN)
Neg False Positive (FP) True Negative (TN)

Table 2.5.1: Confusion matrix for a binary classification problem. Only ele-
ments on the diagonal are correctly classified
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True \ Predicted Rhino Human Other
Rhino 40 1 9

Human 2 57 1
Other 12 2 46

Table 2.5.2: Example of a confusion matrix (made up data and not a part of
the result)

Measure Equation Description

Average Accuracy
1
N

∑N
n=1

T Pn + T Nn
T Pn + T Nn + FNn + FPn

The average per-
class effectiveness
of a classifier

Precision
∑N
n=1 T Pn∑N

n=1 T Pn + FPn

Agreement of the
data class labels
with those of a
classifiers if calcu-
lated from sums of
per-text decisions

Table 2.5.3: Performance measurements used in this thesis. Parts of Table 3
in [27]. N is the number of classes and TF,TN,FP and FN as in Figure 2.5.1

Overfitting

A big problem in machine learning and classification is overfitting, where a model
with too many degrees of freedom is fitted to the training data. In Figure 2.5.4,
two polynomials (blue lines) are fitted to the given noisy data points sampled
from a true function, (green line). In the right panel the mean approximation er-
ror in the sample points is lower than in the left panel, but visually the difference
between the true function and the model is larger than in the left panel.

To avoid overfitting the data sets need to be split up into a part to train on and a
part to validate the model on.

Figure 2.5.4: Example of overfitting
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Cross validation

For training, a subset of the data is chosen and used to train the model, minimis-
ing the classification error. Then the remaining part of the data is used to validate
the performance of the model.

If this splitting is done as in Figure 2.5.5 with several splits on the same data
set, it is called cross validation. It is a good way for avoiding that the model is
overfitted to the training data.

One advantage over a simple split of the data is that cross validation is more
robust against overfitting and it assesses the generalisation of the model better.
A high variance in the individual errors errori in Figure 2.5.5 is an indication of
overfitting.

Figure 2.5.5: Cross validation scheme
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The implementation and the data evaluation is described in this chapter. This
includes details about programming language and libraries.

3.1 Data sets

The data set mainly used in this thesis is provided by Department of Electrical En-
gineering, ISY, at Linköping University. It contains videos recorded at Kolmården
Zoo from an octacopter, shown in Figure 3.1.4. It carried a Gopro Hero 3 and a
Flir A35, which is a microbolometer thermal camera. A comparison between the
two cameras can be found in Table 3.1.1 and some specification for the A35 in
Table 3.1.2. Note that the thermal images are stored as 16 bits but the actual bit
depth is only 14 bits. The two cameras were mounted so they could not move
independently of each other.

The sequences include rhinos, elephants, gnus, zebras and several antelope species
and humans. However, the humans in the sequence are very small in the images
from the thermal camera, often 10x5 pixels, which makes them too small to be
detected. Since this thesis is about comparing method for classifying humans,
another data set was needed. Data sets with overlapping IR and RGB images are
not very common but the Ohio State University offers one which can be used for
research purposes [1]. The two data sets will be abbreviated as ISY and OSU for
simplicity. Figures 3.1.2 and 3.1.3 show samples from the two sets, both RGB and
thermal images.

The OSU has the same setup with a thermal and RGB camera as the ISY but it
uses static cameras. However, the same algorithm is used for segmentation on
both sets, no background subtraction method was used. OSU’s images have near
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perfect overlap. The data set from ISY does not and therefore requires image
registration. Figure 3.1.1 shows how the LWIR image overlaps the RGB image.

The thermal cameras measure the emitted energy from the objects. This is then
transformed to a grey scale. This scaling is however not known in either of the
two data sets which makes it impossible to calculate the true temperature of the
objects.

Figure 3.1.1: The black box in the upper image shows how the lower, ther-
mal, image fits the RGB image. Note that the thermal (lower) image is scaled
by a factor 2 compared to the RGB image

Resolution Framerate Bit depth
Gopro 1920 x 1080 25 3x8 RGB
A35 320 x 256 60 14 Grey scale

Table 3.1.1: Comparison between the two cameras used at ISY on the octa-
copter
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Resolution 320 x 256
Detector pitch 50 micrometer
Frame rate 60 Hz
Temperature accuracy ±5℃ or ±5% of reading

Table 3.1.2: Specifications of FLIR A35 Thermal imaging camera

Figure 3.1.2: Three images from the ISY data set. Note that the thermal
(lower) images are scaled by a factor 3 compared to the RGB image

3.2 Implementation

In this part details of the implementation will be presented. It will include pro-
gramming language, libraries used and parameters for preprocessing. Informa-
tion about the parameters which will be evaluated in the next chapter will also
be presented.

3.2.1 Programming Language

The entire project was implemented in Python 2.7 using OpenCV 2.4.10 for al-
most all image processing. The segmentation functions in OpenCV does only
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Figure 3.1.3: Four images from the OSU data set.

support 8 bits images and the thermal images are 14 bits (stored in 16 bits con-
tainers). To solve this problem scikit-image [30], which is an open source image
processing library for Python, was used. It contains a lot of low level processing
with comparable execution times as OpenCV but it is written in Python, where
OpenCV is a C++ wrapper. Both libraries use Numpy [29] matrices to store im-
ages which made using both together seamless.

For classification and evaluation the scikit-learn [24], machine learning for Python,
library was used. It contains a lot of different machine learning methods but also
an extensive section with evaluation tools and also methods for creating a grid of
parameters which should be tested.

3.2.2 Preprocessing

In the preprocessing step two methods were used for image enhancement, with
the goal to highlight the warm parts of the image. This depends on the fact that
the ground has a lower temperature than the humans and animals.

The first step is to use Contrast Limited Adaptive Histogram Equalization, CLAHE,
from scikit-image with n_bins = 100, ntiles_x = ntiles_y = 16, clip_limt = 0.01.
The resulting image is found in Figure 3.2.1. To further enhance the warm parts
the Hot Region method described in Chapter 2.3 is applied on the resulting image
which is also shown in Figure 3.2.1 too.

Another way of creating the segmentation mask is discussed in Section 5.2.
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Figure 3.1.4: The octacopter used to record the data from ISY

Figure 3.2.1: Left: Original, Middle: CLAHE, Right: CLAHE + Hot Region

3.2.3 Image Segmentation

After the preprocessing step the image is segmented into a binary image. This
is done by first using Otsu’s method which is parameter free and it returns a
threshold value for the original image. Morphological operations are used to
remove most of the remaining noise.

Bounding boxes are then formed from the binary image with findContours in
OpenCV. Boxes which are to small or to large are removed. See Figure 3.2.2 for an
example where the small remaining noise is not marked with a box and neither
is the large road. These bounding boxes are then used by the feature descriptors.
In this image there was only one object but it is common for hot rocks and other
animals to be included. The area restriction were 50 px ≤ Area ≤ 2000 px, as
reference, the box in Figure 3.2.2 is 330 px and the road object is ∼ 4000 px.
This setting is highly dependent on resolution and distance to the objects but the
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same restrictions were used both in ISY and OSU without missing any important
objects.

Figure 3.2.2: Left: Original, Middle: Original after morphological opera-
tions, Right: Same as the middle with bounding boxes with area constraints

3.2.4 Image Registration

The registration between the thermal and the RGB camera is performed by man-
ually finding 4 corresponding points in the first frame, calculating a transforma-
tion with OpenCV’s getPerspectiveTransform and using it for the whole sequence.
Objects close to the edge are sometimes missed due to a bad registration but other-
wise it performs well. In Section 5.2 an improvement of this is discussed. Figure
3.1.1 shows an example of how the images overlap in the ISY data set. In the OSU
data set the registration is already performed.

3.2.5 Training and Evaluation Data

Combing image registration and segmentation on the recorded videos gives a
huge amount of data. Each frame contains a couple of boxes and there are about
30 000 frames. From these small boxes around 200 from each class have been
picked to be used as training and evaluation data. Boxes from consequential
frames are often very similar due to the small time between them. Figure 3.2.3
shows a couple of images used in the evaluation.
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Figure 3.2.3: Examples from the training data with images from the three
classes on corresponding RGB and LWIR images

3.3 Evaluation

For the evaluation five classifiers and five feature descriptors were chosen. Table
3.3.1 & 3.3.2 list the methods and their abbreviations which will be used in the
results chapter. The unintuitive way of naming non-rotation-invariant uniform
LBP LBP-NRI-UNI is to keep it in line with the implementation in sci-kit image
where the method is called nri_uniform.

Cross Validation Throughout the evaluation a five-fold cross validation were
used. The folds were chosen to keep the same class distribution of each split
as in the whole set. From those five results the mean and standard deviation
were extracted and are presented in the result chapter.

Measurements All tests have been evaluated by mean accuracy and some by pre-
cision, both are described in Section 2.5.4. To show which classes the classifiers
often mix up, confusions matrices will be used.

Parameter testing Several of the classifiers have more than one parameter which
are important to get a good result. They are often also dependent of each other. To
find the best combination an exhaustive search over these parameters was made.
This search method tries all possible combinations for the input given by the user.
In the polynomial SVM there are three important parameters (C, gamma and d).
Together with the 5 folds in the cross validation it makes the number of classifiers
needed to be calculated very large. Manually adjusting the size and resolution of
the search parameters is necessary to keep the computational time down.

The parameters which are included in the evaluation are listed in Table 3.3.3 &
3.3.4 for the respective methods. Each parameter is described in the respective
part in Chapter 2.
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Dimension reduction for kNN The kNN method is sensitive to high dimensional-
ity of the input data. The feature descriptors used here have > 1000 dimensions
which needs to be reduced to 10-50. There are several methods for this and Prin-
cipal Component Analysis (PCA) was chosen.

T-test The results for most of the methods are very similar to each other and
therefore are a statistical measure is needed to find the results which are signif-
icant different. This was done by hypothesis testing with a t-test with the null
hypothesis that the two compared results are from the same distribution. The
interested reader can find a good explanation of the t-test and hypothesis testing
in [34]. Only a few important results have been analysed with the t-test. Here the
double sided 5% (or 95%) t-test was used.

Classifiers Abbriviation
Linear SVM SVM-L
RBF SVM SVM-RBF
Polynomial SVM SVM-P
k-Nearest Neighbours kNN
Random Forest RF

Table 3.3.1: Abbreviations used for the classifiers

Feature Descriptor Abbriviation
Histogram of Oriented Gradiens HOG
Local Binay Pattern LBP
Rotation invariant LBP LBP-ROR
Uniform LBP LBP-UNI
Non rotation-invariant uniform LBP LBP-NRI-UNI

Table 3.3.2: Abbriviations used for the feature descriptors

Classifier Parameters
SVM-L C
SVM-RBF C, gamma
SVM-P C, gamma, d (degree)
kNN k (n_neighbors), pca_dims
RF n_trees

Table 3.3.3: Parameters which will be evaluated for the different classifiers.
Each parameter is described in Chapter 2
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Feature Descriptor Parameters
HOG blockStride, blockSize, cellSize, nbins
LBP R,P
LBP-ROR R,P
LBP-UNI R,P
LBP-NRI-UNI R,P

Table 3.3.4: Parameters which will be evaluated for the different feature de-
scriptors. R is the radius and P the number of points samples, as seen in
Figure 2.4.2
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Results

In this chapter the result of the evaluation of the different feature descriptors and
classifiers are presented.

Many of these methods include a large amount of parameters, most of them will
not be presented at all, instead the default values in the implementation will be
used. Some are however important to get a good result and those will be pre-
sented, showing how the performance depend on them. All parameters specified
in the function calls are listed in Appendix A.

For all tests cross validation with a 5 split was used with the average error as
result. This corresponds to around 130 validation samples for each split (40-50
for each class). Figure 4.0.1 shows a confusion matrix with images from the data
sets.

4.1 Overview/Presentation

To make the presentation of all the different combinations pedagogical a new
notation is used. It is defined as

< FeatureDescriptor, ImageT ype >

and e.g. the HOG descriptor on the LWIR image would be denoted < HOG, LW IR >,
similarly, where both LBP and HOG have been used on RGB, is marked as
< HOG + LBP , RGB >.

The presentation of the results is divided into two parts. First is the result of
the different classifiers presented and then the results for the feature descrip-
tors. Since the performance of some methods seems equal, a selection of t-test
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Figure 4.0.1: Examples of images with true and predicted labels. Examples
along the diagonal are correctly classified.

is performed. These tests indicate if there is a statistically significant difference
between the methods. Table 4.3.9 shows the results of the t-tests.

4.2 Classifiers

Here the result for the five different classifiers are presented. They have all been
tuned with regard to the parameters presented earlier. They were trained and
evaluated with the same feature descriptors and images. The combinations eval-
uated were:

< HOG, RGB >, < HOG, LW IR >, < HOG, RGB + LW IR >, < LBP , RGB >,
< LBP , LW IR >, < LBP , LW IR + RGB > and < HOG + LBP , LW IR + RGB >. For
the feature descriptors the following parameters were used:

• HOG:winSize = (32, 32), blockSize = (8, 8), BlockStride = (4, 4), cellSize =
(4, 4), nbins = 12

• LBP: Method =′ def ault′ , radius (R) = 1, n_points (P ) = 8

Table 4.2.1 to 4.2.5 show the accuracy and precision results for the different clas-
sifiers on several combinations of feature descriptors and image types. These
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results are unfortunately very inconclusive. No method outperform the others in
a significant way.

They do however differ on other aspects, e.g. computational performance which
one should take into account. If this system is implemented on a low perform-
ing hardware, e. g. on ARM SoC, the evaluation speed and memory usage are
important factors. The classification error of all the three SVM versions is very
similar across the board. However, SVM-L with its linearity is much cheaper
computationally and it scales with a large amount of samples or/and features.
Table 4.3.10 shows a comparison of the computational time for the different SVM
classifiers. SVM-L is 13% faster than SVM-RBF and 32% faster than SVM-P.

KNN have two drawbacks; the need of storing all the training samples and the
need of dimensionality reduction. The complexity of PCA isO(n2

f eatures · nsamples+

n3
f eatures) [16]. The performance of KNN depending on the number of dimensions

is shown in figure 4.3.1

Figure 4.2.1 to 4.2.5 shows confusion matrices for the different classifiers on
<HOG+LBP,RGB+LWIR>. As seen they perform very similar but the accuracy
on rhinos is high for all methods.

HOG (mean | STD) RGB LWIR RGB+LWIR
SVM-L 0.97 0.01 0.94 0.02 0.98 0.01
SVM-RBF 0.97 0.01 0.97 0.02 0.98 0.01
SVM-P 0.97 0.01 0.97 0.02 0.98 0.01
kNN 0.97 0.01 0.97 0.01 0.98 0.02
RF 0.975 0.002 0.930 0.003 0.982 0.002

Table 4.2.1: Accuracy result (mean & STD) for the different classifiers on
HOG features

LBP (mean | STD) RGB LWIR RGB+LWIR
SVM-L 0.96 0.02 0.90 0.03 0.98 0.01
SVM-RBF 0.97 0.02 0.89 0.05 0.98 0.02
SVM-P 0.96 0.02 0.89 0.04 0.98 0.02
kNN 0.98 0.01 0.94 0.01 0.98 0.01
RF 0.960 0.003 0.906 0.004 0.965 0.003

Table 4.2.2: Accuracy result (mean & STD) for the different classifiers on
LBP features

4.3 Feature Descriptors

Here the result for the different feature descriptors (FD) are presented. The pa-
rameters for the classifiers have been tuned for each FD to maximise the accuracy.
Tables 4.3.1 to 4.3.6 contain the result for the different LBP implementations.
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HOG+LBP (mean | STD) RGB+LWIR
SVM-L 0.99 0.01
SVM-RBF 0.99 0.01
SVM-P 0.99 0.01
kNN 0.98 0.01
RF 0.985 0.002

Table 4.2.3: Accuracy result (mean & STD) for the different classifiers on
HOG+LBP features

HOG (mean | STD) RGB LWIR RGB+LWIR
SVM-L 0.97 0.01 0.94 0.02 0.98 0.01
SVM-RBF 0.97 0.01 0.97 0.02 0.98 0.01
SVM-P 0.97 0.01 0.97 0.02 0.99 0.01
kNN 0.97 0.01 0.97 0.01 0.98 0.02
RF 0.973 0.003 0.926 0.007 0.973 0.003

Table 4.2.4: Precision result (mean & STD) for the different classifiers on
HOG features

In Table 4.3.9 the result of several t-tests between different FDs are presented.

4.3.1 LBP and its variants

For most of the LBP-methods, increasing the radius of the sample points is lower-
ing the accuracy in the RGB images. This is seen in Tables 4.3.3, 4.3.1 and 4.3.5
for R = 2, P = 16. However, this seems to not be the case in the LWIR images. Ta-
bles 4.3.6 and 4.3.2 show small difference between R = 1, P = 8 and R = 2, P = 16.
For some classifiers the increased radius improves the performance and for some
it decreases it. The standard deviation is also too high to draw any conclusions
for the LWIR images.

Another difference worth noting between the methods is the rotation invariance,
or the lack of it. In Table 4.3.1 the <LBP,RGB> and <LBP-ROR,RGB> are com-
pared. With the same radius the LBP-ROR perform worse than the LBP. Com-
paring the <LBP-UNI,RGB> in Table 4.3.3 and <LBP-NRI-UNI,RGB> in Table
4.3.5 gives the same results, that the rotation invariance only decreases the perfor-
mance. In the LWIR case the deviation of the result is to large for any conclusion
to be made about the rotation invariance.

4.3.2 HOG

The HOG method include a lot of parameters which are dependent of each other.
All parameters (expect nbins) must be 2n-multiple and blockSize must be a mul-
tiple of blockStride. All these requirements makes it difficult to perform a grid
search over the parameters. To simplify the search the winSize were set to (32,32)
because nearly all image patches were around 32x32 pixels. From these con-
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LBP (mean | STD) RGB LWIR RGB+LWIR
SVM-L 0.96 0.02 0.90 0.03 0.98 0.01
SVM-RBF 0.97 0.02 0.89 0.05 0.98 0.02
SVM-P 0.96 0.02 0.89 0.03 0.98 0.02
kNN 0.98 0.01 0.94 0.01 0.98 0.01
RF 0.956 0.003 0.899 0.005 0.961 0.004

Table 4.2.5: Precision result (mean & STD) for the different classifiers on
LBP features

Figure 4.2.1: Confusion matrix from the SVM-L classifier on LBP+HOG fea-
tures

straints the improved HOG, denoted HOG_imp, was found as:

• HOG_imp: winSize = (32, 32), blockSize = (8, 8), BlockStride = (4, 4),
cellSize = (8, 8), nbins = 29

The difference between HOG and HOG_imp are the nbins and cellSize. In Table
4.3.7 and 4.3.8 the results for HOG and HOG_imp for both RGB and LWIR.

There were no significant difference between HOG and HOG_imp on LWIR. How-
ever, as seen in Table 4.3.9 there is a significant difference between the two meth-
ods on RGB images.
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Figure 4.2.2: Confusion matrix from the SVM-RBF classifier on LBP+HOG
features

RGB (mean | STD) default,1,8 ror,1,8 ror,2,16
SVM-L 0.96 0.02 0.94 0.01 0.87 0.03
SVM-RBF 0.97 0.02 0.95 0.01 0.88 0.03
SVM-P 0.96 0.02 0.93 0.01 0.83 0.02
kNN 0.98 0.01 0.95 0.01 0.91 0.01
RF 0.960 0.003 0.941 0.003 0.952 0.003

Table 4.3.1: Accuracy result (mean & STD) for the uniform LBP-ROR on RGB
with (R = 1, P = 8) & (R = 2, P = 16) with the default LBP as comparison

LWIR (mean | STD) default,1,8 ror,1,8 ror,2,16
SVM-L 0.90 0.03 0.84 0.03 0.79 0.05
SVM-RBF 0.89 0.05 0.88 0.02 0.84 0.01
SVM-P 0.89 0.04 0.84 0.04 0.78 0.03
kNN 0.94 0.01 0.91 0.02 0.87 0.05
RF 0.906 0.004 0.862 0.006 0.892 0.005

Table 4.3.2: Accuracy result (mean & STD) for LBP-ROR on LWIR with (R =
1, P = 8) & (R = 2, P = 16) with the default LBP as comparison
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Figure 4.2.3: Confusion matrix from the SVM-P classifier on LBP+HOG fea-
tures

Figure 4.2.4: Confusion matrix from the kNN classifier on LBP+HOG fea-
tures
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Figure 4.2.5: Confusion matrix from the RF classifier on LBP+HOG features

RGB (mean | STD) default,1,8 uniform,1,8 uniform,2,16
SVM-L 0.96 0.02 0.94 0.01 0.88 0.01
SVM-RBF 0.97 0.02 0.96 0.01 0.95 0.01
SVM-P 0.96 0.02 0.93 0.01 0.88 0.01
kNN 0.98 0.01 0.97 0.01 0.94 0.01
RF 0.960 0.003 0.944 0.003 0.954 0.003

Table 4.3.3: Accuracy result (mean & STD) for the LBP-UNI on RGB with
(R = 1, P = 8) & (R = 2, P = 16) with the default LBP as comparison

LWIR (mean | STD) default,1,8 nri_uniform,1,8 nri_uniform,2,16
SVM-L 0.90 0.03 0.84 0.03 0.86 0.01
SVM-RBF 0.89 0.05 0.85 0.04 0.89 0.03
SVM-P 0.89 0.04 0.82 0.02 0.86 0.03
kNN 0.94 0.01 0.92 0.01 0.92 0.01
RF 0.906 0.004 0.857 0.008 0.890 0.006

Table 4.3.4: Accuracy result (mean & STD) for LBP-UNI on LWIR with (R =
1, P = 8) & (R = 2, P = 16) with the default LBP as comparison
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RGB (mean | STD) default,1,8 nri_uniform,1,8 nri_uniform,2,16
SVM-L 0.96 0.02 0.95 0.01 0.90 0.01
SVM-RBF 0.97 0.02 0.97 0.01 0.95 0.01
SVM-P 0.96 0.02 0.95 0.01 0.89 0.01
kNN 0.98 0.01 0.973 0.004 0.93 0.02
RF 0.960 0.003 0.950 0.002 0.956 0.003

Table 4.3.5: Accuracy result (mean & STD) for LBP-NRI-UNI on RGB with
(R = 1, P = 8) & (R = 2, P = 16) with the default LBP as comparison

LWIR (mean | STD) default,1,8 nri_uniform,1,8 nri_uniform,2,16
SVM-L 0.90 0.03 0.86 0.03 0.88 0.01
SVM-RBF 0.89 0.05 0.86 0.03 0.90 0.02
SVM-P 0.89 0.04 0.83 0.03 0.87 0.02
kNN 0.94 0.01 0.930 0.029 0.92 0.02
RF 0.906 0.004 0.882 0.005 0.895 0.006

Table 4.3.6: Accuracy result (mean & STD) for LBP-NRI-UNI on LWIR with
(R = 1, P = 8) & (R = 2, P = 16) with the default LBP as comparison

RGB (mean | STD) HOG HOG_imp
SVM-L 0.97 0.01 0.988 0.004
SVM-RBF 0.97 0.01 0.99 0.01
SVM-P 0.97 0.01 0.99 0.01
kNN 0.97 0.01 0.98 0.01
RF 0.975 0.002 0.977 0.002

Table 4.3.7: Accuracy result (mean & STD) for HOG and HOG_imp on RGB

LWIR (mean | STD) HOG HOG_imp
SVM-L 0.95 0.02 0.94 0.02
SVM-RBF 0.97 0.02 0.97 0.02
SVM-P 0.97 0.02 0.97 0.02
kNN 0.98 0.01 0.97 0.01
RF 0.936 0.004 0.930 0.003

Table 4.3.8: Accuracy result (mean & STD) for HOG and HOG_imp on LWIR
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Classifier FD1 FD2
Significant
difference?

SVM-L <HOG,RGB> <LBP,RGB> No
SVM-L <HOG,RGB> <HOG_imp,RGB> Yes, FD2 better
SVM-L <HOG_imp,RGB> <LBP,RGB> Yes, FD1 better
SVM-L <HOG_imp,RGB> <HOG+LBP,RGB+LWIR> No
SVM-L <HOG_imp,LWIR> <HOG_imp,RGB+LWIR> Yes, FD2 better
KNN <HOG,LWIR> <LBP,LWIR> Yes, FD1 better

Table 4.3.9: T-test on 95% level between 5 different combinations of classi-
fiers, feature descriptors and image types.

Classifier Time [s]
SVM-L 0.78 ± 0.01
SVM-RBF 0.92 ± 0.01
SVM-P 1.07 ± 0.01

Table 4.3.10: Computational time for the different SVM classifiers. All clas-
sifiers classified 165 samples 10 times, average time is presented.

Figure 4.3.1: Graph of the accuracy of k-NN with k = 5 and PCA for dimen-
sionality reduction



5
Conclusion and Future Work

In this chapter the conclusion of the thesis will be presented together with sug-
gestions of where future work should be focused.

5.1 Conclusion

One should note that the available data sets are limited in some areas. This has
been discussed earlier in the report but it is worth a reminder. To be able to
separate the results, a more diverse data set is needed. Videos recorded in dusk
or dawn, animals hiding behind foliage. More data on humans in the savannah
environment is also very important.

The first question about which combination of classifier and feature descriptor to
be used is difficult to answer. There was no clear winner of the different classi-
fiers. However, the HOG_imp descriptor performed significantly better on both
RGB images than the other methods evaluated, see Table 4.3.9. One could also
combine HOG_imp with LBP if the system can handle the increased dimension-
ality.

One difference between this thesis and others which evaluate common classifica-
tion systems is the focus on the LWIR images; not just as a method of detecting
candidates in the RGB image but for classification. This is an important part
since much of the poaching takes place in dusk or dawn where the RGB camera
will be less useful. It has been shown in this thesis that classification on only the
LWIR images is close to the RGB in accuracy. It has also shown that the common
feature descriptors used on RGB images also work very well on LWIR images.

The results of the classifiers do not separate them significantly, however other
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properties such computational costs do. The scenario is that the camera system
is mounted on some airborne vehicle. Sending image data live has several im-
plications on the system. Firstly, it is very expensive to sustain the needed data
link to be able to send images live. Secondly, being dependent on the data link
greatly reduces the operation distance of the vehicle. However, if the system is
implemented on hardware in the air, only the classification result is needed to be
sent to the ground station.

With low performing hardware the SVM-L stands out with its linear scaling and
very low memory usage. Table 4.3.10 shows the difference in computation time
between the different SVM classifiers. There exists a great amount of C/C++
implementations which all compete for the lowest computation time.

The conclusion after this thesis is to use <HOG_imp,RGB+LWIR> with the SVM-
L to get one of the best performance with low computationally cost. This results
in a system with a high accuracy which works both during the day and during
the night.

However, to solve the problem of poaching focus cannot only lie on the supply
but also on the demand. Nearly all elephant tusks and rhino horns are sold to
Asia where it is used among other things as medicine. This part of the puzzle
needs to be solved by politicians and law makers.

5.2 Future Work

This thesis gives a base for building a system for classifying animals and humans,
from RGB and thermal images. However, there are some question marks which
could not be solved in the scope the thesis. Here some possible improvements
will be discussed.

5.2.1 Image Registration

For this report a constant projective transformation between the two cameras
was used, which worked good sufficiently well since the two cameras were fixed
together. This is almost always the case in modern camera gimbals used on aerial
vehicle but they often have a zoom lens. A more sophisticated method of finding
the image registration is needed.

There are some articles which use straight lines and the hough transform to find
the transformation. This is not possible in this case since the straight edges are
always from some human made object like buildings and pavements which are
quite sparse in the savannah. One possibility would be to match the contours
in both images as they look similar in both images. Most methods of matching
two images, SIFT, SURF, MSER and so forth use corners to find corresponding
points. Unfortunately, this does not work well in the combination of thermal and
RGB images. One problem is that something visible in the RGB image could be
invisible in the thermal, e.g. a rhino horn cannot be seen in the thermal image.
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Another problem is the low resolution and contrast in the thermal image which
gives very blurry edges and corners.

5.2.2 Image Segmentation

The thermal images from Kolmården had to be extracted from Flir’s proprietary
file format .seq which causes information loss. All information about how the
pixel values correspond to the measured energy level are lost which makes it
impossible to calculate the true temperature. With the true temperature of the
objects known a smarter image segmentation could have been implemented. In-
stead of trying to enhance the bright parts, a threshold function

Ibinary(x, y) =

1 if 39 ≥ Icelsius(x, y) ≥ 35
0 otherwise

(5.2.1)

could be used, depending on the temperature of rhinos and humans.

5.2.3 Tracking

The proposed system can identify rhinos and humans in each frame with a high
accuracy but it is oblivious to the fact that the rhino in the next frame is the
same as in the current. This can be solved by introducing a tracker which tracks
the bounding box between frames. For this to work well the camera movement
relative to the world needs to be small or known. The information about the
camera movements can be used as an input to the tracker to make it work when
the camera e.g. is rotating.

5.2.4 Choosing Sensor

Both data sets used are captured with the cheaper and common microbolometer
sensor. It would be interesting to evaluate which part of the IR spectrum gives
the best performance. The sensors able to capture shorter wavelength than the
bolometer are very expensive which makes images from them hard to come by,
especially on rhinos.

Not using an action camera with fish-eye lens would also be preferable to reduce
lens distortion.





A
Appendix

Here all the different tuned parameters for all methods are presented. All classi-
fiers are from sci-kit learn, HOG from OpenCV and LBP from sci-kit image. If a
parameter is not listed here the default value was used.

A.1 Image segmentation

Besides using the Hot Region described in Chapter 2, CLAHE was also used with
the following parameters:

ntiles_x = 16, ntiles_y = 16, nbins = 100, clip_limit = 0.01

A.2 Classifiers and Feature Descriptors

All the parameters used for the different classifiers and feature descriptors are
presented here.
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