Software verification and validation activities are essential for software quality but also constitute a large part of software development costs. Therefore, efficient and cost-effective software verification and validation activities are both a priority and a necessity considering the pressure to decrease time-to-market and intense competition faced by many, if not all, companies today. It is then perhaps not unexpected that decisions related to software quality, when to stop testing, testing schedule and testing resource allocation needs to be as accurate as possible.
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Based on the research findings in this thesis it can be concluded that applying symbolic regression in genetic programming may be a viable technique for software fault prediction. We additionally seek literature evidence where other search-based techniques are applied for testing of non-functional system properties, hence contributing towards the growing application of search-based techniques in diverse activities within software verification and validation.
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Chapter 1

Introduction

1.1 Preamble

The IEEE Standard Glossary of Software Engineering Terminology [232] defines software engineering as: “(1) The application of a systematic, disciplined, quantifiable approach to the development, operation, and maintenance of software; that is, the application of engineering to software. (2) The study of approaches as in (1)”. Within software development different phases constitutes a software development life cycle, with the objective of translating end user needs into a software product. During the course of a software development life cycle, certain surrounding activities [210] occur, and software verification and validation (V&V) is one example of such an activity. The collection of software V&V activities is also often termed as Software Quality Assurance (SQA) activities.

Software V&V consists of two distinct set of activities. Verification consists of a set of activities that checks the correct implementation of a specific function; while validation is a name given to a set of activities that checks that the software satisfies customer requirements. The IEEE Guide for Software Verification and Validation Plans [231] precisely illustrates this as: “A V&V effort strives to ensure that quality is built into the software and that the software satisfies user requirements”. Boehm [28] presented another way to state the distinction between software V&V:

Verification: “Are we building the product right?”
Validation: “Are we building the right product?”

Although one normally do not make a clear-cut distinction between software V&V activities, because a degree of overlap is inevitable, we conform to the software V&V
activities as given by Rakitin [213] for the purpose of brevity. According to Rakitin [213], while measurement is common to both V&V activities, verification activities additionally include inspection and configuration management; while validation activities additionally encompass testing and software reliability growth. Figure 1.1 presents a holistic view of software V&V activities as these are represented as occurring throughout the software development life cycle.

![Software Development Life Cycle Diagram](image)

**Figure 1.1:** The software V&V activities occurs throughout a software development life cycle.

Another possible way to understand software V&V activities is to categorize them into static and dynamic techniques complemented with different ways to conduct software quality measurements. Static techniques examine software artifacts without executing them (examples include inspections and reviews) while dynamic techniques (software testing) executes the software to identify quality issues. Software quality measurement approaches, on the other hand, helps in the management decision making process (examples include assistance in deciding when to stop testing [111]).

The overarching purpose of software V&V activities is to improve software product quality. While literature offers different definitions of the term ‘software product quality’, one common and decisive element in determining software product quality is adherence to user/customer requirements. These requirements are the properties that must be exhibited by the software to solve some real-world problem [111]. The requirements can further be classified into functional and non-functional (quality) requirements. While functional requirements are concerned with the functionality/capability of a software; non-functional requirements act as constraints to the solution that defines the desired quality attributes. Therefore, software product quality refers to the conformance of both functional and non-functional requirements.

It is quite obvious to reason that efficient and cost-effective software V&V activities increase our chances of delivering quality software to the end-users. Efficient and cost-
effective management of software V&V activities is one of the challenging tasks of software project management and considerable gains can be made when considering that software V&V activities constitute a fair percentage of total software development life cycle costs. According to Boehm and Basili, around 40% [27], while Myers [189] argues that detection and removal of faults constitutes around 50% of project budgets.

We live today in a competitive global economy where time-to-market is of utmost importance [213]. At the same time, size and complexity of software developed today, is constantly increasing. Releasing a software product then has to be a trade-off between the time-to-market, cost-effectiveness and the quality levels built into the software. We believe that efficient and cost-effective software V&V activities can help management make such a trade-off. We argue that trend analysis based on the number of faults found during software testing is one step towards this goal.

A major part of this thesis investigates the possibility of analyzing software fault history as a measurement technique to predict future software reliability. We expect management to, by part through our studies, gain support in decision making, regarding an assessment of the quality level of the software under test. This can in turn be used for assessment of testing schedule slippage, decisions related to testing resource allocation and reaching an agreement on when to stop testing and preparing for shipping the software.

From a holistic point of view, fault-prediction studies can be categorized as making use of traditional (statistical regression) and machine learning (ML) approaches. The use of machine learning approaches to fault prediction modeling is more recent [265]. Machine learning is a sub-area within the broader field of artificial intelligence (AI), and is concerned with programming computers to optimize a performance criterion using example data or past experience [18]. Within software engineering predictive modeling, machine learning has been applied for the tasks of classification and regression [265]. The main motivation behind using machine learning techniques is to overcome difficulties in making trustworthy predictions. These difficulties are primarily concerned with certain characteristics that are common in software engineering data. Such characteristics include missing data, large number of variables, heteroskedasticity\(^1\), complex non-linear relationships, outliers and small size of the data sets [90]. Various machine learning algorithms have been applied for software fault prediction; a non-exhaustive summary is provided in Section 3.2 of this thesis.

Our focus in this thesis is to make use of evolutionary computation approaches to machine learning called evolutionary learning (EL) [262]. Evolutionary computation is a collection of population-based algorithms making use of simulated evolution, random variation and selection [21]. One major branch of evolutionary computation

\(^1\)A set of random variables with different variances.
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is genetic programming [157]. We have performed empirical studies making use of genetic programming (GP) to predict future software reliability in terms of fault count. The reasons for carrying out these type of studies were:

1. To make use of advantages offered by genetic programming as a potential prediction tool:
   
   (a) GP models do not depend on assumptions about data distribution and relationship between independent and dependent variables.
   
   (b) GP models are independent of any assumptions about the stochastic behavior of the software failure process and the nature of software faults.
   
   (c) GP models do not conceive a particular structure for the resulting model.
   
   (d) The model and the associated coefficients can be evolved based on the historical fault data.

2. To evaluate earlier published results using genetic programming for fault predictions.

3. To investigate the application of GP models in the current trend of multi-release software development projects.

4. To consolidate the existing evidence in support (or against the use) of GP as a prediction tool.

The above focus on evolutionary computation also grows out of an increasing interest in an emerging field within software engineering called search-based software engineering (SBSE) [105, 103]. Search-based software engineering concerns solving software engineering problems using search-based optimization techniques. GP is one example of search-based optimization techniques. Within SBSE, a wide-range of studies are focussed on the problem of automated software test data generation. A survey paper by McMinn [182] reviews the field of search-based software test data generation. This survey paper, in addition to other types of testing, highlighted the use of search-based techniques for testing the non-functional property of execution time. McMinn also suggested possible directions of future research into other non-functional search-based software testing areas. We, in this thesis, investigated exactly this, in the form of a systematic review [150], allowing us to answer one of the research questions in this thesis (Section 1.3). As discussed above that software product quality is conformance to both functional and non-functional requirements, therefore, testing for non-functional system properties cannot be neglected in the goal towards a quality software
product. While there are a plethora of techniques for testing functional requirements, testing non-functional requirements is usually not as straightforward.

Figure 1.2 presents a snapshot of major concerns addressed in this thesis.

![Figure 1.2: Cross-connecting concerns addressed in this thesis.](image)

### 1.2 Concepts and Related work

It is clear that software engineering data, like any other data, becomes useful only when it is turned into information through analysis. This information can be used to make predictions; thus forming a potential decision support system. Such decisions can ultimately affect scheduling, cost and quality of the end product. However, it is worth keeping in mind that the nature of a typical software engineering data is such that different machine learning techniques [46, 18] might be conducive to play a part in understanding a rather complex and changing software engineering process.

The Section 1.2 describes the concepts and their use in the thesis. We discuss the concepts of search-based software engineering, software fault prediction and systematic literature reviews.

#### 1.2.1 Search-based software engineering (SBSE)

Search-based software engineering (SBSE) is a name given to a new field concerned with the application of techniques from metaheuristic search, operations research and evolutionary computation to solve software engineering problems [105, 102, 103]. These computational techniques are mostly concerned with modeling a problem in
terms of an evaluation function and then using a search technique to minimize or maximize that function [46]. SBSE treats software engineering problems as a search for solutions that often balances different competing constraints to achieve an optimal or near-optimal result. The basic motivation is to shift software engineering problems from human-based search to machine-based search [102]. Thus the human effort is focused on guiding the automated search, rather than actually performing the search [102]. Certain problem characteristics warrant the application of search-techniques, which includes large number of possible solutions (search space) and no known optimal solutions [104]. Other desirable problem characteristics amenable to search-techniques’ application include low computational complexity of fitness evaluations of potential solutions and continuity of the fitness function [104].

There are numerous examples of the applications of SBSE spanning over the whole software development life cycle, e.g. requirements engineering [22], project planning [11], software testing [182], software maintenance [29] and quality assessment [30].

1.2.2 Search-based software engineering (SBSE) in this thesis

This thesis addresses research questions that are related to SBSE and have a focus on: i) A particular problem domain and ii) Application of a specific or different search technique(s) on that particular domain.

A main part of this thesis includes software engineering predictive modeling as a problem domain while the technique used in this case is genetic programming. On the other hand, another problem domain in this thesis is software testing for non-functional system properties with the scope being broad to cater for different search techniques. The following Subsection presents an introduction to genetic programming.

Genetic programming

Genetic programming (GP) [157, 229] is an evolutionary computation technique and is an extension of genetic algorithms [108]. Like other evolutionary methods, GP is inspired by evolution in nature. It genetically breeds a population of computer programs [46] in pursuit of solving a problem. An abstract level definition of GP is given in [208] and reads as follows: “[GP] is a systematic, domain-independent method for getting computers to solve problems automatically starting from a high-level statement of what needs to be done.” GP applies iterative, random variation to an existing pool of computer programs (potential solutions to the problem) to form a new generation of programs by applying analogs of naturally occurring genetic operations [158]. The typical process, as given in [158], is depicted in Figure 1.3.
Chapter 1. Introduction

Figure 1.3: A block-diagram depicting GP evolutionary process.

Programs may be expressed in GP as syntax trees, with the nodes indicating the instructions to execute (called functions), while the tree leaves are called terminals and may consist of independent variables of the problem and random constants. In Figure 1.4, variables $x$, $y$ and constant 3 are the terminals while $\text{min}$, $\ast$, $+$ and $/$ are the functions.

Figure 1.4: Tree structured representation showing $\text{min}(x \ast y, y + 3/x)$.

To use GP one usually needs to take five preparatory steps [46]:

1. Specifying the set of terminals.

2. Specifying the set of functions.

3. Specifying the fitness measure.

4. Specifying the parameters for controlling the run.

5. Specifying the termination criterion and designating the result of the run.
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The first two steps define the search space that will be explored by GP. The fitness measure guides the search in promising areas of the search space and is a way of communicating a problem’s requirements to a GP algorithm. The fitness evaluation of a particular individual is determined by the correctness of the output produced for all of the fitness cases [21]. The last two steps are administrative in their nature. The control parameters limit and control how the search is performed like setting the population size and probabilities of performing the genetic operations, while the termination criterion specifies the ending condition for the GP run and typically includes a maximum number of generations [46]. Genetic operators of mutation, crossover and reproduction are mainly responsible for introducing variation in successive generations. The crossover operator recombines randomly chosen parts from two selected programs and creates new program(s) for the new population (Figure 1.5). The mutation operator selects a point in a parent tree and generates a new random sub-tree to replace the selected sub-tree, while the reproduction operator simply replicates a selected individual to a new population.

The evolution of models using GP is an example of a symbolic regression problem. Symbolic regression represents one of the earliest applications of GP [157] and is an error-driven evolution as it aims to find a function, in symbolic form, that fits (or approximately fits) data from an unknown curve [157]. In simpler terms, symbolic regression finds a function whose output matches some target values [208]. Throughout the thesis, whenever we refer to genetic programming for software engineering predictive modeling, we consider the symbolic regression application of it.

The next Subsection 1.2.3 presents an introduction to software fault prediction and...
discusses two classifications of quality evaluation models. Since many quality evaluation models exist in literature, these classifications help us relating them to the fault prediction studies in this thesis.

1.2.3 Software fault prediction

Errors, faults, failures and defects are inter-related terminologies and often have considerable disagreement in their definitions [81]. However, making a distinction between them is important and therefore for this purpose, we follow the IEEE Standard Glossary of Software Engineering Terminology [232]. According to this, an error is a human mistake, which produces an incorrect result. The manifestation of an error results in a software fault which, in turn, results into a software failure which, translates into an inability of the system or component to perform its required functions within specified requirements. A defect is considered to be the same as a fault [81] although it is a term more common in hardware and systems engineering [232]. In this thesis, the term fault is associated with mistakes at the coding level. These mistakes are found during testing at unit and system levels. Although the anomalies reported during system testing can be termed as failures, we remain persistent with using the term fault since it is expected that all the reported anomalies are tracked down to the coding level. In other words the faults we refer to are pre-release faults, an approach similar to the one taken by Fenton and Ohlsson [82].

Software fault prediction models can be seen as belonging to a family of quality-evaluation models. As discussed in Section 1.1, these models may provide objective assessments and problem-area identification [238], thus enabling dual improvements of both product and process. Presence of software faults is usually taken to be an important factor in software quality, a factor that shows generally an absence of quality [106]. A fault prediction model uses previous software quality data in the form of software metrics to predict the number of faults in a module or release of a software system [144]. There are different types of models proposed in software verification and validation literature, all of them with the objective of accurately quantifying software quality. Different classifications of these models exists and we now discuss two of these classifications, one by Tian [238] and the other by Fenton and Neil [81].

Tian’s classification of quality-evaluation models

This section serves as a summary of the classification approach given by Tian [238]. This approach divides the quality-evaluation models into two types: generalized models and product-specific models.
Generalized models are not based on project-specific data; rather they take the form of industrial averages. These can further be categorized into three subtypes of an overall model, a segmented model and a dynamic model:

- An overall model. Providing a single estimate of overall product quality, e.g. a single defect density estimate [125].

- A segmented model. Providing quality estimates for different industrial segments, e.g. defect density estimate per market segment.

- A dynamic model. Providing quality estimates over time or development phases, e.g. the Putnam model [212] which generalizes empirical effort and defect profiles over time into a Rayleigh curve\(^2\).

Product-specific models are based on product-specific data. This type of models can further be divided into three types:

- Semi-customized models: Providing quality extrapolations using general characteristics and historical information about the product, process or environment, e.g. a model based on fault-distribution profile over development phases.

- Observation-based models: Providing quality estimates using current project estimations, e.g. various software reliability growth models [171].

- Measurement-driven predictive models: Providing quality estimates using measurements from design and testing processes, e.g. [250].

**Fenton and Neil’s classification of quality-evaluation models**

Fenton and Neil [81] views the development of quality-evaluation models as belonging to four classes:

- Prediction using size and complexity metrics.

- Prediction using testing metrics.

- Prediction using process quality data.

- Multivariate approaches.

---

\(^2\)Traditionally, a Rayleigh curve indicates the relationship between effort and time-to-market.
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Prediction using size and complexity metrics represents majority of the fault prediction studies. Different size metrics have been used to predict the number of faults, e.g. Akiyama [12] and Lipow [165] used lines of code. There are also studies making use of McCabe’s cyclomatic complexity [181], e.g. as in [153]. Then there are studies making use of metrics available earlier in the life cycle, e.g. Ohlsson and Alberg [197] used design metrics to identify fault-prone modules.

Prediction using testing metrics involves predicting residual faults by using faults found in earlier inspection and testing phases, e.g. [43]. Test coverage metrics have also been used to obtain promising results for fault prediction, e.g. [250].

Prediction using process quality data relates quality to the underlying process used for developing the product, e.g. faults relating to different Capability Maturity Model (CMM) levels [116].

Multivariate approaches to prediction use a small representative set of metrics to form multilinear regression models. Studies report advantages of using such an approach over univariate fault models, e.g. [142, 186, 187].

1.2.4 Software fault prediction in this thesis

In relation to the classification schemes presented in Section 1.2.3, the software fault prediction studies in this thesis falls in the categories of observation-based models (with respect to Tian’s classification) and predictions using testing metrics (with respect to Fenton and Neil’s classification). This is depicted in Figure 1.6.

As discussed in Section 1.1, at a higher level the fault prediction studies can be categorized as making use of statistical regression (traditional) and machine learning (recent) approaches. There are numerous studies making use of machine learning techniques for software fault prediction. Artificial neural networks represents one of the earliest machine learning techniques used for software reliability growth modeling and software fault prediction. Karunanithi et al. published several studies [126, 127, 128, 129, 130] using neural network architectures for software reliability. Other examples of studies reporting encouraging results include [5, 17, 70, 98, 99, 107, 134, 135, 136, 148, 228, 238, 239, 240, 241]. Apart from artificial neural networks, some authors have proposed using fuzzy models, as in [49, 50, 230, 249], and support vector machines, as in [242], to characterize software reliability. There are also studies that use a combination of techniques, e.g. [242], where genetic algorithms are used to determine an optimal neural network architecture and [193], where principal component analysis is used to enhance the performance of neural networks. The use of genetic programming for software fault prediction is reviewed in Chapter 4 of this thesis.
In relation to fault prediction studies in this thesis, it is useful to discuss some important constituent design elements. This concerns fault data sets, GP design and statistical hypothesis testing.

**Software fault data sets**

The fault prediction studies in this thesis make use of fault data sets for two purposes:

1. To train the models using different techniques (the corresponding data set is called training set).
2. To test the trained models for evaluation purposes (the corresponding data set is called testing set).

The fault data sets used in this thesis resembles a time-series and represents weekly/monthly faults gathered during the testing of various industrial and open-source projects. The data sets are impartially split into disjoint training and testing sets, with first 2/3 of the fault data set is used as training set while the later 1/3 of the data used as testing set. Further details about the fault data sets accompany the study details in Chapters 2

---

**Figure 1.6:** Relating fault prediction studies in this thesis to the two classification approaches.
Chapter 1. Introduction

Table 1.1: An example data set split into training and testing sets.

<table>
<thead>
<tr>
<th>Week</th>
<th>Fault Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
</tr>
<tr>
<td>6</td>
<td>27</td>
</tr>
<tr>
<td>7</td>
<td>39</td>
</tr>
<tr>
<td>8</td>
<td>45</td>
</tr>
<tr>
<td>9</td>
<td>54</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
</tr>
<tr>
<td>11</td>
<td>54</td>
</tr>
<tr>
<td>12</td>
<td>57</td>
</tr>
<tr>
<td>13</td>
<td>57</td>
</tr>
<tr>
<td>14</td>
<td>57</td>
</tr>
<tr>
<td>15</td>
<td>57</td>
</tr>
<tr>
<td>16</td>
<td>66</td>
</tr>
<tr>
<td>17</td>
<td>66</td>
</tr>
<tr>
<td>18</td>
<td>69</td>
</tr>
<tr>
<td>19</td>
<td>75</td>
</tr>
<tr>
<td>20</td>
<td>81</td>
</tr>
<tr>
<td>21</td>
<td>81</td>
</tr>
<tr>
<td>22</td>
<td>90</td>
</tr>
<tr>
<td>23</td>
<td>99</td>
</tr>
<tr>
<td>24</td>
<td>102</td>
</tr>
<tr>
<td>25</td>
<td>105</td>
</tr>
<tr>
<td>26</td>
<td>108</td>
</tr>
<tr>
<td>27</td>
<td>120</td>
</tr>
<tr>
<td>28</td>
<td>123</td>
</tr>
</tbody>
</table>

Figure 1.7: An example data set split into training and testing sets.

and 3 of this thesis. Figure 1.7 represents one example data set split into training and testing sets.

Genetic programming design

For studies in this thesis, we have one independent variable $x$ (week/month number) making up the terminal set. It is also common to complement the terminal set with randomly generated constants within a suitable range; however the choice of these constants is problem-dependent. For the studies in this thesis, the terminal set is taken to only contain the independent variable, i.e. $T = \{x\}$.

The choice of function sets is also problem-dependent; however, ordinary arithmetic functions are normally used for numeric regression problems [208]. The studies in this thesis use different function sets for different data sets, one example being, $F = \{+, -, *, sin, cos, log\}$.

The quality of solutions is measured using an evaluation measure. We use a natural evaluation measure for symbolic regression problems which is the calculation of the difference between the obtained and expected results in all fitness cases, $\sum_{i=1}^{n} |e_i - e'_i|$ where $e_i$ is the actual fault count data, $e'_i$ is the estimated value of the fault count data and $n$ is the size of the data set used to train the GP models.

The last two steps of the GP design are administrative and concerns setting the parameters for a GP run. This includes selecting population size, setting number of generations, tree-initialization method, selection method and any restrictions on the size of program trees. The selection of these parameters is, yet again, problem de-
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Table 1.1: Example control parameters used for the GP system.

<table>
<thead>
<tr>
<th>Control Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>30</td>
</tr>
<tr>
<td>Number of generations</td>
<td>200</td>
</tr>
<tr>
<td>Termination condition</td>
<td>200 generations</td>
</tr>
<tr>
<td>Function set</td>
<td>{+, -, *, sin, cos, log}</td>
</tr>
<tr>
<td>Terminal set</td>
<td>{x}</td>
</tr>
<tr>
<td>Tree initialization</td>
<td>ramped half-and-half³³</td>
</tr>
<tr>
<td>Initial maximum number of nodes</td>
<td>28</td>
</tr>
<tr>
<td>Maximum number of nodes after genetic operations</td>
<td>512</td>
</tr>
<tr>
<td>Genetic operators</td>
<td>crossover⁴, mutation⁵, reproduction⁶</td>
</tr>
<tr>
<td>Selection method</td>
<td>lexicotur⁷</td>
</tr>
<tr>
<td>Elitism</td>
<td>replace⁸</td>
</tr>
</tbody>
</table>

¹Balanced and unbalanced trees of different depths.
²Branch swapping by randomly selecting nodes of the two parent trees.
³A random node from the parent tree is substituted with a new random tree.
⁴Copy of trees to the next generation without any operation.
⁵Selecting a random number of individuals from the population and choosing the best of them,
   if two individuals are equally fit, the one having the less number of nodes was chosen as the best.
⁶Children replace the parent population having received higher priority of survival,
   even if they are worse than their parents.

Independent and Chapters 2 and 3 in this thesis present the parameter settings for the GP algorithm in this case. However, for the sake of completeness Table 1.1 shows one example of control parameter settings for a GP algorithm.

Evaluation measures and statistical hypothesis testing

Statistical hypothesis testing is used to test a formally stated null hypothesis and is a key component of the analysis and interpretation phase of experimentation in software engineering [258]. Earlier studies on predictive accuracy of competing models did not test for statistical significance and, hence, drew conclusions without reporting significance levels. This is, however, not so common anymore as more and more studies report statistical tests of significance³³. Chapters 2 and 3 in this thesis make use of statistical hypothesis testing to draw conclusions.

Statistical tests of significance are important since it is not reliable to draw conclusions merely on observed differences in means or medians because the differences

³³Simply relying on statistical calculations is not always reliable either, as was clearly demonstrated by Anscombe in [20] where he showed the necessity of actually looking at plotted data.
could have been caused by chance alone [190]. The use of statistical tests of significance comes with its own share of challenges about which tests are suitable for a given problem. A study by Demšar [66] recommends non-parametric (distribution free) tests for statistical comparisons of classifiers; while elsewhere in [34] parametric techniques are seen as robust to limited violations in assumptions and as more powerful (in terms of sensitivity to detect significant outcomes) than non-parametric.

The strategy used in this thesis is to first test the data to see if it fulfills the assumption(s) of a parametric test. If there are no extravagant violations in assumptions, parametric tests are preferred; otherwise non-parametric tests are used. We are however well aware of the fact that the issue of parametric vs. non-parametric methods is a contentious issue in some research communities. Suffice it to say, if a parametric method has its assumptions fulfilled it will be somewhat more efficient and some non-parametric methods simply cannot be significant on the 5% level if the sample size is too small, e.g. the Wilcoxon signed-rank test [256].

Prior to applying statistical testing, suitable accuracy indicators are required. However, there is no consensus with regards as to which accuracy indicator is the most suitable for the problem at hand. Commonly used indicators suffer from different limitations [85, 223]. One intuitive way out of this dilemma is to employ more than one accuracy indicator, so as to better reflect on a model’s predictive performance in light of different limitations of each accuracy indicator. This way the results can be better assessed with respect to each accuracy indicator and we can better reflect on a particular model’s reliability and validity.

However, reporting several measures that are all based on a basic measure, like mean relative error (MRE), would not be useful because all such measures would suffer from common disadvantages of being unstable [85]. In [195], measures for the following characteristics are proposed: Goodness of fit (Kolmogorov-Smirnov test), Model bias (U-plot), Model bias trend (Y-plot) and Short-term predictability (Prequential likelihood). Although providing a thorough evaluation of a model’s predictions, this set of measures lacks a suitable one for variable-term predictability. Variable-term predictions are not concerned with one-step-ahead predictions but with predictions in variable time ahead. In [87, 177], average relative error is used as a measure of variable-term predictability.

As an example of applying multiple measures, the study in Chapter 2 of this thesis use measures of prequential likelihood, the Braun statistic and adjusted mean square error for evaluating model validity. Additionally we examine the distribution of residuals from each model to measure model bias. Lastly, the Kolmogorov-Smirnov test is applied for evaluating goodness of fit. More recently, analyzing distribution of residuals is proposed as an alternative measure [149, 223]. It has the convenience of applying significance tests and visualizing differences in absolute residuals of competing models.
using box plots.

We see examples of studies in which the authors use a two-prong evaluation strategy for comparing various modeling techniques. They include both quantitative evaluation and subjective qualitative criteria based evaluation because they consider using only empirical evaluation as an insufficient way to judge a model’s output accuracy. Qualitative criterion-based evaluation judges each method based on conceptual requirements [90]. One or more of these requirements might influence model selection. The study in Chapter 3 presents such qualitative criteria based evaluation, in addition to quantitative evaluation.

The next Subsection 1.2.5 describes the concept of systematic literature reviews and how they are applicable in this thesis.

### 1.2.5 Systematic literature reviews

A systematic review evaluates and interprets all available research relevant to a particular research question [150]. The aim of the systematic review is therefore to consolidate all the evidence available in the form of primary studies. A systematic review is at the heart of a paradigm called evidence-based software engineering [77, 119, 151] which is concerned with objective evaluation and synthesis of best quality primary studies relevant to a research question. A systematic review differs from a traditional review in following ways [244]:

- The systematic review methodology is made explicit and open to scrutiny.
- The systematic review seeks to identify all the available evidence related to the research question so it represents the totality of evidence.
- The systematic reviews are less prone to selection, publication and other biases.

The guidelines for performing systematic literature reviews in software engineering [150] divides the stages in a systematic review into three phases:

1. Planning the review.
2. Conducting the review.
3. Reporting the review.

The key stages within the three phases are depicted in Figure 1.8 and summarized in the following paragraph:

1. Identification of the need for a review—the reasons for conducting the review.
2. **Research questions**—the topic of interest to be investigated e.g. assessing the effect of a software engineering technology.

3. **Search strategy for primary studies**—the search terms, search query, electronic resources to search, manual search and contacting relevant researchers.

4. **Study selection criteria**—determination of quality of primary studies e.g. to guide the interpretation of findings.

5. **Data extraction strategy**—designing the data extraction form to collect information required for answering the review questions and to address the study quality assessment.

6. **Synthesis of the extracted data**—performing statistical combination of results (meta-analysis) or producing a descriptive review.

### 1.2.6 Systematic reviews in this thesis

This thesis contains two systematic reviews making up Chapters 4 and 5. The systematic review in Chapter 4 consolidates the application of symbolic regression using
GP for predictive studies in software engineering. There were two major reasons for carrying out this study:

1. To be able to draw (if possible) general conclusions about the extent and effectiveness of application of symbolic regression using GP for predictions and estimations in software engineering.

2. To summarize the benefits and limitations of applying symbolic regression using GP as a prediction and estimation tool.

The systematic review in Chapter 5 examines the existing work in search-based testing of non-functional system properties. The focus of this systematic review is on non-functional testing, since it was evident from an earlier survey paper on search-based software test data generation by McMinn [182] that search-based non-functional software testing is a field having potential but lacking empirical results. McMinn [182] also included suggestions in his paper about the possibility of non-functional properties being tested using search-based techniques. Ever since the publication of McMinn’s survey paper, it has been important and interesting to know the extent of which search-techniques has been applied to non-functional testing. The systematic review in Chapter 5 investigated the literature into non-functional properties being tested using search-based techniques (answering research question 4, Section 1.3).

Finally, the motivations for carrying out this study were as follows:

1. To be able to identify existing non-functional properties being tested using search techniques.

2. To identify any constraints and limitations in the application of these search techniques.

3. To identify the range of fitness functions used in the application of these search techniques and, in cases where possible, to present an analysis of these fitness functions.

1.3 Research questions and contribution

The specific purpose and goals of research in general are very often highlighted in the form of specific research questions [63]. These research questions relate to one or more main research question(s) that clarifies the central direction behind the entire investigation [63].
The purpose of this thesis is to determine the applicability of search-based techniques in two activities within software verification and validation: Software predictive modeling and software testing. The main research question of the thesis is thus based on this purpose and is formulated as:

**Main Research Question:** What is the applicability of search-based techniques for software verification and validation in the context of software predictive modeling and software testing?

This main research question highlights the two investigative components of the thesis within software verification and validation, i.e., software predictive modeling and software testing, the common denominator being the application of search-based techniques. The main research question is further divided into two sub-questions addressing the two components. These two sub-questions are formulated as below:

**Research sub-question 1:** What is the trade-off in using search-based techniques for software engineering predictive modeling with a focus on software fault prediction?

**Research sub-question 2:** What is the current state of research considering testing of non-functional system properties using search-based techniques?

The above two research sub-questions are answered by posing specific research questions which are addressed in one or more chapters forthcoming in the thesis.

There are two specific research questions answering research sub-question 1, RQ1.1. and RQ1.2. The first specific research question RQ1.1. is formulated below:

**RQ1.1.** What is the quantitative and qualitative performance of genetic programming in modeling fault count data?

*Related concepts:* Search-based software engineering (SBSE) (Section 1.2.1), genetic programming (GP) (Section 1.2.2), software fault prediction (Section 1.2.3).

*Relevant chapters:* Chapters 2 and 3.

Chapter 2 serves as a stepping-stone for the research into search-based software fault prediction. Chapter 2 constitutes a sequential multi-step value-addition. Specifically, the first step discusses the mechanism enabling genetic programming to progressively search for better solutions and potentially be an effective prediction tool. The second step explores the use of genetic programming for software fault count predic-
tions by evaluating against five different measures. This step did not include any comparisons with other models, which were added as a third step in which the predictive capabilities of the GP algorithm were compared against three traditional software reliability growth models. Thus the overall contributions of the chapter are: (i) Exploring the GP mechanism that might be suitable for modeling (ii) Empirically investigating the use of GP as a potential prediction tool in software V&V (iii) Comparative evaluation of using GP with traditional software reliability growth models (iv) Evaluating earlier published results using GP as a prediction tool.

The early positive results of using GP for fault predictions in Chapter 2 warranted further investigation into this area which, resulted in the write-up of Chapter 3. Chapter 3 investigates cross-release prediction of fault data from large and complex industrial and open source software. The comparison groups, in addition to using symbolic regression in genetic programming, include both traditional and machine learning models, while the evaluation is done both quantitatively and qualitatively. The overall contribution of the chapter is therefore quantitative and qualitative assessment of the generalizability and real-world applicability of different models for cross-release fault predictions using extensive data sets covering both open source and industrial software projects.

The second specific research question (RQ1.2.) answering research sub-question 1 takes a step back from software fault prediction and presents a broader perspective on the application of search-based techniques. This broader perspective is in terms of addressing not only software fault prediction but also prediction of other attributes within software engineering:

RQ1.2. Is there evidence that symbolic regression using genetic programming is an effective method for prediction and estimation, in comparison with regression, machine learning and other models?

Related concepts: Search-based software engineering (SBSE) (Section 1.2.1), genetic programming (GP) (Section 1.2.2), software fault prediction (Section 1.2.3), systematic literature reviews (Section 1.2.5)

Relevant chapter: Chapter 4.

RQ1.2. is answered using a systematic literature review investigating the extent of application of symbolic regression in genetic programming within software engineering predictive modeling (Chapter 4). The purpose of carrying out this review is discussed in Section 1.2.6. Besides being a systematic review answering the posed research question, other contributions of the chapter include:

- Presenting an opportunity to assess different attributes that can be measured us-
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ing GP and its efficacy.

• An understanding of different GP variations used by the review studies to predict and estimate in a better way.

Figure 1.9 shows the relation between different specific research questions connected to the research sub-question 1.

![Diagram](attachment:image.png)

Figure 1.9: Relationship of specific research questions with the research sub-question 1 and the main research question.

The research sub-question 2 is answered by posing the following specific research question addressed in Chapter 5 of this thesis.

**RQ2.1.** In which non-functional testing areas have metaheuristic search techniques been applied?

*Related concepts:* Search-based software engineering (SBSE) (Section 1.2.1), systematic literature reviews (Section 1.2.5)

*Relevant chapter:* Chapter 5.

RQ2.1. is further divided into the following research sub-questions:
**RQ2.1.1.** What are the different metaheuristic search techniques used for testing each non-functional property?

**RQ2.1.2.** What are the different fitness functions used for testing each non-functional property?

**RQ2.1.3.** What are the current challenges or limitations in the application of metaheuristic search techniques for testing each non-functional property?

RQ2.1. (Chapter 5) is answered through a systematic literature review of application of search-based techniques for non-functional testing. Besides the purpose of this systematic review being discussed in Section 1.2.6, the contribution of the chapter is an exploration of non-functional properties tested using search-techniques, identification of constraints and limitations encountered and an analysis of different fitness functions used to test individual non-functional properties.

The relationship between the specific research question RQ2.1. and the associated sub-questions is depicted in Figure 1.10.

![Diagram](image)

Figure 1.10: Relationship of specific research questions with the research sub-question 2 and the main research question.
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The two research sub-questions therefore have a focus on search-based software predictive modeling and search-based software testing. Figure 1.11 presents a high-level view on the relationship between the main research question, the research sub-questions, the specific research questions and the related concepts. Figure 1.11 shows that the main research question has two major concerns i.e. application of search-based techniques within software verification and validation. We have a focus on two activities within software verification and validation: Software predictive modeling and software testing. Our research sub-questions are formulated based on these two activities. The research sub-questions are answered by three specific research questions: RQ1.1., RQ1.2 and RQ2.1. The specific research questions are subjects of subsequent Chapters 2, 3, 4 and 5 of the thesis, allowing us to draw conclusions regarding the main research question.

![Figure 1.11: A high-level view on the relationship between the different research questions and the concepts.](image)

1.4 Research methodology

Research approaches can usually be classified into quantitative, qualitative and mixed methods [63]. A quantitative approach to research is mainly concerned with investigating cause and effect, quantifying a relationship, comparing two or more groups, use of measurement and observation and hypothesis testing [63]. A qualitative approach
to research, on the other hand, is based on theory building relying on human perspectives. This approach accepts that there are different ways of interpretation [258]. The mixed methods approach involves using both quantitative and qualitative approaches in a single study.

The below text takes a tour of different strategies associated with quantitative, qualitative and mixed method approaches [63]. In the end, the relevant research methods for this thesis are discussed.

1.4.1 Qualitative research strategies

Ethnography, grounded theory, case study, phenomenological research and narrative research are examples of some qualitative research strategies [63].

*Ethnography* studies people in their contexts and natural settings. The researcher usually spends longer periods of time in the research setting by collecting observational data [63]. *Grounded theory* is evolved as an abstract theory of the phenomenon under interest based on the views of the study participants. The data collection is continuous and information is refined as progress is made [63]. A *case study* involves in-depth investigation of a single case, e.g. an event or a process. The case study has time and work limits within which different data collection procedures are applied [63]. *Phenomenological research* is grounded in understanding the human experiences concerning the phenomenon [63]. Like in ethnography, phenomenological research involves prolonged engagement with the subjects. *Narrative research* is akin to retelling stories about other individuals’ lives and relating with researcher’s life in some manner [63].

1.4.2 Quantitative research strategies

Quantitative research strategies can be divided into two quantitative strategies of inquiry [63]: Experiments and surveys.

An experiment, or “[...] a formal, rigorous and controlled investigation” [258], has as a main idea to distinguish between a control situation and the situation under investigation. Experiments can be true experiments and quasi-experiments. Within quasi-experiment, there can also be a single-subject design.

In a *true experiment*, the subjects are randomly assigned to different treatment conditions. This ensures that each subject has an equal opportunity of being selected from the population; thus the sample is representative of the population [63]. *Quasi-experiments* involve designating subjects based on some non-random criteria. This sample is a convenience sample, e.g. because the investigator must use naturally formed groups. The *single-subject designs* are repeated or continuous studies of a single process or individual. *Surveys* are conducted to generalize from a sample to a population by
conducting cross-sectional and longitudinal studies using questionnaires or structured interviews for data collection [63].

Robson, in his book *Real World research* [218], identifies another quantitative research strategy named *non-experimental fixed designs*. These designs follow the same general approach as used in experimental designs but without active manipulation of the variables. According to Robson, there are three major types of non-experimental fixed designs: Relational (correlational) designs, comparative designs and longitudinal designs. First, relational (correlational) designs analyze the relationships between two or more variables and can further be divided into cross-sectional designs and prediction studies. Cross-sectional designs are normally used in surveys and include taking measures over a short-period of time, while prediction studies are used to investigate if one or more predictor variables can be used to predict one or more criterion variables. Since prediction studies collects data at different points in time, the study extends over time to test these predictions. Second, comparative designs involve analyzing the differences between the groups; while, finally, longitudinal designs analyze trends over an extended period of time by using repeated measures on one or more variables.

1.4.3 Mixed method research strategies

The mixed method research strategies can use sequential, concurrent or transformative procedures [63]. The *sequential* procedure begins with a qualitative method and follows it up with quantitative strategies. This can conversely start with a quantitative method and later on complemented with qualitative exploration [63]. *Concurrent* procedures involve integrating both quantitative and qualitative data at the same time; while *transformative* procedures include either a sequential or a concurrent approach containing both quantitative and qualitative data, providing a framework for topics of interest [63].

With respect to specific research strategies, surveys and case studies can be both quantitative and qualitative [258]. The difference is dependent on the data collection mechanisms and how the data analysis is done. If data is collected in such a manner that statistical methods are applicable, then a case study or a survey can be quantitative.

We consider systematic literature reviews (Section 1.2.5) as a form of survey. A systematic literature review can also be quantitative or qualitative depending on the data synthesis [150]. Using statistical techniques for quantitative synthesis in a systematic review is called meta-analysis [150]. However, software engineering systematic literature reviews tend to be qualitative (i.e. descriptive) in nature [32]. One of the reason for this is that the experimental procedures used by the primary studies in a systematic literature review differs, making it virtually impossible to undertake a formal meta-analysis of the results [152].
1.4.4 Research methodology in this thesis

The chapters in this thesis are based on both quantitative and qualitative research methodologies. Chapters 2 and 3 of this thesis fall within the category of prediction studies (Section 1.4.2) and thus belonging to the high-level category of non-experimental fixed designs. Specifically, the studies constituting Chapters 2 and 3 make use of a predictor variable (week/month number) to predict the criterion variable (fault counts). Also these studies use quantitative data collected over time which is used both for training the models and testing the predictions (Section 1.2.4). Chapter 3 is additionally complemented with a qualitative assessment of models so it is justifiable to place it under a mixed methods approach using sequential procedure. Chapters 4 and 5 are systematic reviews and since they include descriptive data synthesis, these are the candidates for qualitative studies. Table 1.2 presents the research methodologies used in this thesis in tabular form.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Utilized research methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Quantitative → Non-experimental fixed designs → Relational design → Predictive studies</td>
</tr>
<tr>
<td>3</td>
<td>Mixed method → Sequential procedure</td>
</tr>
<tr>
<td>4</td>
<td>Qualitative → Survey → Systematic review</td>
</tr>
<tr>
<td>5</td>
<td>Qualitative → Survey → Systematic review</td>
</tr>
</tbody>
</table>

1.5 Validity evaluation

Experimental results can be said to have sufficient validity if they are valid for the population under interest [258]. This validity is compromised due to threats against four types of validity i.e. conclusion, internal, construct and external validity [258].

Conclusion validity is related to the strength of the relationship between the treatment and the outcome [258]. In our studies in Chapters 2 and 3, we have used statistical hypothesis testing at commonly used significance levels of 0.01 and 0.05 to identify any significant relationships between the observed and the predicted data. Generally, we were conscious of the assumptions of the statistical tests and used the type of tests (parametric or non-parametric) accordingly. The selection of evaluation measures is also another threat to conclusion validity because there is still a lack of clear consensus on the most suitable evaluation measures to use. This threat is minimized in two ways; first objective measures are applied [258] and secondly more than one measure is applied to cross-check the results if possible.
The conclusion validity threats in case of the systematic reviews in Chapters 4 and 5 are different from standard validity threats being flexible design types rather than the fixed ones in case of experiments. One conclusion validity threat in case of these studies is bias in applying quality assessment and data extraction. This is minimized by basically following the guidelines for conducting systematic reviews [150] which makes it explicit how quality assessment and data extraction are carried out. Specifically for checking the consistency of data extraction, a small sample of primary studies was used to extract data for the second time.

**Internal validity** is related to causality i.e. the relationship between the treatment and the outcome should be a causal one [258]. The studies in Chapters 2 and 3 use different ways to minimize the threats against internal validity. First, the splitting of data sets into training and testing sets were always done using the rule that first 2/3 of the data set is used for training while the rest 1/3 of the data set is used for testing purposes. There were two reasons for persisting with this choice. First of all, this choice of splitting is commonly used in many machine-learning studies [257]. Secondly, since the fault count histories are time-series data, it is logical to choose a split that preserves the chronological time series occurrences of faults. Another possible threat to internal validity was minimized by not pre-processing the data before applying any technique, except that the data were aggregated on weekly/monthly basis due to the availability of data sets in this format. This aggregation of data may have consequences since it does not capture the effective work hours during each week/month. This situation could have been improved by collecting data from an ongoing project in an online context, rather than using a complete historical set upfront. This is intended to be part of our future studies.

For the systematic review studies in Chapters 4 and 5, one threat to internal validity arises from not including research that remained unpublished due to undesirable results or proprietary literature that is not made available. Although it is difficult to find such grey literature, some more effort in this regard would have improved the internal validity of the results.

**Construct validity** is concerned with generalizing the experimental results to the theory behind the experiment [258]. In our studies in Chapters 2 and 3, those evaluation measures were used that relate to the measurement of a specific property, or to put it in other words, reflects the construct under study [258] e.g. the Kolmogorov-Smirnov test is used for measurement of goodness of fit test which is a commonly used test for this measure. Moreover, the number of data sets reflected a reasonable representation of treatments in our opinion with three industrial data sets used in Chapter 2 and a total of seven data sets (industrial and open-source) used in Chapter 3.

For the systematic reviews in Chapters 4 and 5, a threat to construct validity could be that we missed relevant studies. This threat however was minimized by using a
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thorough, well-defined and constantly refined search strategy.

*External validity* is concerned with the generalization of the results outside the scope of the study [258]. While Chapter 2 involves data sets from projects undertaken by one organization, Chapter 3 includes data sets from diverse projects from different software organizations and open-source projects, hence helping to improve the generalizability of results achieved.

For the systematic reviews in Chapters 4 and 5, the external validity can be related to the degree to which the primary studies are representative of the overall goal of the review. This is covered by the systematic review protocol, which helped us to achieve a representative set of studies to a greater extent.

### 1.6 Summary

In this chapter, we presented a synopsis of the research area and what we believe to be the contribution of the research. We additionally presented the concepts that will be used in later chapters of this thesis and outlined the research methodology used along with the validity evaluation. The next Chapter 2 presents findings and conclusions of using genetic programming as a potential prediction tool in software V&V.
Chapter 2

Genetic programming for software fault count predictions

2.1 Introduction

Software has become a key element in the daily life of individuals and societies as a whole. We are increasingly dependent on software and because of this ever-increasing dependency; software failures can lead to hazardous circumstances. Ensuring that the software is of high quality is thus a high priority. A key element of software quality is software reliability, defined as the ability of a system or component to perform its required functions under stated conditions for a specific period of time [232]. If the software frequently fails to perform according to user-specified behavior, other software quality factors matters less [188]. It is, therefore, imperative that the reliability of the software is determined before making it operational.

Deciding upon when to release the software is also important because releasing software that contains faults will result in high failure costs whereas, on the other hand, prolonged debugging and testing increases development costs. Reliability growth modeling is an important criterion, which helps in making an informed decision about when to release the software. A software reliability growth model (SRGM) describes the mathematical relationship of finding and removing faults to improve software reliability. An SRGM performs curve fitting of observed failure data by a pre-specified model formula, where the parameters of the model are found by statistical techniques like e.g. the maximum likelihood method [192]. The model then estimates reliability or predicts future reliability by different forms of extrapolation [172]. After the first software reli-
ability growth model was proposed by Jelinski and Moranda in 1972 [115], there have been numerous reliability growth models following it. These models come under different classes [171], e.g., exponential failure time class of models, Weibull and Gamma failure time class of models, infinite failure category models and Bayesian models. The existence of a large number of models requires a user to select and apply an appropriate model. For practitioners, this may be an unmanageable selection problem and there is a risk that the selected model is unsuitable to the particulars of the project in question.

Some models are complex with many parameters. Without extensive mathematical background, practitioners cannot determine when it is applicable and when the model diverges from reality. Even if the dynamics of the testing process are well known, there is no guarantee that the model whose assumptions appear to best suit these dynamics will be most appropriate [195]. Moreover, these parametric software reliability growth models are often characterized by a number of assumptions, e.g. that once a failure occurs, the fault that caused the failure is immediately removed and that the fault removal process will not introduce new faults. These assumptions are often unrealistic in real-world situations (see e.g. [260]), hence, causing problems in the long-term applicability and validity of these models. Under these constraints, what becomes significantly interesting is to have modeling mechanisms that can exclude the pre-suppositions about the model and are based entirely on the fault data. In this respect, genetic programming (GP) can be used as an effective tool because, being as a non-parametric method, GP does not conceive a particular structure for the resulting model and GP also does not make any assumptions about the distribution of the data.

This chapter presents a multi-stage exploration of using GP for the purpose of predicting software reliability. Stage one discusses the mechanisms enabling GP to potentially be an effective modeling technique. Stage two presents an experiment where we apply GP to evolve a model based on weekly fault count data. The contribution of this stage is exploring the use of GP as a potential method for software fault count predictions. We use five different measures to evaluate the adaptability and predictive ability of the GP evolved model on three sets of fault data that corresponds to three projects carried out by a large telecommunication company. The results of the experiment indicate that software reliability growth modeling is a suitable problem domain for GP as the GP evolved model gives statistically significant results for goodness of fit and predictive accuracy on each of the data sets. Stage three presents the results of the comparison between models evolved using GP and three other traditional SRGMs based on the same data sets as in stage two. Stage three compares the models using measures of model validity, goodness of fit and residual analysis. The comparative results indicate that in terms of model validity, two out of three measures favor GP evolved models. The GP evolved models also represented comparatively better goodness of fit, while residual analysis showed that the predictions from the GP evolved
model are comparatively less biased.

The remainder of this chapter is organized as follows. Section 2.2 and Section 2.3 present related work and a background to genetic programming, respectively. Section 2.4 discusses stage one of the study. The second study stage is discussed in Section 2.5 and consists of a discussion on the research method, experimental setup, results and summary of results. The third study stage is discussed in Section 2.6, consisting of a discussion about selection of traditional SRGMs, hypotheses, evaluation measures, results and a summary of results. The validity evaluation of the complete study appears in Section 2.7 while the chapter ends with a discussion and conclusions in Section 2.8 and Section 2.9, respectively.

2.2 Related work

Within the realm of machine learning algorithms, there has been work exploring the use of artificial neural networks for software reliability growth modeling (e.g. [228]), but our focus here is on the research done using GP for software reliability growth modeling.

Studies reporting the use of GP for software reliability modeling are few and recent. Costa et al. [61] presented the results of two experiments exploring GP models based on time and test coverage. The authors compared the results with other traditional and non-parametric artificial neural network (ANN) models. For the first experiment, the authors used 16 data sets containing time-between-failure (TBF) data from projects related to different applications. The models were evaluated using five different measures, four of these measures represented different variants of differences between observed and estimated values. The results from the first experiment, which explored GP models based on time, showed that GP adjusts better to the reliability growth curve. Also GP and ANN models converged better than traditional reliability growth models. GP models also showed lowest average error in 13 out of 16 data sets. For the second experiment, which was based on test coverage data, a single data set was used. This time the Kolmogorov-Smirnov test was also used for model evaluation. The results from the second experiment showed that all measurements were consistently better for GP and ANN models. The authors later extended GP with boosting techniques for reliability growth modeling [200] and reported improved results.

A similar study by Zhang and Chen [266] used GP to establish a software reliability model based on mean time between failures (MTBF) time series. The study used a single data series and used six different criteria for evaluating the GP evolved model. The results of the study also confirmed that in comparison with the ANN model and traditional models, the model evolved by GP had higher prediction precision and better
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applicability.

There are several ways in which the present work differs from the aforementioned studies. Firstly, none of the previous studies used data sets consisting of weekly fault count data. In this study, our aim is to use the weekly fault count data as a means to evolve the reliability growth model using GP. Secondly, we have avoided performing any pre-processing of data to avoid chances of incorporating bias. Thirdly, in our study, we remain consistent throughout with using 2/3 of the data to build the model and use the rest 1/3 of the data for model evaluation for all of our data sets. This splitting procedure was found not to be consistent in earlier studies. Lastly, we do not change the evaluation measures for all the data sets, in an attempt to provide a fair evaluation. This is again something that is lacking from earlier studies.

2.3 Background to genetic programming

The evolution of software reliability growth models using GP is an example of a symbolic regression problem. Symbolic regression is an error-driven evolution as it aims to find a function, in symbolic form, that fits (or approximately fits) data from an unknown curve [157]. In simpler terms, symbolic regression finds a function whose output matches some target values. GP is well suited for symbolic regression problems, as it does not make any assumptions about the structure of the function.

GP is an evolutionary computation technique (first results reported by Smith [229] in 1980) and is an extension of genetic algorithms. As compared with genetic algorithms, the population structures (individuals) in GP are not fixed length character strings, but programs that, when executed, are the candidate solutions to the problem. GP is a systematic, domain-independent method for getting computers to solve problems automatically starting from a high-level statement of what needs to be done [208]. Programs are expressed in GP as syntax trees, with the nodes indicating the instructions to execute and are called functions (e.g. \(\text{min}, \ast, +, /\)), while the tree leaves are called terminals which may consist of independent variables of the problem and random constants (e.g. \(x, y, 3\)). The fitness evaluation of a particular individual is determined by the correctness of the logical output produced for all of the fitness cases [21]. The control parameters limit and control how the search is performed like setting the population size and probabilities of performing the genetic operations. The termination criterion specifies the ending condition for the GP run and typically includes a maximum number of generations [46]. GP iteratively transforms a population of computer programs into a new generation of programs using various genetic operators. Typical operators include crossover, mutation and reproduction.
2.4 Study stage 1: GP mechanism

The suitability of GP for modeling software reliability growth is based on the identification of building blocks and progressively improving overall fitness.

According to Koza [157], the GP population contains building blocks, which could be any GP tree or sub-tree in the population. According to the building block hypothesis, good building blocks improve the fitness of individuals that include them and these individuals have greater chance to be selected for reproduction. Therefore, good building blocks get combined to form better individuals [23]. This hypothesis appears suited to adaptive model-building system that can be used for predicting software reliability growth.

The evolution of better individuals using GP is shown in Figure 2.1.

![Figure 2.1: Combination of trees containing building blocks.](image)

The fitness of a GP solution is the sum of absolute differences between the obtained and expected results in all fitness cases. Suppose that during the fourth generation of a GP run, two solutions have evolved (see Figure 2.1a and 2.1b in Figure 2.1) containing different building blocks for an optimum solution. For tree 1 (Figure 2.1a), the sum of absolute differences between the obtained and expected results in all fitness cases was 31.34, while for tree 2 (Figure 2.1b), the fitness measure was 28.9. By combining
these two trees, two new trees could emerge (Figure 2.1c and Figure 2.1d). The first tree (Figure 2.1c) has a better fitness of 27.8 than any of its parents, while the second tree (Figure 2.1d) produced a higher fitness of 39.

In order to evolve a general function based on the fitness cases, the search space of solutions can get complex. This increase in complexity helps the GP programs to be able to comply with all the fitness cases [208]. Evolutionary algorithms have been found to be robust for complex search spaces. Genetic programming can potentially be a valid technique to evolve software reliability growth model because the suitability of genetic programming has already been proven for symbolic regression and curve fitting problems. Being a stochastic search technique, the different runs of GP would result in different trajectories [208]. Figure 2.2 shows how the GP algorithm is searching the program space of solutions to track the model to approximate.

Figure 2.2: Several approximations to the original fault count data in different generations.

Figure 2.3 shows the Pareto front when modeling software reliability growth for one of the data sets. A Pareto front consists of a set of Pareto optimal solutions. A Pareto optimal solution is a non-dominated solution since it is not dominated by any other feasible solution in the entire search space [184]. The Pareto front in Figure 2.3 shows the set of solutions for which no other solution was found which both had a smaller tree and better fitness [227]. The Figure 2.3 also shows the best fitness found
for each tree size. It is clear from Figure 2.3 that the fitness of different solutions fluctuates as the number of nodes increases during the course of generations.

Figure 2.3: Visualization of Pareto front for one set of industrial fault count data.

### 2.5 Study stage 2: Evaluation of the predictive accuracy and goodness of fit

In this stage, we present the details of an experiment where we use GP as a potential method for software fault count predictions.

#### 2.5.1 Research method

The discussion regarding the research method includes a description of the data sets used, the formulated hypotheses and a description of the evaluation measures.

**Fault count data sets**

The data sets used in this study are based on the weekly fault count data collected during the testing of three large-scale software projects at a large telecom company.
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The projects are targeted towards releases of three mature systems that have been on the market for several years. These projects followed an iterative development process meaning that within each iteration, a new system version, containing new functionality and fixes of previously discovered faults, was delivered to test. These iterations occurred on a weekly basis or even more frequently, while testing of new releases proceeded continuously. In this scenario, it becomes important for project managers to estimate the current reliability and to predict the reliability ahead of time, so as to measure the quality impact with continuous addition of new functionality and fixes of previously discovered faults. The three projects are similar in size, i.e. they have approximately half a million lines of code. There are, however, minor differences with respect to the projects duration. The first project lasted 26 weeks, whereas the second and third projects lasted 33 and 30 weeks respectively.

The independent variable in our case was the week number while the corresponding dependent variable was the count of faults. We used $\frac{2}{3}$ of the data in each data set for building the model and $\frac{1}{3}$ of the data for evaluating the model according to the five different measures (Subsection 2.5.1). This implies that we are able to make predictions on several weeks constituting $\frac{1}{2}$ of the data.

**Hypothesis**

The purpose of this experiment is to evaluate the predictive accuracy and goodness of fit of GP in modeling software reliability using weekly fault count data collected in an industrial context. In order to formalize the purpose of the experiment, we define the following hypotheses:

$H_0^{\text{acc}}$: GP model does not produce significantly accurate predictions. $H_1^{\text{acc}}$: GP model produces significantly accurate predictions. $H_0^{\text{gof}}$: GP model does not fit significantly to a set of observations. $H_1^{\text{gof}}$: GP model fits significantly to a set of observations.

In order to test the above hypotheses, we use five measures for evaluating the goodness of fit and predictive accuracy as detailed in the next section.

**Evaluation measures**

It is usually recommended to use more than one measure to determine model applicability, as in [195], because reliance on a single measure can lead to making incorrect choices. The deviation between observed and the fitted values was, in our case, measured using a goodness-of-fit test. We selected two measures for determining the goodness of fit; the two-sample two-sided Kolmogorov-Smirnov (K-S) test and Spearman’s rank correlation coefficient. For measuring predictive accuracy, we used prediction at
level \( l \), mean magnitude of relative error (MMRE) and a measure of prediction stability. What follows is a brief description of each of these measures and how will they be used later in the study.

**Kolmogorov-Smirnov**  The K-S test is a commonly used statistical test for measuring goodness of fit [234, 180]. The K-S test is a distribution-free test for measuring general differences in two populations.

The null hypothesis of interest here is that the two samples, \( F(t) \) and \( G(t) \) have the same probability distribution and represents the same population.

\[
H_0 : [F(t) = G(t), \text{for every } t] 
\] (2.1)

We have used the significance level \( \alpha = 0.05 \) and if the K-S statistic \( J \) is greater than or equal to the critical value \( J_{\alpha} \), the null hypothesis is rejected in favor of the alternate hypothesis; otherwise we conclude that the two samples have the same distribution. For detailed description of the test, see [109].

**Spearman’s rank correlation coefficient**  Spearman’s rank correlation coefficient \( \rho \) is the non-parametric counterpart of the parametric linear correlation coefficient, \( r \).

We use hypothesis testing to determine the strength of relationship between observed and estimated model values. If the absolute value of the computed value of \( \rho \) exceeds the critical values of \( \rho \) for \( \alpha = 0.05 \), we conclude that there is a significant relationship between the observed and estimated model values. Otherwise, there is not sufficient evidence to support the conclusion of a significant relationship between the two distributions. More details on Spearman rank correlation coefficient can be found in [122].

**Prediction at level \( l \)**  Prediction at level \( l \), \( pred(l) \), represents the count of the number of predictions within \( l\% \) of the actuals. We have used the standard criterion for considering a model as acceptable which is \( pred(0.25) \geq 0.75 \) which means that at least 75% of the estimates are within the range of 25% of the actual values [71].

**Mean magnitude of relative error**  Mean magnitude of relative error (MMRE) is the most commonly used accuracy statistic.

Conte et al. [58] consider MMRE \( \leq 0.25 \) as acceptable for effort prediction models; we use the same measure for our study.
Measure of prediction stability The predictions of a model should not vary significantly and should remain stable to denote the maturity of the model. We use here a good rule of thumb given in [259] for prediction stability which says that a prediction is stable if the prediction in week $i$ is within 10% of the prediction in week $i - 1$.

2.5.2 Experimental setup

In this study we used MATLAB version 7.0 [179] and GPLAB version 3.0 [227] (a GP toolbox for MATLAB).

Control parameter selection for GP

GPLAB allows for different choices of tuning control parameters. We were able to adjust the control parameters after a certain amount of experimentation. We experimented with different function sets and terminal sets by fixing the rest of the control parameters like population size, number of generations and sampling strategy. Initially we experimented with a minimal set of functions by keeping the terminal set containing the independent variable only. We incrementally increased the function set with additional functions and later on also complemented the terminal set with a random constant. For each data set, the best model having the best fitness was chosen from all the runs of the GP system with different variations of function and terminal sets. The function set for project 1 and project 3 data sets was the same, while a slightly different function set for project 2 gave the best fitness. The GP programs were evaluated according to the sum of absolute differences between the obtained and expected results in all fitness cases,

$$\sum_{i=1}^{n} |e_i - e'_i|$$  \hspace{1cm} (2.2)

where $e_i$ is the actual fault count data, $e'_i$ is the estimated value of the fault count data and $n$ is the size of the data set used to train the GP models. The control parameters that were chosen for the GP system are shown in Table 2.1.

2.5.3 Results

In this section, we describe the results of the evaluation measurements to assess the adaptability and predictive accuracy of the GP evolved model.
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Table 2.1: Main control parameters used for the GP system.

<table>
<thead>
<tr>
<th>Control Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>30</td>
</tr>
<tr>
<td>Number of generations</td>
<td>200</td>
</tr>
<tr>
<td>Termination condition</td>
<td>200 generations</td>
</tr>
<tr>
<td>Function set (for project 1 &amp; 3)</td>
<td>{+, -, *, sin, cos, log}</td>
</tr>
<tr>
<td>Function set (for project 2)</td>
<td>{+, -, *, /, sin, cos, log}</td>
</tr>
<tr>
<td>Terminal set</td>
<td>{x}</td>
</tr>
<tr>
<td>Tree initialization</td>
<td>ramped half-and-half</td>
</tr>
<tr>
<td>Initial maximum number of nodes</td>
<td>28</td>
</tr>
<tr>
<td>Maximum number of nodes after genetic operations</td>
<td>512</td>
</tr>
<tr>
<td>Genetic operators</td>
<td>crossover, mutation, reproduction</td>
</tr>
<tr>
<td>Selection method</td>
<td>lexicotour</td>
</tr>
<tr>
<td>Elitism</td>
<td>replace</td>
</tr>
</tbody>
</table>

Adaptability of the model

Table 2.2 shows the statistic $J$ for the K-S test performed on the validation fault count data (1/3 of the original data set) and the estimated fault count data provided by the GP evolved model for each of the data sets. The critical values $J_\alpha$ for $\alpha = 0.05$ are also given. We selected the significance level ($\alpha$) of 0.05 as it is common in practice [121]. We see that in each data set, $J < J_\alpha$; this suggests that the estimated fault count data, as provided by the GP model, fits quite well to the set of observations in all three data sets.

Table 2.2: Results of applying two-sample two-sided Kolmogorov-Smirnov test.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Project 1</th>
<th>J</th>
<th>$J_\alpha$-0.05</th>
<th>Project 2</th>
<th>J</th>
<th>$J_\alpha$-0.05</th>
<th>Project 3</th>
<th>J</th>
<th>$J_\alpha$-0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.40</td>
<td>0.70</td>
<td>0.27</td>
<td>0.64</td>
<td>0.10</td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We additionally calculated the Spearman’s rank correlation coefficient $\rho$ for determining the relationship between actual and estimated model values (Table 2.3). At significance level $\alpha = 0.05$, computed values of $\rho$ exceeds the critical values $r_\alpha=0.05$ for every data set. This indicates that there is a strong relationship between actual values and estimated model values.

Based upon the results of applying Kolmogorov-Smirnov and Spearman’s rank correlation coefficient, we are able to reject the null hypothesis, $H_{0-gof}$ in support of the
alternative hypothesis, $H_{1-gof}$.

**Measuring predictive accuracy**

Table 2.4 presents the results of measuring $\text{pred}(0.25)$ for the three data sets where $e_i$ denotes the actual fault count data and $e'_i$ is the estimated value of the fault count data. In all the data sets, the measurement $\text{pred}(0.25) \geq 0.75$ holds true. The bold values in Table 2.4 illustrate the cases when the model underestimates the actual fault count data.

We also calculated the MMRE for each of the data sets. The MMRE values for the three data sets were 0.0992, 0.06558 and 0.0166, respectively. Each of these values satisfy the criterion of $\text{MMRE} \leq 0.25$, therefore we have confidence that we have a good set of predictions. For evaluating the prediction stability, we calculated whether the prediction in week $i$ is within 10% of the prediction in week $i - 1$. The results (Table 2.5) indicate that the predictions are indeed stable.

The results of applying $\text{pred}(l)$, MMRE and the measure of prediction stability show that the GP model is able to produce significantly accurate predictions. We can, thus reject the null hypothesis, $H_{0-acc}$ in favor of the alternative, $H_{1-acc}$.

Figure 2.4 shows the comparison of actual and predicted fault count data for the three projects. The actual and predicted fault count data is multiplied by a constant factor due to proprietary concerns. The difference between the actual and predicted fault count is the least for data from project 3, which also has the best MMRE value of 0.0166. These charts show that the GP evolved curve is able to learn the pattern in failure count data and adapts reasonably well.

### 2.5.4 Summary of results

The hypothesis to be tested was that GP could be a suitable approach for evolving an SRGM based on fault count data. The results of applying the evaluation criteria, as described in Section 2.5.1, confirmed that GP represents a suitable approach for modeling software reliability growth based on fault count data, both in terms of goodness of fit
Table 2.4: Testing for $\text{pred}(0.25) \geq 0.75$.

<table>
<thead>
<tr>
<th>Week $i$</th>
<th>$25%$ of $e_i$</th>
<th>$e_i$</th>
<th>$e_i$ within range of $25%$ of $e_i$?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Project 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>$25 \pm 6.25$</td>
<td>25</td>
<td>✓</td>
</tr>
<tr>
<td>20</td>
<td>$27 \pm 6.75$</td>
<td>26.23</td>
<td>✓</td>
</tr>
<tr>
<td>21</td>
<td>$30 \pm 7.5$</td>
<td>27.53</td>
<td>✓</td>
</tr>
<tr>
<td>22</td>
<td>$33 \pm 8.25$</td>
<td>28.83</td>
<td>✓</td>
</tr>
<tr>
<td>23</td>
<td>$34 \pm 8.5$</td>
<td>30.10</td>
<td>✓</td>
</tr>
<tr>
<td>24</td>
<td>$35 \pm 8.75$</td>
<td>31.28</td>
<td>✓</td>
</tr>
<tr>
<td>25</td>
<td>$36 \pm 9$</td>
<td>32.38</td>
<td>✓</td>
</tr>
<tr>
<td>26</td>
<td>$40 \pm 10$</td>
<td>33.44</td>
<td>✓</td>
</tr>
<tr>
<td>27</td>
<td>$40 \pm 10$</td>
<td>34.51</td>
<td>✓</td>
</tr>
<tr>
<td>28</td>
<td>$41 \pm 10.25$</td>
<td>35.58</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Project 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>$69 \pm 17.25$</td>
<td>75.82</td>
<td>✓</td>
</tr>
<tr>
<td>24</td>
<td>$70 \pm 17.5$</td>
<td>77.30</td>
<td>✓</td>
</tr>
<tr>
<td>25</td>
<td>$74 \pm 18.5$</td>
<td>74.69</td>
<td>✓</td>
</tr>
<tr>
<td>26</td>
<td>$78 \pm 19.5$</td>
<td><strong>76.40</strong></td>
<td>✓</td>
</tr>
<tr>
<td>27</td>
<td>$79 \pm 19.75$</td>
<td>84.14</td>
<td>✓</td>
</tr>
<tr>
<td>28</td>
<td>$83 \pm 20.75$</td>
<td>88.64</td>
<td>✓</td>
</tr>
<tr>
<td>29</td>
<td>$85 \pm 21.25$</td>
<td>94.28</td>
<td>✓</td>
</tr>
<tr>
<td>30</td>
<td>$93 \pm 23.25$</td>
<td>96.48</td>
<td>✓</td>
</tr>
<tr>
<td>31</td>
<td>$102 \pm 25.5$</td>
<td><strong>93.36</strong></td>
<td>✓</td>
</tr>
<tr>
<td>32</td>
<td>$109 \pm 27.25$</td>
<td><strong>102.56</strong></td>
<td>✓</td>
</tr>
<tr>
<td>33</td>
<td>$110 \pm 27.5$</td>
<td><strong>102.91</strong></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Project 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>$153 \pm 38.25$</td>
<td><strong>148.54</strong></td>
<td>✓</td>
</tr>
<tr>
<td>22</td>
<td>$162 \pm 40.5$</td>
<td><strong>159.07</strong></td>
<td>✓</td>
</tr>
<tr>
<td>23</td>
<td>$173 \pm 43.25$</td>
<td><strong>167.06</strong></td>
<td>✓</td>
</tr>
<tr>
<td>24</td>
<td>$180 \pm 45$</td>
<td><strong>174.67</strong></td>
<td>✓</td>
</tr>
<tr>
<td>25</td>
<td>$184 \pm 46$</td>
<td><strong>181.04</strong></td>
<td>✓</td>
</tr>
<tr>
<td>26</td>
<td>$190 \pm 47.5$</td>
<td><strong>189.07</strong></td>
<td>✓</td>
</tr>
<tr>
<td>27</td>
<td>$196 \pm 49$</td>
<td>196.18</td>
<td>✓</td>
</tr>
<tr>
<td>28</td>
<td>$204 \pm 51$</td>
<td><strong>203.80</strong></td>
<td>✓</td>
</tr>
<tr>
<td>29</td>
<td>$208 \pm 52$</td>
<td><strong>207.65</strong></td>
<td>✓</td>
</tr>
<tr>
<td>30</td>
<td>$210 \pm 52.5$</td>
<td>216.32</td>
<td>✓</td>
</tr>
</tbody>
</table>
Table 2.5: Testing for prediction stability.

<table>
<thead>
<tr>
<th>Week i</th>
<th>Prediction in week i</th>
<th>10% of the prediction in week i−1</th>
<th>Prediction stability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>25</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>20</td>
<td>26.23</td>
<td>25 ± 2.5</td>
<td>✓</td>
</tr>
<tr>
<td>21</td>
<td>27.53</td>
<td>26.23 ± 2.62</td>
<td>✓</td>
</tr>
<tr>
<td>22</td>
<td>28.83</td>
<td>27.53 ± 2.75</td>
<td>✓</td>
</tr>
<tr>
<td>23</td>
<td>30.10</td>
<td>28.83 ± 2.88</td>
<td>✓</td>
</tr>
<tr>
<td>24</td>
<td>31.28</td>
<td>30.10 ± 3.01</td>
<td>✓</td>
</tr>
<tr>
<td>25</td>
<td>32.37</td>
<td>31.28 ± 3.12</td>
<td>✓</td>
</tr>
<tr>
<td>26</td>
<td>33.44</td>
<td>32.37 ± 3.23</td>
<td>✓</td>
</tr>
<tr>
<td>27</td>
<td>34.50</td>
<td>33.44 ± 3.34</td>
<td>✓</td>
</tr>
<tr>
<td>28</td>
<td>35.57</td>
<td>34.50 ± 3.45</td>
<td>✓</td>
</tr>
<tr>
<td>Project 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>75.81</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>24</td>
<td>77.30</td>
<td>75.81 ± 7.58</td>
<td>✓</td>
</tr>
<tr>
<td>25</td>
<td>74.69</td>
<td>77.30 ± 7.73</td>
<td>✓</td>
</tr>
<tr>
<td>26</td>
<td>76.39</td>
<td>74.69 ± 7.46</td>
<td>✓</td>
</tr>
<tr>
<td>27</td>
<td>84.14</td>
<td>76.39 ± 7.63</td>
<td>✓</td>
</tr>
<tr>
<td>28</td>
<td>88.64</td>
<td>84.14 ± 8.41</td>
<td>✓</td>
</tr>
<tr>
<td>29</td>
<td>94.28</td>
<td>88.64 ± 8.86</td>
<td>✓</td>
</tr>
<tr>
<td>30</td>
<td>96.48</td>
<td>94.28 ± 9.42</td>
<td>✓</td>
</tr>
<tr>
<td>31</td>
<td>93.35</td>
<td>96.48 ± 9.64</td>
<td>✓</td>
</tr>
<tr>
<td>32</td>
<td>102.56</td>
<td>93.35 ± 9.33</td>
<td>✓</td>
</tr>
<tr>
<td>33</td>
<td>102.91</td>
<td>102.56 ± 10.25</td>
<td>✓</td>
</tr>
<tr>
<td>Project 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>148.53</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>22</td>
<td>159.06</td>
<td>148.53 ± 14.85</td>
<td>✓</td>
</tr>
<tr>
<td>23</td>
<td>167.06</td>
<td>159.06 ± 15.90</td>
<td>✓</td>
</tr>
<tr>
<td>24</td>
<td>174.66</td>
<td>167.06 ± 16.70</td>
<td>✓</td>
</tr>
<tr>
<td>25</td>
<td>181.04</td>
<td>174.66 ± 17.46</td>
<td>✓</td>
</tr>
<tr>
<td>26</td>
<td>189.07</td>
<td>181.04 ± 18.10</td>
<td>✓</td>
</tr>
<tr>
<td>27</td>
<td>196.18</td>
<td>189.07 ± 18.90</td>
<td>✓</td>
</tr>
<tr>
<td>28</td>
<td>203.80</td>
<td>196.18 ± 19.61</td>
<td>✓</td>
</tr>
<tr>
<td>29</td>
<td>207.65</td>
<td>203.80 ± 20.38</td>
<td>✓</td>
</tr>
<tr>
<td>30</td>
<td>216.32</td>
<td>207.65 ± 20.76</td>
<td>✓</td>
</tr>
</tbody>
</table>
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(a) Project 1—Predicted and actual fault count data.

Figure 2.4: Actual and predicted fault count data for three projects.
and predictive accuracy. In terms of goodness of fit, the K-S test statistic for all three data sets showed that at significance level of 0.05, the GP model fits well to the set of observations. We also calculated the Spearman’s rank correlation coefficient to determine the strength of the relationship between actual values and estimated model values. The results showed that at significance level of 0.05, there exists a strong relationship between the two distributions. The results obtained are also promising in terms of predictive accuracy. The custom measures of MMRE $\leq 0.25$ and $\text{pred}(0.25) \geq 0.75$, as indicative of a good prediction system, holds true in all the three data sets. However, we noted a considerable variation in MMRE values for the three validation data sets. This indicates the sensitivity of GP to changes in the training set and is indicative of the adaptive nature of GP algorithm to deal with heterogeneous data. To have a degree of confidence about the accuracy of future estimates, we resorted to a good rule of thumb for evaluating predictive stability (Section 2.5.1) which also gave results in support of GP.

2.6 Study stage 3: Comparative evaluation with traditional SRGMs

In this stage, we present the results of comparison between models evolved using GP and three other traditional SRGMs based on the same data as in stage 2. We discuss the selection of traditional SRGMs, hypotheses, the evaluation measures and the results. We do not discuss the experimental set up as it was the same as for stage 2 (Section 2.5.2).

2.6.1 Selection of traditional SRGMs

Since we are interested in comparing predictions of weekly fault count data, therefore we selected three traditional SRGMs that represent the fault count family of models [88]. These three models are Goel-Okumoto non-homogeneous Poisson process model (GO-NHPP) [89], Brooks and Motley’s Poisson model (BM) [40] and Yamada’s S-shaped growth model (YAM) [261]. We selected them because these models present a fair representation of fault count family of models and represent different forms of growth curves. In particular, GO-NHPP and BM are concave (or exponential) while YAM is S-shaped. Also we had limitations in terms of information requirements of certain models, so they were not selected for comparison, like Shooman exponential model’s hazard function requires knowing the parameters of the total number of instructions in the program and debugging time since the start of system integration [88].
2.6.2 Hypothesis

In order to formalize the purpose of this experiment, we define the following hypotheses:

- \( H_{0-\text{val}} \): The predictions of the GP evolved model are not significantly more valid as compared with traditional models.
- \( H_{1-\text{val}} \): The predictions of the GP evolved model are significantly more valid as compared with traditional models.
- \( H_{0-\text{gof}} \): The GP evolved model does not give significantly higher goodness of fit as compared with traditional models.
- \( H_{1-\text{gof}} \): The GP evolved model gives significantly higher goodness of fit as compared with traditional models.
- \( H_{0-\text{res}} \): There is no significant difference between the residuals of the GP evolved model as compared with traditional models.
- \( H_{1-\text{res}} \): There is a significant difference between the residuals of the GP evolved model as compared with traditional models.

In order then to test the above hypotheses, we use different evaluation measures as detailed in the next section.

2.6.3 Evaluation measures

It is usually recommended to use more than one measure to determine model applicability (see e.g. [195]), because reliance on a single measure can lead to making incorrect choices. We used measures of model validity, model goodness of fit and distribution of residuals to compare the GP evolved model with traditional reliability growth models.

Model validity is measured in terms of prequential likelihood ratio (PLR), the Braun statistic and the adjusted mean square error (AMSE). The PLR of two prediction systems, \( A \) and \( B \), is the running product of ratio of their successive on-step ahead predictions \( \hat{f}^A_j(t_j) \) and \( \hat{f}^B_j(t_j) \) respectively [39]:

\[
PLR_{i}^{AB} = \prod_{j=i}^{i} \frac{\hat{f}^A_j(t_j)}{\hat{f}^B_j(t_j)}
\]

In our case, we select the actual time distribution of weekly fault count data as a reference and conduct pair-wise comparisons of all other models’ predictions against it. Then the model with the relatively smallest prequential likelihood ratio can be expected to provide the most trustworthy predictions. For further details on PLR, see [3, 39]. We complement the measure of prequential likelihood ratio with two measures of variability, namely the Braun statistic and AMSE. The Braun statistic can be used to measure the accuracy of fault count predictions and is give by the following formula [39]:

\[
55
\]
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Braun statistic \( \hat{E}[N_k]; k = s, \ldots, r \) = \[ \frac{\sum_{k=s}^{r} (n_k - \hat{E}[N_k])^2 x_k}{\sum_{k=s}^{r} (n_k - \bar{n})^2 x_k} \]

Where \( n_k \) is the actual fault count within successive time intervals, \( x_k, k = s, \ldots, r \). \( \hat{E}[N_k] \) represents the predicted fault count data and \( \bar{n} \) represents the mean of the actual fault count data. AMSE is a simple measure based on the mean square error which takes into account the mean of the data sets and is given by the following formula [45]:

\[
AMSE = \sum_{i=1}^{i=n} \frac{(E_i - \hat{E}_i)^2}{(\bar{E}_i \cdot \hat{E}_i)^2}
\]

where \( E_i \) is the actual fault count data and \( \hat{E}_i \) is the predicted fault count data.

To measure a particular model’s bias, we examine the distribution of residuals to compare models as suggested in [149, 205]. The model’s goodness of fit in our case was measured using the Kolmogorov-Smirnov (K-S) test [109]. For the K-S test, we use \( \alpha = 0.05 \) and if the K-S statistic \( J \) is greater or equal than the critical value \( J_\alpha \), we infer that the two samples did not have the same probability distribution and hence do not represent significant goodness of fit.

2.6.4 Results

Figure 2.5 shows the PLR analysis for the three data sets. The \( \log(\text{PLR}) \) of actual time distribution of weekly fault count data is chosen as the the reference; and it is indicated as a straight line in the plots of Figure 2.5. It can be seen that the curve for the PLR of the GP model with the actual fault count data (GP:Actual) is closer to the straight line as compared with the same curves for the traditional models; confirming that GP predictions are better modeling reality as compared with traditional reliability growth models.

The variability measures of Braun statistic and AMSE obtained for each data set of all models were compared using matched paired two-sided \( t \)-test at significance level, \( \alpha = 0.1 \). We compared the variability measures of the GP model with each of the traditional models. The null hypothesis was formulated as that there was no difference between the variability statistics of GP and that of the particular traditional model under comparison. The alternate hypothesis to test was then that there existed such a difference. Using normal quartile plot of the samples’ variability differences to assess any radical departures from the normal distribution showed that they had
Figure 2.5: Log(PLR) plots for three projects.
Table 2.6: Statistical results for Braun statistic and AMSE.

<table>
<thead>
<tr>
<th>Comparative models</th>
<th>t-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Braun statistic, $t_\alpha=\pm 2.42$</td>
<td></td>
</tr>
<tr>
<td>GP:BM</td>
<td>−3.97</td>
</tr>
<tr>
<td>GP:YAM</td>
<td>−4.80</td>
</tr>
<tr>
<td>GP:GO-NHPP</td>
<td>−1.64</td>
</tr>
<tr>
<td>AMSE statistic, $t_\alpha=\pm 2.42$</td>
<td></td>
</tr>
<tr>
<td>GP:BM</td>
<td>−1.23</td>
</tr>
<tr>
<td>GP:YAM</td>
<td>−1.39</td>
</tr>
<tr>
<td>GP:GO-NHPP</td>
<td>−1.03</td>
</tr>
</tbody>
</table>

approximately normal distribution. The results of applying the matched paired two sided $t$-test are shown in Table 2.6.

The critical values of $t$ for $\alpha=0.1$ and degrees of freedom $n−1$ is $t_\alpha=\pm 2.92$. If the calculated $t$-statistic lied in the critical region, we were able to reject the null hypothesis of no difference between the samples.

We can observe from Table 2.6 that there is a statistical difference between GP and two of the traditional models (BM and YAM) for the Braun statistic. However, for the AMSE statistic, there is no statistical difference between GP and traditional models. This shows that the GP model, while optimizes the Braun statistic, degrades AMSE. This result strengthens the viewpoint of Mair et al. [175] that using a fitness function for GP that is not specifically tied to a single measure but takes into account multiple objectives may give overall better results for the GP model. Based on the results of applying PLR, Braun statistic and AMSE, we are not able to reject the null hypothesis, $H_0$ in support of the alternative hypothesis, $H_1$.

Table 2.7 shows the statistic $J$ for the two sample K-S test performed on the validation fault count data (1/3 of the original data set) and the predictions by the GP and traditional reliability growth models. For project 1, we see that $J_{GP} < J_\alpha$, suggesting that the predicted fault count data, as provided by the GP model, fits quite well to the set of observations. On the other hand, the $J$ statistic for all other traditional models are either equal to or greater than $J_\alpha$. For project 2, the GP model along with GO-NHPP model have K-S statistic $J$ less than $J_\alpha$; and for project 3, the GP model along with BM and GO-NHPP provide K-S statistic $J$ less than $J_\alpha$.

While we see the traditional models giving statistically significant goodness of fit for project 2 and 3 on three occasions, neither of them gave statistics that were lower than the corresponding K-S statistic for the GP model. This is, however, not enough to
Table 2.7: Results of applying K-S test.

<table>
<thead>
<tr>
<th>Project</th>
<th>$J_{GP}$</th>
<th>$J_{BM}$</th>
<th>$J_{YAM}$</th>
<th>$J_{GO-NHPP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proj. 1, $J_\alpha=0.70$</td>
<td>0.40</td>
<td>0.70</td>
<td>1.00</td>
<td>0.8</td>
</tr>
<tr>
<td>Proj. 2, $J_\alpha=0.64$</td>
<td>0.27</td>
<td>0.73</td>
<td>0.82</td>
<td>0.54</td>
</tr>
<tr>
<td>Proj. 3, $J_\alpha=0.70$</td>
<td>0.10</td>
<td>0.30</td>
<td>0.70</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 2.8: $t$-test results for residuals.

<table>
<thead>
<tr>
<th>Project</th>
<th>$t_{GP:BM}$</th>
<th>$t_{GP:YAM}$</th>
<th>$t_{GP:GO-NHPP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proj. 1, $t_\alpha=\pm 2.42$</td>
<td>$-32.18$</td>
<td>$-6.42$</td>
<td>$-6.59$</td>
</tr>
<tr>
<td>Proj. 2, $t_\alpha=\pm 2.23$</td>
<td>$-7.76$</td>
<td>$-7.11$</td>
<td>$-7.53$</td>
</tr>
<tr>
<td>Proj. 3, $t_\alpha=\pm 2.26$</td>
<td>$-23.43$</td>
<td>$-7.92$</td>
<td>$-4.56$</td>
</tr>
</tbody>
</table>

reject the null hypothesis, $H_{0-gof}$ so we are inconclusive regarding the significance of the goodness of fit of competing models.

Figure 2.6 shows the box plots of the residuals for all the models for the three projects. For project 1 (Figure 2.6a), all the box plots show the tendency of underestimating; with the length of the box and tails of the GP model and BM model being smaller, indicating that the prediction bias is not severe. The tendency of the GP model in case of project 2 (Figure 2.6b) is to overestimate but the bias is smaller as compared to other models. In case of project 3 (Figure 2.6c), all box plots represent a tendency to under-estimate while the GP model presents relatively less bias with residuals both above and below 0.

Since the box plots in Figure 2.6 are not significantly skewed, we applied matched paired $t$-tests of the residuals for each data set to compare the GP model with each of the traditional models. The results are presented in Table 2.8 and show that the residuals from the GP model are significantly different and less variable from the residuals for traditional models for each data set at $\alpha=0.05$. Therefore, we are able to reject the null hypothesis, $H_{0-res}$ in support of the alternative hypothesis, $H_{1-res}$.

### 2.6.5 Summary of results

Stage 3 of the study presented the results of comparative evaluation of fault count data predictions from models evolved by genetic programming and traditional reliability growth models. The results have been evaluated in terms of model validity, goodness of fit and distribution of residuals. For evaluating model validity, the results of using prequential likelihood ratio show favorability concerning the GP model. However, the
Figure 2.6: Charts showing box plots of residuals for three projects.
results of AMSE and Braun statistic did not show a statistically significant difference between the GP model and traditional software reliability growth models for all the projects. The goodness of fit of GP models was not found to be significantly higher than all the models for the three data sets; so we remain inconclusive regarding the significance of goodness of fit. The visual inspection of the box plots of residuals and matched paired $t$-tests showed the GP model predictions to be less biased than traditional models. The evaluation results show that prediction of fault count data using genetic programming is a promising approach.

2.7 Validity evaluation

There can be different threats to the validity of experimental results in stage 2 and 3 of this study.

Conclusion validity refers to the statistically significant relationship between the treatment and the outcome [258]. One of the threats to conclusion validity is the use of MMRE in stage 2 of the study which has been criticized in [85] for being unreliable. We however used an additional measure (Spearman’s rank correlation coefficient) for measuring the strength of relationship to minimize this threat. A similar threat is that we might have missed applying a more suitable evaluation measure. However, to the authors’ knowledge, the evaluation measures used in the study reflect the ones commonly used for evaluating prediction models.

Internal validity refers to a causal relationship between the treatment (independent variable) and outcome (dependent variable) [258]. Threats to internal validity are reduced in several ways. First, the splitting of data sets into training and testing sets were always done using the rule that first 2/3 of the data set is used for training, while the rest 1/3 of the data set is used for testing purposes. There were two reasons for persisting with this choice. First of all, this choice of splitting is commonly used in many machine-learning studies [257]. Secondly, since the fault count histories are time-series data, it is logical to choose a split that preserves the chronological time series occurrences of faults. Another possible threat to internal validity was minimized by not pre-processing the data before applying any technique, except that the data were aggregated on weekly/monthly basis due to the availability of data sets in this format.

Construct validity is concerned with the relationship between theory and observation [258]. The different evaluation measures used in stage 2 and stage 3 of this study reflect the construct under study, e.g. Kolmogorov-Smirnov test is used for measurement of goodness of fit which is a commonly used test for this measure. Other measures used in this study also relate to the measurement of a specific property.

External validity is concerned with generalization of results outside the scope of
the study. The experiments in stage 2 and stage 3 of this study are conducted on three
different data sets taken from an industrial setting. However, these projects are carried
out by one organization following similar development methods. The generalizability
of the research can be improved by experimenting with data sets taken from diverse
projects employing different development methodologies.

2.8 Discussion

This chapter presented a multi-stage exploration of using GP for the purpose of soft-
ware fault prediction. Stage one discussed the mechanisms enabling GP to potentially
be an effective modeling technique. Stage two presented an experiment where we ap-
plied GP to evolve models based on weekly fault count data. Stage three presented
the results of comparing models evolved using GP with three other traditional SRGMs
based on the same data sets as in stage two.

In our case, we had one independent and one dependent variable. Hence, the GP
algorithm generated good models efficiently within the termination criterion of reason-
able number of generations. However, it is common that efficiency and effectiveness
of GP drops if the data tables contain hundreds of variables as the GP algorithm then
can take a considerable amount of time in isolating the key features [208].

While measures of goodness of fit and predictive accuracy are important, we agree
with Mair et al. [175] that these measures are not enough for a practical utility of a pre-
diction system. Therefore, the explanatory value (transparency of solution) and ease
of configuration are also important aspects that require discussion. Since the output of
a GP system is an algebraic expression, it has the potential of generating transparent
solutions; however, the solutions can become complex as the number of nodes in the
GP solution increases. There is a trade-off in having more accurate predictions and less
simplicity of the algebraic expressions but we believe that this trade-off is manageable
as achieving accurate models within acceptable thresholds is possible. In terms of ease
of configuration, we found that configuring GP control parameters requires consider-
able effort. Different facets need to be determined, e.g. evaluation function, genetic
operators and probabilities, population size and termination criterion to name a few.
The parameter tuning problem is time consuming because the control parameters are
not independent but interact in complex ways and trying all possible combinations of
all parameters is practically infeasible [208].
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2.9 Summary of the chapter

The overall contribution of this chapter is exploring the GP mechanism that might be suitable for modeling, empirically investigating the use of GP as a potential prediction tool in software V&V while, at the same time, performing a comparative evaluation of GP with traditional software reliability growth models. Stage two of this study evaluated the GP evolved models in terms of goodness of fit and predictive accuracy. For evaluating goodness of fit, the K-S statistic and Spearman’s rank correlation coefficient gives statistically significant results in favor of adaptability of GP evolved model. The resulting statistics for evaluating predictive accuracy are also encouraging with $\text{pred}(0.25)$, MMRE and measure of prediction stability offering results in favor of statistically significant prediction accuracy. In stage three of the study, the results have been evaluated in terms of model validity, goodness of fit and distribution of residuals. For evaluating model validity, although the results of using prequential likelihood ratio show favorability of the GP model, the same is not the case with the Braun statistic and AMSE. The GP model was also found to have either an equivalent or better goodness of fit as compared to traditional models, but not statistically significant in every case. The visual inspection of the box plots of residuals and matched paired $t$-tests showed the GP model predictions to be less biased than traditional models.

These early results of using a search-based technique for software fault prediction are carried forward in the next Chapter 3, which investigates cross-release prediction of fault-count data from large and complex industrial and open source software.
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Chapter 3

Empirical evaluation of cross-release fault count predictions in large and complex software projects

3.1 Introduction

Software is playing an increasingly important role in society and software development organizations are striving for cost-effective development and time-to-market to remain competitive. At the same time, the time to develop software and the size and complexity of software is increasing, so there are many challenges in delivering quality software on time and within stipulated cost. One influential factor in software quality are the number of faults incurred during the development life cycle which can have direct impact on costs. Software verification and validation activities constitutes a fair percentage of the total software life cycle cost; some say around 40% [27] and, hence, efficient resource allocation for quality assurance activities is required. Thus, fault prediction models have attracted considerable interest (as shown in Section 3.2), both in research and in practice. From a research point of view, new methods of fault prediction are regularly being proposed, and their predictability assessed, at varying levels of detail. The practical aspect of such models has strong implications on the quality of the software project since the information gained from such models can e.g. be an
important decision making tool for project managers.

The number of faults in a software module, or in a particular release of a software, represents quantitative measures of software quality. A fault prediction model uses historic software quality data in the form of metrics (including software fault data) to predict the number of software faults in a module or a release [144]. Fault predictions for a software release are fundamental to the efforts of quantifying software quality. A fault prediction model helps a software development team in prioritizing the effort spent on a software project. If the predictions forecasts a high number of faults in the coming release of a project, management has the option of investing required levels of effort to circumvent possible project failures.

This chapter presents both quantitative and qualitative evaluations for cross-release predictions of fault count data gathered from both open source and industrial software projects. Fault counts denotes the cumulative faults aggregated on a weekly or monthly basis. We quantitatively compare the results from traditional and machine learning approaches to fault count predictions and also assess various qualitative criteria for better trade-off analysis. The main purpose is to increase empirical knowledge concerning innovative ways of predicting fault count data and to apply the resulting models in a manner, which is suited to multi-release software development projects.

Linear regression is a typical method used for software fault predictions, however this may not be the best approach. This argument is supported by the fact that software engineering data come with certain characteristics that creates difficulties in making accurate software prediction models. These characteristics include missing data, large number of variables, strong co-linearity between the variables, heteroscedasticity, complex non-linear relationships, outliers and small size [90]. Therefore, it is not surprising that we possess an incomplete understanding of the phenomenon under study since it is very difficult to make valid assumptions about the form of the functional relationship between the variables [33]. This argument strengthens earlier established results that show program metrics begin insufficient for accurate prediction of faults. Moreover, the acceptability of models has seen little success due to lack of meaningful explanation of the relationship among different variables and the lack of generalizability of model results [90]. Applications of computational and artificial intelligence have attempted to deal with some of these challenges, see e.g. [265], mainly because of their inherent intelligent modeling mechanisms to deal with data. There are several reasons for using these techniques for fault prediction modeling:

1. They do not depend on assumptions about data distribution and relationship between independent and dependent variables.

\[\text{1A sequence of random variables with different variances.}\]
2. They are independent of any assumptions about the stochastic behavior of software failure process and the nature of software faults [235].

3. They do not conceive a particular structure for the resulting model.

4. The model and the associated coefficients can be evolved based on the fault data collected during the initial test phase.

While the use of artificial intelligence and machine learning is applied with some success in software reliability growth modeling and software fault predictions, only a small number of these studies make use of data from large industrial software projects, see e.g. [240]. Performing large empirical studies is hard due to difficulties in getting necessary data from large software projects, but if we want to generalize the use of some technique or method, larger type software need to be investigated to gain better understanding. Moreover, due to the novelty of applying artificial intelligence and machine learning approaches, researchers many times focus more on introducing new approaches, validated on a smaller scale, than validating existing approaches on a larger scale. In this chapter we try to focus on the latter.

Another dimension that lacks researchers’ attention is cross-release prediction of faults. With the growing adoption of agile software development methodologies, prediction of faults in subsequent releases of software will be an important decision tool. With short-timed releases, the software development team might not be inclined towards gathering many different program metrics in a current release of a project. Therefore, machine learning techniques can make use of less and commonly used historical data to become a useful alternative in predicting the number of faults across different releases of a software project.

The goals of this study differ in some important ways from related prior studies (covered in Section 3.2). Our main focus is on evaluating a variety of techniques for cross-release prediction of fault counts, on data sets from large real world projects; to our knowledge this is novel. We evaluate the created models on fault data from several large and real world software projects, some from open-source and some from industry (see Section 3.3).

Our study is also unique in comparing multiple different fault count modeling techniques, both traditional and several machine learning approaches. The traditional approaches we have selected are three software reliability growth models (SRGMs) that represent the fault count family of models [88]. These three models are Goel-Okumoto non-homogeneous Poisson process model (GO) [89], Brooks and Motley’s Poisson model (BMP) [40] and Yamada’s S-Shaped growth model (YAM) [261]. We selected them because these models provide a fair representation of the fault count family of models (representing different forms of growth curves). In particular, GO and BMP
are concave (or exponential) while YAM is S-shaped. We also include a simple and standard least-squares linear regression as a baseline.

The machine learning approaches we compare with are genetic programming (GP), artificial neural networks (ANN) and support vector machine regression (SVM). We selected these because they are very different/disparate and have seen much interest in the machine learning (ML) communities of late, see e.g. [242, 148, 139] for some examples.

Our main goal is to answer the question:

Is there a comparatively better approach for cross-release prediction of fault counts on fault data from large and real world software projects?

To answer it we have identified a number of more detailed research questions listed in Section 3.4. By applying the model creation approaches described above and by answering the research questions the chapter makes the following contributions:

1. Quantitative and qualitative assessment of the generalizability and real-world applicability of different modeling techniques by the use of extensive data sets covering both open source and industrial software projects.

2. Comparative evaluations with both traditional and machine learning models for cross-release prediction of fault count data.

The remainder of this chapter is organized as follows. In Section 3.2, we present the background for this study. Section 3.3 elaborates on the data collection procedure. Section 3.4 describes the research questions, while Section 3.6 provides a brief introduction to the techniques used in the study. Section 3.5 describes the different evaluation measures used in the study while Section 3.7 covers the application of different techniques and the corresponding evaluation. The validity evaluation is presented in Section 3.8, while discussion and conclusions are presented in Section 3.9.

### 3.2 Related work

The research into software quality modeling based on software metrics is used to predict the response variable which can either be the class of a module (e.g. fault-prone and not fault-prone) or a quality factor (e.g. number of faults) for a module [147]. There have been a number of software fault prediction and reliability growth modeling techniques proposed in software engineering literature. The applicable methods include statistical methods (random-time approach, stochastic approach), machine learning methods and mixed algorithms [53]. Despite the presence of large number of models, there is no agreement within the research community about the best model.
One of the reasons for this situation is that models exhibit different predictive accuracies across different data sets. Therefore, the quest for a consistently accurate predictor model is continuing. The result is that the prediction problem is seen as being largely unsolvable and NP-hard [53, 224]. Due to a large number of studies covering software quality modeling (for both classifying fault-proneness and predicting software faults), the below references are more representative than exhaustive.

Gao and Khoshgoftaar [87] empirically evaluated eight statistical count models for software quality prediction. They showed that with a very large number of zero response variables, the zero inflated and hurdle-count models are more appropriate. The study by Yu et al. [263] used number of faults detected in earlier phases of the development process to predict the number of faults later in the process. They compared linear regression with a revised form of, an earlier proposed, Remus-Zilles model. They found a strong relationship between the number of faults during earlier phases of development and those found later, especially with their revised model. Khoshgoftaar et al. [143] showed that the typically used least squares linear regression and least absolute value linear regression do not predict software quality well when the data does not satisfy the normality assumption and thus two alternative parameter estimation procedures (relative least square and minimum relative error) were found more suitable in this case. In [187], the discriminant analysis technique is used to classify the programs into either fault-prone and not fault-prone based upon the uncorrelated measures of program complexity. Their technique was able to yield less Type II errors (mistakenly classifying a fault-prone module as fault-prone) on data sets from two commercial systems.

In [35], optimized set reduction classifications (that generates logical expressions representing patterns in the data) which were found to be more accurate than multivariate logistic regression and classification trees in modeling high-risk software components. The less optimistic results of using logistic regression are not in agreement with Khoshgoftaar’s study [137] which supports using logistic regression for software quality classification. Also the study by Denaro et al. [67] used logistic regression to successfully classify faults across homogeneous applications. Basili et al. [26] verified that most of Chidamber and Kemere’s object-oriented metrics are useful quality indicators for fault-prone classes. Ohlson et al. [198] investigated the use of metrics for release $n$ to identify the most fault-prone modules in release $n + 1$. Later, in [199], principal component analysis and discriminant analysis was used to rank the software modules in several groups according to fault-proneness.

Using the classification and regression trees (CART) algorithm, and by balancing the cost of misclassification, Khoshgoftaar et al. [138] showed that the classification-tree models based on several product, process and execution measurements were useful in quality classification for successive software releases. Briand et al. [38] proposed
multivariate adaptive regression splines (MARS) to classify object-oriented (OO) classes as either fault-prone or not fault-prone. MARS outclassed logistic regression with an added advantage that the functional form of MARS is not known \textit{a priori}. In [183], the authors show that static code attributes like McCabe’s and Halstead’s are valid attributes for fault prediction. It was further shown that naive Bayes outperformed the decision tree learning methods.

As discussed briefly in Section 3.1, the use of regression analysis might not be the best approach for software fault prediction. Therefore, we find numerous studies making use of machine intelligence techniques for software fault prediction. Applications of artificial neural networks to fault predictions and reliability growth modeling mark the beginning of several studies using machine learning for approximations and predictions. \textit{Neural networks have been found to be a powerful alternative when noise in the input-generating process complicates the analysis, a large number of attributes describe the inputs, conditions in the input-generating process change, available models account for some but not all of the data, the input-generating distribution is unknown and probably non-Gaussian, it is expensive to estimate statistical parameters, and nonlinear relationship are suspected} [47]. These characteristics are also common to data collected from a typical software development process. Karunanithi et al. published several studies [126, 127, 128, 129, 130] using neural network architectures for software reliability growth modeling. Other examples of studies reporting encouraging results include [5, 17, 70, 98, 99, 107, 134, 135, 136, 148, 228, 238, 239, 240, 241]. While, finally, Cai et al. [48] observed that the prediction results of ANNs show a positive overall pattern in terms of probability distribution but were found to be poor at quantitatively estimating the number of software faults.

A study by Gray et al. [90] showed that neural network models show more predictive accuracy as compared with regression based methods. The study also used a criteria-based evaluation on conceptual requirements and concluded that not all modeling techniques suit all types of problems. CART-LAD (least absolute deviation) performed the best in a study by Khoshgofaar et al. [147] for fault prediction in a large telecommunications system in comparison with CART-LS (least squares), S-plus, regression tree algorithm, multiple linear regression, artificial neural networks and case-based reasoning.

Gyimothy et al. [100] used OO metrics for predicting the number of faults in classes using logical and linear regression, decision tree and neural network methods. They found that the results from these methods were nearly similar. A recent study by Lessman et al. [163] also concluded that, with respect to classification, there were no significant differences among the top-17 of the classifiers used for comparison in the study.

Apart from artificial neural networks, some authors have proposed using fuzzy models, as in [49, 50, 230, 249], and support vector machines, as in [242], to char-
acterize software reliability.

In the later years, interest has shifted to evolutionary computation approaches for software reliability growth modeling. Genetic programming has been used for software reliability growth modeling in several studies [61, 200, 59, 266, 8, 6, 7]. The comparisons with traditional software reliability growth models indicate that genetic programming may have an edge with respect to predictive accuracy and also does not need assumptions that are common in the traditional models. There are also several studies where genetic programming has been successfully used for software quality classification [139, 140].

There are also studies that use a combination of techniques, e.g. [242], where genetic algorithms are used to determine an optimal neural network architecture and in [193], where principal component analysis is used to enhance the performance of neural networks.

As mentioned in Section 3.1, very few studies have looked at cross-release predictions of fault data on a large scale. Ostrand and Weyuker [201] presented a case study using 13 releases of a large industrial inventory tracking system. Among several goals of that study, one was to investigate the fault persistence in the files between releases. The study concluded with moderate evidence supporting that files containing high number of faults in one release remain ‘high fault files’ in later releases. The authors later extend their study in [202] by including four further releases. They investigated which files in the next release of the system were most likely to contain the largest number of faults. A negative binomial regression model was used to make accurate predictions about expected number of faults in each file of the next release of a system.

### 3.3 Selection of fault count data sets

We use fault count data from two different types of software projects: Open source software and industrial software. For all of these projects we have data for multiple releases of the same software system. Between releases there can be both changes and improvements to existing functionality as well as additions of new features. The software projects together represent many man years of development and span a multitude of different software applications targeting e.g. home users, small-business users and industrial, embedded systems.

The included open source systems are: Apache Tomcat\(^2\), OpenBSD\(^3\) and Mozilla

\(^2\)http://tomcat.apache.org/
\(^3\)http://www.openbsd.org
Firefox\(^4\). Apache Tomcat is a servlet container implementing the Java servlet and the JavaServer Pages. Members of the Apache Software Foundation (ASF), and others, contribute in developing Apache Tomcat. OpenBSD is a UNIX-like operating system developed at the University of California, Berkley. OpenBSD supports a variety of hardware platforms and includes several extra security options like built-in cryptography. Mozilla Firefox is an open-source web-browser from the Mozilla Corporation, supporting a variety of operating systems.

In the following, the fault count data from these open source software projects are referred to as OSStom, OSSbsd and OSSmoz, respectively.

The industrial fault count data sets come from three large companies specializing in different domains. The first industrial data set (IND01) is from an European company in the space industry. The multi-release software is for an on-board computer used in a satellite system. It consists of about 70,000 lines of manually written C code for drivers and other low-level functions and about 230,000 lines of C code generated automatically from Simulink models. The total number of person hours used to develop the software is on the order of 30,000. About 20\% of this was spent in system testing and 40\% in unit testing. The faults in the data set is only from system testing, the unit testing faults are not logged but are corrected before the final builds.

The second and third fault count data sets (IND02, IND03) are taken from a power and automation company specializing in power products, power systems, automation products, process automation and robotics. IND02 comes from one of their robotic controller software that makes use of advanced motion technology to program robot systems. This software makes use of a state-of-the-art self-optimizing motion technology, security and error handling mechanism and advanced user-authorization system. IND03 consists of fault count data from robotic packaging software. This software comes with an advanced vision technique and integrated conveyor tracking capability; while being open to communicate with any external sensor. The total number of person hours used to develop the two projects is on the order of 2,000.

The last data set, IND04, comes from a large mobile hydraulics company specializing in engineered hydraulic, electric and electronic systems. The fault count data set comes from one of their products, a graphical user interface integrated development environment, which is a part of a family of products providing complete vehicle control solutions. The software allows graphical development of machine management applications and user-specific service and diagnostic tools. The software consists of about 350,000 lines of hand written Delphi/Pascal code (90\%) and C code (10\%). Total development time is about 96,000 person hours, 30\% of this has been on system tests.

\(^4\)http://www.mozilla.com/
3.3.1 Data collection process

The fault count data from the three open source projects: Apache Tomcat (OSStom), OpenBSD (OSSbsd) and Mozilla Firefox (OSSmoz), come from web-based bug reporting systems.

As an example, Figure 3.1 shows a bug report for Mozilla Firefox.

![Bug report](image)

Figure 3.1: A sample bug report.

For OSStom and OSSmoz, we recorded the data from the ‘Reported’ and ‘Version’ fields as shown in the Figure 3.1. For OSSbsd, the data was recorded from the ‘Environment’ and ‘Arrival-Date’ fields of the bug reports. We include all user-submitted bug reports in our data collection because the core development team examines each bug report and decides upon a course to follow [164]. The severity of the user-submitted faults was not considered as all submitted bug reports were treated equally. A reason for treating all user submitted bug reports as equal was to eliminate inaccuracy and subjective bias in assigning severity ratings.

Concerning the industrial software, we were assisted by our industrial partners in provision of the fault count data sets IND01–04. Table 3.1 show more details regarding the data collected from the open source and industry software projects, respectively. The data sets were impartially split into training and test sets. In line with the goals of the study (i.e. cross-release prediction), we used a finite number of fault count data from multiple releases as a training set. The resulting models were evaluated on a
Table 3.1: Data collection from open source and industrial software projects, time span mentioned in () in the second column is same for the releases preceding.

<table>
<thead>
<tr>
<th>Software</th>
<th>Data collected from releases and time span</th>
<th>Training and test sets</th>
<th>Length of training set</th>
<th>Length of testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSSbsd</td>
<td>4.0, 4.1 (Jan.–Jul. 2007), 4.2 (Oct.–Dec. 2007)</td>
<td>Train on 4.0, 4.1 Test on 4.2</td>
<td>28</td>
<td>12</td>
</tr>
<tr>
<td>OSSmoz</td>
<td>1.0, 1.5 (Jul.–Dec. 2005), 2.0 (Jan.–Jun. 2006)</td>
<td>Train on 1.0, 1.5 Test on 2.0</td>
<td>72</td>
<td>24</td>
</tr>
<tr>
<td>IND01</td>
<td>4.3.0, 4.3.1, 4.4.0, 4.4.1, 4.5.0 (Oct. 2006–Feb. 2007), 4.5.1 (Mar.–Apr. 2007)</td>
<td>Train on 4.3.0, 4.3.1, 4.4.0, 4.4.1, 4.5.0 Test on 4.5.1</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>IND02</td>
<td>5.07, 5.09 (Feb. 2006–Apr. 2007), 5.10 (Feb.–Dec. 2007)</td>
<td>Train on 5.07, 5.09 Test on 5.10</td>
<td>38</td>
<td>11</td>
</tr>
<tr>
<td>IND03</td>
<td>5.09, 5.10 (Sept. 2005–Dec. 2007)</td>
<td>Train on 5.09 Test on 5.10</td>
<td>19</td>
<td>11</td>
</tr>
</tbody>
</table>

test set, comprising of fault count data from subsequent releases of respective software projects. The length of the test sets also determined the prediction strength \( x \) time units into future, where \( x \) equals the length of the test set and is different for different data sets. We used the cumulative weekly count of faults for all the data sets, except for IND02 and IND03 for which the monthly cumulative counts were used due to the availability of the fault data in monthly format.

### 3.4 Research questions

Before presenting the empirical study in detail, we pose the specific research questions to be answered. Informally, we want to evaluate if there can be a better approach for cross-release prediction of fault count data in general when comparing traditional and machine learning approaches. We quantify this evaluation in terms of goodness of fit, predictive accuracy, model bias and qualitative criteria:

**RQ 1:** What is the goodness of fit (gof) of traditional and machine learning models for cross-release fault count predictions?
RQ 2: What are the levels of predictive accuracy of traditional and machine learning models for cross-release fault count predictions?

RQ 3: What is the prediction bias of traditional and machine learning models for cross-release fault count predictions?

RQ 4: How do the prediction techniques compare qualitatively in terms of generality, transparency, configurability and complexity?

3.5 Evaluation measures

Selecting appropriate evaluation measures for comparing the predictability of competing models is not trivial. A number of different accuracy indicators have been used for comparative analysis of models, see e.g. [223]. Since a comparison of different measures is out of scope for this chapter, we used multiple evaluation measures to increase confidence in model predictions; a recommended approach since we would have a hard time relying on a single evaluation measure [195].

However, quantitative evaluations of predictive accuracy and bias are not the only important aspects for real world use of the modeling techniques. Hence, we also compare them on a set of qualitative aspects. Below we describe both of these types of evaluation.

3.5.1 Quantitative evaluation

On the quantitative front, we test the models’ results for goodness of fit, predictive accuracy and model bias. A goodness of fit test measures the difference between the observed and the fitted values after a model is fitted to the training data. We are interested here to test whether the two samples (actual fault count data from the testing set and the predicted fault count data from each technique) belong to identical distributions. Therefore, the Kolmogorov-Smirnov (K-S) test is applied which is a commonly used statistical test for measuring goodness of fit [234, 180]. The K-S test is distribution free, which suited the samples as they failed the normality tests. Since goodness of fit tests do not measure predictive accuracy per se, we use prequential likelihood ratio (PLR), absolute average error (AAE) and absolute relative error (ARE) and prediction at level $l$, pred($l$), as the measures for evaluating predictive accuracy. Specifically, PLR provides a measure for short-term predictability (or next-step predictability) while AAE and ARE provides measures for variable-term predictability [146, 177]. We further test a particular model’s bias which gives an indication of whether the model is prone to overestimation or underestimation [177]. To measure a particular model’s bias, we
examine the distribution of residuals to compare models as suggested in [149, 205]. We also formally test for significant differences between competing prediction systems as recommended in e.g. [223]. In the following we describe the evaluation measures in more detail.

**Kolmogorov-Smirnov (K-S) test.** The K-S test is a distribution-free test for measuring general differences in two populations. The statistic $J$ for the two-sample two-sided K-S test is given by,

$$J = \frac{mn}{d} \max_{-\infty < t < +\infty} \{| F_m(t) - G_n(t) |\}$$

(3.1)

where $F_m(t)$ and $G_n(t)$ are the empirical distribution functions for the two samples respectively, $m$ and $n$ are the two sample sizes and $d$ is the greatest common divisor of $m$ and $n$. In our case, the two samples were, (i) the training part of the actual fault count data and (ii) the actual predictions from the technique under test. For a detailed description of the test, see [109].

**Prequential likelihood ratio (PLR).** PLR is used to investigate the relative plausibility of the predictions from two models [3]. The prequential likelihood (PL) is the measure of closeness of a model’s probability density function to the true probability density function. It is defined as the running product of one-step ahead predictions $\hat{f}_i(t_i)$ of next fault count intervals $T_{j+1}, T_{j+2}, \ldots, T_{j+n}$,

$$PL_m = \prod_{i=j+1}^{j+n} \hat{f}_i(t_i)$$

(3.2)

The PLR of two prediction systems, $A$ and $B$, is then the running product of the ratio of their successive one-step ahead predictions $\hat{f}_j^A(t_j)$ and $\hat{f}_j^B(t_j)$ respectively [39]:

$$\text{PLR}_{i}^{AB} = \prod_{j=s}^{j=i} \frac{\hat{f}_j^A(t_j)}{\hat{f}_j^B(t_j)}$$

(3.3)

In our case, we select the actual time distribution of fault count data as a reference and conduct pair-wise comparisons of all other models’ predictions against it. Then the model with the relatively smallest prequential likelihood ratio can be expected to provide the most trustworthy predictions. For further details on PLR, see [39].
Absolute average error (AAE) and relative error (ARE). The AAE is given by,

$$\text{AAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$

(3.4)

where $\hat{y}_i$ is the predicted value against the original $y_i$, $n$ is the total number of points in the test data set.

The ARE is given by,

$$\text{ARE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{|y_i|}$$

(3.5)

where $\hat{y}_i$ is the predicted value against the original $y_i$, $n$ is the total number of points in the test data set.

Prediction at level $l$. Prediction at level $l$, $\text{pred}(l)$, represents a measure of the number of predictions within $l\%$ of the actuals. We have used the standard criterion for considering a model as acceptable which is $\text{pred}(0.25) \geq 0.75$ which means that at least 75% of the estimates are within the range of 25% of the actual values [71].

Distribution of residuals. To measure a particular model bias, we examine the distribution of residuals to compare models [149, 223]. It has the convenience of applying significance tests and visualizing differences in absolute residuals of competing models using box plots.

3.5.2 Qualitative evaluation

In addition to the quantitative evaluation factors there are other qualitative criteria, which needs to be accounted for when assessing the usefulness of a particular modeling technique. Qualitative criterion-based evaluation evaluates each method based on conceptual requirements [90]. One or more of these requirements might influence model selection. We use the following qualitative criteria [90, 175, 173, 45], which we believe are important factors influencing model selection:

1. Configurability (ease of configuration), i.e. how easy is it to configure the technique used for modeling?

2. Transparency of the solution (explanatory value regarding output), i.e. do the models explain the output?
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3. Generality (applicability in varying operational environments), i.e. what is the extent of generality of model results for diverse data sets?

4. Complexity, i.e. how complex are the resulting models?

3.6 Software fault prediction techniques

This section describes the techniques used in this study for software fault prediction. The techniques include genetic programming (GP), artificial neural networks (ANN), support vector machine regression (SVM), Goel-Okumoto non-homogeneous Poisson process model (GO), Yamada’s S-shaped growth model (YAM) and Brooks and Motley’s Poisson model (BMP). We have used GPLAB version 3 [227] (for running GP), Weka software version 3.4.13 [257] (for running ANN, SVM and LR) and SMERFS3 version 2 [79] (for running GO, YAM and BMP).

3.6.1 Genetic programming (GP)

GP is an evolutionary computation technique and is an extension of genetic algorithms [157]. The population structures (individuals) in GP are not fixed length character strings but programs that, when executed, are the candidate solutions to the problem. For the symbolic regression application of GP, programs are expressed as syntax trees, with the nodes indicating the instructions to execute and are called functions (e.g. min, *, +, /), while the tree leaves are called terminals which may consist of independent variables of the problem and random constants (e.g. x, y, 3). The worth of an individual GP program in solving the problem is assessed using a fitness evaluation. The fitness evaluation of a particular individual in this case is determined by the correctness of the output produced for all of the fitness cases [21]. The control parameters limit and control how the search is performed like setting the population size and probabilities of performing the genetic operations. The termination criterion specifies the ending condition for the GP run and typically includes a maximum number of generations [46]. GP iteratively transforms a population of computer programs into a new generation of programs using various genetic operators. Typical operators include crossover, mutation and reproduction. Crossover takes place between two parent trees with swapping branches at randomly chosen nodes, while in tree mutation a random node within the parent tree is substituted with a new random tree created with the available terminals and functions. Reproduction causes a proportion of trees to be copied to the next generation without any genetic operation [227].

Initially we experimented with a minimal set of functions and the terminal set containing the independent variable only. We incrementally increased the function set with
additional functions and later on also complemented the terminal set with a random constant. For each data set, the best model having the best fitness was chosen from all the runs of the GP system with different variations of function and terminal sets. The GP programs were evaluated according to the sum of absolute differences between the obtained and expected results in all fitness cases, \( \sum_{i=1}^{n} | e_i - e'_i | \), where \( e_i \) is the actual fault count data, \( e'_i \) is the estimated value of the fault count data and \( n \) is the size of the data set used to train the GP models. The control parameters that were chosen for the GP system are shown in Table 3.2. The selection method used is *lexictour* in which the best individuals are selected from a random number of individuals. If two individuals are equally fit, the tree with fewer nodes is chosen as the best [227]. For a new population, the parents and offsprings are prioritized for survival according to elitism. The elitism level specifies the members of the new population, to be selected from the current population and the newly generated individuals. The elitism level used in this study is *replace* in which children replace the parent population having received higher priority of survival, even if they are worse than their parents [227].

<table>
<thead>
<tr>
<th>Control parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>200</td>
</tr>
<tr>
<td>Number of generations</td>
<td>450</td>
</tr>
<tr>
<td>Termination condition</td>
<td>450 generations</td>
</tr>
<tr>
<td>Function set (for OSSStom, OSSbsd, IND01 &amp; IND02)</td>
<td>{+,−,+,sin,cos,log,\text{sqrt}}</td>
</tr>
<tr>
<td>Terminal set</td>
<td>{x}</td>
</tr>
<tr>
<td>Tree initialization (for OSSStom, OSSbsd, OSSmoz, IND03, IND04)</td>
<td>Ramped half-and-half method</td>
</tr>
<tr>
<td>Tree initialization (for IND01, IND02)</td>
<td>Full method</td>
</tr>
<tr>
<td>Genetic operators</td>
<td>Crossover, mutation, reproduction</td>
</tr>
<tr>
<td>Selection method</td>
<td>Lexictour</td>
</tr>
<tr>
<td>Elitism</td>
<td>Replace</td>
</tr>
</tbody>
</table>

### 3.6.2 Artificial neural networks (ANN)

The development of artificial neural networks is inspired by the interconnections of biological neurons [219]. These neurons, also called nodes or units, are connected by direct links. These links are associated with numeric weights which shows both the strength and sign of the connection [219]. Each neuron computes the weighted sum of its input, applies an activation (step or transfer) function to this sum and generates
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output, which is passed on to other neurons.

A neural network structure can be feed-forward (acyclic) network and recurrent (cyclic) network. Feed-forward neural networks do not contain any cycles and a network’s output is only dependent on the current input instance [257]. Recurrent neural networks feeds its output back into its own inputs, supporting short-term memory. Feed-forward neural network are more common and may consist of three layers: input, hidden and output. The feed-forward neural network having one or more hidden layers is called multilayer feed-forward neural network. Back-propagation is the common method used for learning the multilayer feed-forward neural network whereby the error from the output layer back-propagates to the hidden layer. The ANN models for this study were obtained using multilayer feed-forward neural networks containing one input layer, one hidden layer and one output layer. The default parameter values for multilayer perceptron implemented in Weka software version 3.4.13 were used for training. The output layer had one node with linear transfer function and the two nodes in the hidden layer had sigmoid transfer function.

3.6.3 Support vector machine (SVM)

Support vector regression uses a support vector machine algorithm for numeric prediction. Support vector machine algorithms classify data points by finding an optimal linear separator which possess the largest margin between it and the one set of data points on one side and the other set of examples on the other. The largest separator is found by solving a quadratic programming optimization problem. The data points closest to the separator are called support vectors [219]. For regression, the basic idea is to discard the deviations up to a user specified parameter $\varepsilon$ [257]. Apart from specifying $\varepsilon$, the upper limit $C$ on the absolute value of the weights associated with each data point has to be enforced (known as capacity control). The default parameter values for support vector regression implemented in Weka software version 3.4.13 were used for training. More details on support vector regression can be found in [97].

3.6.4 Linear regression (LR)

The linear regression used in the study performs a standard least-squares linear regression [122]. Simple linear regression helps to find a relationship between the independent ($x$) and dependent ($y$) variables. It also allows for prediction of dependent variable values given values of the independent variable.
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3.6.5 Traditional software reliability growth models

As discussed in Section 3.1, we use three traditional software reliability growth models for comparisons. Below is a brief summary of these models while further details, regarding e.g. the models’ assumptions, can be found in [89, 261, 40].

The Goel-Okumoto non-homogeneous Poisson process model (GO) [89] is given by,

\[ m(t) = a[1 - e^{-bt}] \]  

(3.6)

while Yamada’s S-shaped growth model (YAM) [261] is also a non-homogeneous Poisson process model given by,

\[ m(t) = a(1 - (1 + bt)e^{-bt}) \]  

(3.7)

where in both above equations \( a \) is the expected total number of faults before testing, \( b \) is the failure detection rate and \( m(t) \) is the expected number of faults detected by time \( t \), also called as the mean value function. In the above two models, the failure arrival process is viewed as a stochastic non-homogeneous Poisson process (NHPP), with the number of failures \( X(t) \) for a given time interval \((0, t)\) given by the probability \( P[X(t) = n] \) as [237]:

\[ P[X(t) = n] = \frac{[m(t)]^n e^{-m(t)}}{n!} \]  

(3.8)

Brooks and Motley’s model come in two variations, depending upon the assumption of either a Poisson or a binomial distribution of failure observations. We make use of the Poisson model (BMP) [40]. The BMP model, with a Poisson distribution of failure observations \( n_i \) over all possible \( X \) for \( i \)-th period, of length \( t_i \), gives the probability \( P[X = n_i] \) of number of failures for a given time interval,

\[ P[X = n_i] = \left\{ \begin{array}{cl} \frac{(N_i \phi_i)^{n_i} e^{-N_i \phi_i}}{n_i!} & \phi_i = 1 - (1 - \phi)^{t_i} \\ \end{array} \right. \]  

(3.9)

where \( N_i \) is the estimated number of defects at the beginning of \( i \)-th period and \( \phi \) is Poisson constant.

3.7 Experiment and results

We have collected data from a total of seven multi-release open source and industrial software projects for the purpose of cross-release prediction of fault count data. The
data sets have been impartially split into training and test sets. The training set is used to build the models while the independent test set is used to evaluate the models’ performance. The performance is assessed both quantitatively (goodness of fit, predictive accuracy, model bias) and qualitatively (ease of configuration, solution transparency, generality and complexity). The independent variable in our case is the week number while the corresponding dependent variable is the count of faults. Week number is taken as the independent variable because it is controllable and potentially have an effect on the dependent variable, i.e. the count of faults, in which the effect of the treatment is measured. The design type of our experiment is one factor with more than two treatments [31]. The factor is the prediction of fault count data while the treatments are the application of GP, traditional approaches and the machine learning approaches. In this section, we further present the results of goodness of fit, predictive accuracy, model bias and qualitative evaluation for different techniques applied to the different data sets in the study.

3.7.1 Evaluation of goodness of fit

We make use of K-S test statistic to test whether the two samples (in this case, the predicted and actual fault count data from the test set part of the data set for each technique) have the same probability distribution and hence represents the same population. The null hypothesis here is that the predicted and the actual fault count data have the same probability distribution [109] i.e.,

\[ H_0 : [F(t) = G(t), \text{for every } t] \]  

(3.10)

At significance level \( \alpha = 0.05 \), if the K-S statistic \( J \) is greater than or equal to the critical value \( J_\alpha \), the null hypothesis (Eq. 3.10) is rejected in favor of the alternate hypothesis, i.e. that the two samples do not have the same probability distribution.

Table 3.3 shows the results of applying K-S test statistic for each technique for every data set. The (–) in the Table 3.3 indicates that the algorithm was not able to converge for the particular data set. The instances where the K-S statistic \( J \) is less than the critical value \( J_\alpha \) are shown in bold in Table 3.3. It is evident from Table 3.3 that GP was able to show statistically significant goodness of fit for the maximum number of data sets (i.e. five). The other close competitors were ANN (4), LR (4), YAM (4) and BMP (4). This indicates that, at significance level \( \alpha = 0.05 \), GP is better in terms of having statistically significant goodness of fit on more data sets than other, competing, techniques.

Table 3.4 summarizes the K-S test statistic for all the techniques. Since some techniques did not converge for some data sets, the number of data sets applicable for
techniques is different. GP, ANN, LR and BMP were able to converge for all seven data sets. However, the same did not happen with other techniques, as can be seen from the second column of Table 3.4. We can observe that in comparison with ANN, LR and BMP, with seven data sets each, GP appears to be a better technique (showing a comparatively closer fit to the set of observations) when ranked based on mean and median.

Table 3.4: Summary statistics for K-S test showing the mean, median, min and max corresponding to the respective number of data sets.

<table>
<thead>
<tr>
<th>Technique</th>
<th>No. of data sets</th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>7</td>
<td>0.36</td>
<td>0.37</td>
<td>0.17</td>
<td>0.54</td>
</tr>
<tr>
<td>BMP</td>
<td>7</td>
<td>0.56</td>
<td>0.50</td>
<td>0.25</td>
<td>1.00</td>
</tr>
<tr>
<td>LR</td>
<td>7</td>
<td>0.65</td>
<td>0.54</td>
<td>0.25</td>
<td>1.00</td>
</tr>
<tr>
<td>ANN</td>
<td>7</td>
<td>0.67</td>
<td>0.54</td>
<td>0.37</td>
<td>1.00</td>
</tr>
<tr>
<td>YAM</td>
<td>6</td>
<td>0.55</td>
<td>0.56</td>
<td>0.17</td>
<td>1.00</td>
</tr>
<tr>
<td>SVM</td>
<td>6</td>
<td>0.72</td>
<td>0.87</td>
<td>0.27</td>
<td>1.00</td>
</tr>
<tr>
<td>GO</td>
<td>2</td>
<td>0.34</td>
<td>0.34</td>
<td>0.27</td>
<td>0.42</td>
</tr>
</tbody>
</table>

We conclude that the goodness of fit of GP models for cross-release predictions is promising in comparison with traditional and machine learning models as they were able to show better goodness of fit for majority of the data sets, both in terms of K-S test statistic and ranking based on mean and median, on more data sets.
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3.7.2 Evaluation of predictive accuracy

Table 3.5 shows the final log result of the running product of the ratio of the successive one-step ahead predictions of actual fault count data and other techniques’ prediction. Since the actual time distribution of weekly/monthly fault count data is chosen as the reference, the PLR values closer to 0 are better. We can observe, from Table 3.5, that the log(PLR) values are closest to 0 on four occasions for GP while thrice for LR. The ‘winner’ from each data set is shown in bold in Table 3.5. This shows that for most data sets (four out of seven), the probability density function of the GP model is closer to the true probability density function.

Table 3.5: log(PLR) values for one-step-ahead predictions. The values shown are the final log result of the running product of ratio of the successive on-step ahead predictions of actual fault count and other models’ predictions. Values closer to 0 are better.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>GP</th>
<th>ANN</th>
<th>SVM</th>
<th>LR</th>
<th>GO</th>
<th>YAM</th>
<th>BMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSSStom</td>
<td>20</td>
<td>2.66</td>
<td>8.77</td>
<td>0.81</td>
<td>0.38</td>
<td>–</td>
<td>–2.00</td>
</tr>
<tr>
<td>OSSbsd</td>
<td>12</td>
<td>–0.10</td>
<td>–0.30</td>
<td>–2.80</td>
<td>–1.60</td>
<td>–1.31</td>
<td>–1.69</td>
</tr>
<tr>
<td>OSSmoz</td>
<td>24</td>
<td>11.28</td>
<td>–3.14</td>
<td>12.45</td>
<td>7.78</td>
<td>–</td>
<td>–0.19</td>
</tr>
<tr>
<td>IND01</td>
<td>8</td>
<td>–0.29</td>
<td>–2.17</td>
<td>44.28</td>
<td>4.67</td>
<td>–</td>
<td>2.11</td>
</tr>
<tr>
<td>IND02</td>
<td>11</td>
<td>0.15</td>
<td>0.74</td>
<td>0.39</td>
<td>0.07</td>
<td>–0.55</td>
<td>–0.88</td>
</tr>
<tr>
<td>IND03</td>
<td>11</td>
<td>7.21</td>
<td>7.21</td>
<td>–</td>
<td>7.21</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>IND04</td>
<td>16</td>
<td>0.56</td>
<td>1.14</td>
<td>–6.63</td>
<td>–6.75</td>
<td>–</td>
<td>–7.58</td>
</tr>
</tbody>
</table>

Figure 3.7.2 depicts the PLR analysis for all the data sets which shows the pairwise comparisons of each technique with the actual weekly/monthly fault count data which has been chosen as the reference model (indicated as a dotted straight line in the plots of Figure 3.7.2). We see that for OSSStom (Figure 3.2a), the prediction curves for LR and SVM are closer to the reference in comparison with other curves. For OSSbsd (Figure 3.2b), the prediction curve for GP follows the reference more closely than other curves. The same behavior is also evident for IND01, IND03 and IND04 (Figures 3.2d, 3.2e and 3.2g). However, for OSSmoz (Figure 3.2c), YAM is better at following the reference compared to any other curve, while for IND03 (Figure 3.2f), the curves for GP, ANN and LR are much closer to the log(PLR) of actual fault count data. Overall, GP was able to show more consistent predictive accuracy, across four of the seven data sets.
Figure 3.2: $\log(\text{PLR})$ plots for the data sets OSStom, OSSbsd, OSSmoz, IND01, IND02, IND03 and IND04. Continuing on to the next page.
Figure 3.2: Continuing from the previous page; $\log(\text{PLR})$ plots for the data sets OS-Stom, OSSbsd, OSSmoz, IND01, IND02, IND03 and IND04.
Table 3.6 shows the computed values of AAE for all the data sets. The lowest AAE values from each data set are shown in bold. GP gave the lowest AAE values for the maximum number of data sets (data sets OSSStom, OSSbsd, IND01, IND03 and IND04) followed by LR, which remained successful in case of data sets IND02 and IND03.

Table 3.6: AAE values for different techniques for all data sets. The bold values indicate the lowest AAE values from each data set. (–) indicates lack of model convergence.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>GP</th>
<th>ANN</th>
<th>SVM</th>
<th>LR</th>
<th>GO</th>
<th>YAM</th>
<th>BMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSSStom</td>
<td>20</td>
<td>6.35</td>
<td>35.38</td>
<td>7.55</td>
<td>6.91</td>
<td>–</td>
<td>8.36</td>
</tr>
<tr>
<td>OSSbsd</td>
<td>12</td>
<td>3.78</td>
<td>14.08</td>
<td>44.01</td>
<td>23.72</td>
<td>18.93</td>
<td>24.79</td>
</tr>
<tr>
<td>OSSmoz</td>
<td>24</td>
<td>64.71</td>
<td>45.18</td>
<td>114.69</td>
<td>78.61</td>
<td>–</td>
<td>9.77</td>
</tr>
<tr>
<td>IND01</td>
<td>8</td>
<td>2.90</td>
<td>8.49</td>
<td>27.64</td>
<td>12.29</td>
<td>–</td>
<td>6.51</td>
</tr>
<tr>
<td>IND02</td>
<td>11</td>
<td>5.07</td>
<td>12.05</td>
<td>7.57</td>
<td>4.58</td>
<td>7.80</td>
<td>12.60</td>
</tr>
<tr>
<td>IND03</td>
<td>11</td>
<td>1.36</td>
<td>1.36</td>
<td>–</td>
<td>1.36</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>IND04</td>
<td>16</td>
<td>1.18</td>
<td>2.31</td>
<td>17.08</td>
<td>17.46</td>
<td>–</td>
<td>20.12</td>
</tr>
</tbody>
</table>

Since the AAE samples from different methods did not satisfy the normality assumption, we used the non-parametric Wilcoxon rank sum test to test the null hypothesis that data from two samples have equal means. We tested the following pairs of AAE samples: GP vs. ANN, GP vs. SVM, GP vs. LR and GP vs. YAM. The corresponding p-values for these tests came out to be 0.27, 0.02, 0.13 and 0.03 respectively. At significance level of 0.05, the results indicate that the null hypothesis can be rejected for GP vs. SVM and GP vs. YAM, while, on the other hand, there is no statistically significant difference between the AAE means of GP, ANN and LR at the 0.05 significance level.

Apart from statistical testing, Table 3.7 presents the summary statistics of AAE for all the techniques. We can observe that having a ranking based on median, GP has the lowest value in comparison with ANN, LR and BMP having seven data sets each. For a ranking based on mean, GP appears to be very close to the best mean AAE value for BMP which is 12.05.

Table 3.8 shows the computed values of ARE for all the data sets. It is evident from the table that GP resulted in the lowest ARE values for most of the data sets (five out of seven). The other closest technique was LR that was able to produce lowest ARE values for two data sets. This shows that GP is generally a better approach for variable-term predictability.

As with AAE, ARE samples from different methods also did not satisfy the normality assumption. We used the non-parametric Wilcoxon rank sum test for testing the following pairs of ARE samples: GP vs. ANN, GP vs. SVM, GP vs. LR and GP vs.
Table 3.7: Summary statistics for AAE showing the mean, median, min and max corresponding to the respective number of data sets.

<table>
<thead>
<tr>
<th>Technique</th>
<th>No. of data sets</th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMP</td>
<td>7</td>
<td>12.05</td>
<td>8.25</td>
<td>1.90</td>
<td>26.12</td>
</tr>
<tr>
<td>GP</td>
<td>7</td>
<td>12.19</td>
<td>3.78</td>
<td>1.18</td>
<td>64.71</td>
</tr>
<tr>
<td>ANN</td>
<td>7</td>
<td>16.98</td>
<td>12.05</td>
<td>1.36</td>
<td>45.18</td>
</tr>
<tr>
<td>LR</td>
<td>7</td>
<td>20.70</td>
<td>12.29</td>
<td>1.36</td>
<td>78.61</td>
</tr>
<tr>
<td>YAM</td>
<td>6</td>
<td>13.69</td>
<td>11.18</td>
<td>6.51</td>
<td>24.79</td>
</tr>
<tr>
<td>SVM</td>
<td>6</td>
<td>36.42</td>
<td>22.36</td>
<td>7.55</td>
<td>114.69</td>
</tr>
<tr>
<td>GO</td>
<td>2</td>
<td>13.36</td>
<td>13.36</td>
<td>7.80</td>
<td>18.93</td>
</tr>
</tbody>
</table>

Table 3.8: ARE values for different techniques for all data sets. Bold values indicate the lowest ARE values from each data set. (–) indicates lack of model convergence.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>GP</th>
<th>ANN</th>
<th>SVM</th>
<th>LR</th>
<th>GO</th>
<th>YAM</th>
<th>BMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSSgom</td>
<td>20</td>
<td>0.06</td>
<td>0.33</td>
<td>0.07</td>
<td>0.07</td>
<td>–</td>
<td>0.11</td>
</tr>
<tr>
<td>OSSbsd</td>
<td>12</td>
<td><strong>0.02</strong></td>
<td>0.08</td>
<td>0.26</td>
<td>0.14</td>
<td>0.12</td>
<td>0.15</td>
</tr>
<tr>
<td>OSSmoz</td>
<td>24</td>
<td>0.22</td>
<td>0.15</td>
<td>0.40</td>
<td>0.28</td>
<td>–</td>
<td><strong>0.03</strong></td>
</tr>
<tr>
<td>IND01</td>
<td>8</td>
<td><strong>0.10</strong></td>
<td>0.31</td>
<td>1.00</td>
<td>0.44</td>
<td>–</td>
<td>0.23</td>
</tr>
<tr>
<td>IND02</td>
<td>11</td>
<td>0.03</td>
<td>0.07</td>
<td>0.04</td>
<td><strong>0.02</strong></td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>IND03</td>
<td>11</td>
<td><strong>0.37</strong></td>
<td><strong>0.37</strong></td>
<td>–</td>
<td><strong>0.37</strong></td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>IND04</td>
<td>16</td>
<td><strong>0.03</strong></td>
<td>0.07</td>
<td>0.51</td>
<td>0.52</td>
<td>–</td>
<td>0.61</td>
</tr>
</tbody>
</table>
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YAM. The corresponding \( p \)-values for these tests came out to be 0.18, 0.07, 0.15 and 0.29 respectively. This shows that, for significance level of 0.05, there is no statistical difference between the ARE means of GP, ANN, SVM, LR and YAM.

Apart from statistical testing, we can observe from Table 3.9 that having a ranking based on both mean and median; GP has the lowest value in comparison with ANN, LR and BMP having seven data sets each.

Table 3.9: Summary statistics for ARE showing the mean, median, min and max corresponding to the respective number of data sets.

<table>
<thead>
<tr>
<th>Technique</th>
<th>No. of data sets</th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>7</td>
<td>0.12</td>
<td>0.06</td>
<td>0.02</td>
<td>0.37</td>
</tr>
<tr>
<td>ANN</td>
<td>7</td>
<td>0.20</td>
<td>0.15</td>
<td>0.07</td>
<td>0.37</td>
</tr>
<tr>
<td>LR</td>
<td>7</td>
<td>0.26</td>
<td>0.28</td>
<td>0.02</td>
<td>0.52</td>
</tr>
<tr>
<td>BMP</td>
<td>7</td>
<td>0.26</td>
<td>0.11</td>
<td>0.05</td>
<td>0.80</td>
</tr>
<tr>
<td>YAM</td>
<td>6</td>
<td>0.20</td>
<td>0.13</td>
<td>0.03</td>
<td>0.61</td>
</tr>
<tr>
<td>SVM</td>
<td>6</td>
<td>0.37</td>
<td>0.33</td>
<td>0.04</td>
<td>0.96</td>
</tr>
<tr>
<td>GO</td>
<td>2</td>
<td>0.08</td>
<td>0.08</td>
<td>0.05</td>
<td>0.12</td>
</tr>
</tbody>
</table>

We further applied the measure of pred(\( l \)) to judge on the predictive ability of the prediction systems. The result of applying pred(\( l \)) is shown in Table 3.10.

Table 3.10: Pred(0.25) calculation for different techniques for all data sets. (–) shows lack of model convergence.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>GP (%)</th>
<th>ANN (%)</th>
<th>SVM (%)</th>
<th>LR (%)</th>
<th>GO (%)</th>
<th>YAM (%)</th>
<th>BMP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSStom</td>
<td>20</td>
<td>100</td>
<td>30</td>
<td>100</td>
<td>–</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>OSSbsd</td>
<td>12</td>
<td>100</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>OSSmoz</td>
<td>24</td>
<td>41.67</td>
<td>37.5</td>
<td>100</td>
<td>0</td>
<td>–</td>
<td>37.5</td>
</tr>
<tr>
<td>IND01</td>
<td>8</td>
<td>100</td>
<td>45.45</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>IND02</td>
<td>11</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>IND03</td>
<td>11</td>
<td>45.45</td>
<td>45.45</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>IND04</td>
<td>16</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The standard criterion of pred(0.25) \( \geq 75 \) for stable model predictions was met by different techniques for different data sets, but GP and BMP were able to meet this criterion on most data sets i.e. five. The application of these two techniques on the five data sets resulted in having 100% of the estimates within the range of 25% of the actual values.

We conclude that while the statistical tests for AAE and ARE do not give us a clear
indication of a particular technique being (statistically) significantly better compared to other techniques, the summary statistics (Tables 3.7 and 3.9) together with the evaluation of pred(0.25) and PLR show that the use of GP for cross-release prediction of fault count data is in many ways better in comparison with other techniques.

### 3.7.3 Evaluation of model bias

We examined the bias in predictions by making use of box plots of model residuals. The box plots of residuals for all the data sets are shown in Figure 3.7.3. For OSSbsd (Figure 3.3b) and IND04 (Figure 3.3g), the box plot of GP show two important characteristics:

1. Smaller or equivalent length of the box plot as compared with other box plots.
2. Presence of majority of the residuals close to 0 as compared with other box plots.

For IND03 (Figure 3.3f), the length of the box plot and its proximity close to 0 appear to be similar for GP, ANN and LR. For OSStom (Figure 3.3a), SVM and LR are better placed than the rest of the techniques while for OSSmoz (Figure 3.3c), YAM appears to be having a smaller box plot positioned in the proximity of 0. For IND01, although the length of the box plot seems to be small for ANN, it still appears below the 0-mark indicating that the predictions from ANN are overestimating the actual fault count data. The GP box plot, however, appears to be better positioned in this respect. The same is the case with IND02 (Figure 3.3e) where GP and LR show a good trade-off between length and actual position of the box plot.

Since the box plots of the residuals were skewed, we resorted to using the non-parametric Kruskal-Wallis test to examine if there is a statistical difference between the residuals for all the data sets and to confirm the trend observed from the box plots. The results of the application of the Kruskal-Wallis test appear in Table 3.11. For each of the data sets, the Kruskal-Wallis statistic $h$ is greater than the critical value $\chi^2_{0.05}$. Therefore, we had sufficient evidence to reject the null hypothesis that the residuals for different techniques within a project were similar.
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![Box plots for different data sets](image)

(a) Residuals for OSStom.
(b) Residuals for OSSbsd.
(c) Residuals for OSSmoz.
(d) Residuals for IND01.

Figure 3.3: Charts showing box plots of residuals for the seven data sets. Continuing on to the next page.
Figure 3.3: Continuing from the previous page; Charts showing box plots of residuals for the seven data sets.
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Table 3.11: Kruskal-Wallis statistic $h$ for different data sets for testing difference in residuals. $v$ is the degrees of freedom.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Kruskal-Wallis statistic, $h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSSStom, $\chi^2_{0.05} = 11.07$, $v = 5$</td>
<td>83.49</td>
</tr>
<tr>
<td>OSSbsd, $\chi^2_{0.05} = 12.60$, $v = 6$</td>
<td>58.51</td>
</tr>
<tr>
<td>OSSmoz, $\chi^2_{0.05} = 11.07$, $v = 5$</td>
<td>122.95</td>
</tr>
<tr>
<td>IND01, $\chi^2_{0.05} = 11.07$, $v = 5$</td>
<td>43.76</td>
</tr>
<tr>
<td>IND02, $\chi^2_{0.05} = 12.60$, $v = 6$</td>
<td>42.9</td>
</tr>
<tr>
<td>IND03, $\chi^2_{0.05} = 7.81$, $v = 3$</td>
<td>21.45</td>
</tr>
<tr>
<td>IND04, $\chi^2_{0.05} = 11.07$, $v = 5$</td>
<td>75.57</td>
</tr>
</tbody>
</table>

In order to further investigate if the residuals obtained from GP are different from those of other techniques, we used the Wilcoxon rank sum test. The $p$-values obtained are shown in Table 3.12. The table shows that, except for four cases, the $p$-values were found to be less than 0.05 thus rejecting the null hypothesis that the samples are drawn from identical continuous distributions. The four cases where the null hypothesis was not rejected coincide with data sets OSSbsd and IND02, where the comparisons of the residuals of GP were not found to be different from those of ANN, SVM and LR. (These cases are shown in bold in Table 3.12.)

We conclude that in terms of model bias, the examination of residuals show the greater consistency of GP, as compared with other traditional and machine learning models (in having predictions that result in smaller box plots that are positioned near the 0-mark). Further, application of the Wilcoxon rank sum test shows that except for

Table 3.12: $p$-values after applying the Wilcoxon rank sum test on residuals (values rounded to two decimal places). Values in bold indicate $p > 0.05$.

<table>
<thead>
<tr>
<th></th>
<th>$P_{GP,ANN}$</th>
<th>$P_{GP,SVM}$</th>
<th>$P_{GP,LR}$</th>
<th>$P_{GP,GO}$</th>
<th>$P_{GP,YAM}$</th>
<th>$P_{GP,BMP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSSStom, $\alpha = 0.05$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>–</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>OSSbsd, $\alpha = 0.05$</td>
<td><strong>0.79</strong></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>OSSmoz, $\alpha = 0.05$</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>–</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>IND01, $\alpha = 0.05$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>–</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>IND02, $\alpha = 0.05$</td>
<td><strong>0.09</strong></td>
<td><strong>0.32</strong></td>
<td><strong>0.95</strong></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>IND03, $\alpha = 0.05$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.00</td>
</tr>
<tr>
<td>IND04, $\alpha = 0.05$</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>–</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
four combinations (GP:ANN-OSSbsd, GP:SVM-IND02, GP:LR-IND02, GP:ANN-IND02), there is sufficient evidence to show that the residuals from GP are different from those of other competing techniques.

3.7.4 Qualitative evaluation of models

The selection of a particular model for fault count predictions is influenced not only by the quantitative factors (e.g. goodness of fit, predictive accuracy and bias) but also by certain conceptual requirements, which we term as qualitative measures. We believe that it is important to take into account these qualitative measures (in addition to quantitative ones) to reach an informed decision about a suitable technique or combination of techniques to use for fault count predictions.

Ease of configuration. The parametric models including BMP, GO, YAM and linear regression require an estimation of certain parameters. The number of these parameters and the ease with which these parameters can be measured affects measurement cost [173]. With automated reliability measurement using tools such as CASRE (Computer-Aided Software Reliability Estimation) and SMERFS (Statistical Modeling and Estimation of Reliability Functions for Systems) [79, 194], the estimation of parameters may have eased but such tools are limited by the number of supported models and numerical approximation methods. Linear regression, in comparison, is much simpler to use having several tools available for automation.

For the machine learning methods used in this study, the ease of configuration concerns setting algorithmic control parameters. For ANN, some initial experimentation is required to reach a suitable configuration of number of layers and associated number of neurons. For GP, there are several parameters that control the adaptive evaluation of fitter solutions, such as selection of function and terminal sets and probabilities of genetic operators. For SVM, one needs to take care of capacity control and the loss function. But once these algorithmic control parameters are set, an approximation is found by these methods during training. However, there seems to be no clear differentiation among different techniques with respect to ease of configuration. This is in our opinion a general problem and indicates a need for further research.

Transparency of the solution. The resulting equations for traditional models are partially transparent, however, GP is capable of producing transparent solutions because the resulting model is an algebraic expression (which is not the case with ANN and SVM). Thus, transparency of solutions is one distinct advantage of using GP. Transparency of the solutions can be important for the purpose of verification as well as...
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theory building and gaining an understanding of the process being modeled [90]. In our case, with one independent variable (week number) and one dependent variable (count of faults), typical GP solutions are of the form below:

\[
times\left(\text{minus}\left(\sin\left(\text{minus}\left(\cos(x), x\right)\right), \text{minus}\left(\log(\cos(\log(\sin(\log(x))))), \sin(x)\right)\right)\right), \log(x)
\]

(3.11)

where \(x\) is the independent variable and \text{minus}, \text{times}, \sin, \cos, \log\) represents the function set (as outlined in Table 3.2).

**Generality.** The extent of generality of model results for diverse data sets is better for machine learning and evolutionary methods than the traditional methods. This is because of the fact that machine learning and evolutionary models do not depend on prior assumptions about data distribution and form of relationship between independent and dependent variables. The model and the associated coefficients are evolved based on the fault data collected during the initial test phase. In this sense, the applicability of the models derived from machine learning and evolutionary methods for different development and operational environments and life-cycle phases, appear to be better suited than traditional modeling techniques.

**Complexity.** The complexity criterion is especially important to discuss with respect to GP since GP has the potential of evolving transparent solutions. However the solutions can become complex as the number of nodes in the GP solution increases (as in Eq.3.11), a phenomenon known as bloating. Although there are different ways to control this (see e.g. [170]), in the context of canonical GP, this is still an important consideration. For ANN the complexity can be connected to the potential complex and inefficient structures, which can evolve in an attempt to discover difficult data patterns. For SVM and traditional software reliability growth models, being essentially black-box, the complexity is difficult to discuss. However, for linear regression, where the reasoning process is partially visible, the complexity is apparently minimal.

There can be another way to evaluate complexity in terms of suitability of a technique to incorporate complex models. This can be connected back to the theory of whether the modeling technique determines its own structure or requires the engineer to provide the structure of the relationship between independent and dependent variables [90]. The machine learning and evolutionary models certainly scores high in this respect in comparison with traditional methods.
3.8 Validity evaluation

There can be different threats to the validity of the empirical results [258]. In this section we cover, conclusion, internal, construct and external validity threats.

**Conclusion validity,** refers to the statistically significant relationship between the treatment and outcome. We have used non-parametric statistics in this study, particularly Kolmogorov-Smirnov goodness of fit test, Kruskal-Wallis statistic and Wilcoxon rank sum test. Although the power of parametric tests is known to be higher than for non-parametric tests, we were uncertain about the corresponding parametric alternatives meeting the tests’ assumptions. Secondly, we used a significance level of 0.05, which is a commonly used significance level for hypothesis testing [121]; however, facing some criticism lately [112]. Therefore, it can be considered as a limitation of our study and a potential threat to conclusion validity. One potential threat to conclusion validity could have been that the fitness evaluation used for GP (Subsection 3.6.1) is similar to the quantitative evaluation measures for comparing different techniques (Subsection 3.5.1). This is, however, not the case with this study since the GP fitness function differs from the quantitative evaluation measures and also we have used a variety of different quantitative evaluation measures not necessarily based on minimization of standard error. A potential threat to conclusion validity is that the fault count data sets did not consider the severity level of faults, rather treated all faults equally. This is a limitation of our study and we acknowledge that by considering severity levels, the conclusion validity of the study would have improved; but at the same time we are also apprehensive that subjective bias might result in wrong assignment of severity levels. Another potential threat to conclusion validity is the different lengths of training and test data sets, depending upon the fault counts from respective. We plan to investigate this in the future.

**Internal validity,** refers to a causal relationship between treatment (independent variable) and outcome (dependent variable). It concerns all the factors that are required for a well-designed study. As for the selection of different data sets, we opted for having data sets from varying domains. Moreover, for each data set, we used a consistent scheme of impartially splitting the data set into testing and training sets for all the techniques. A possible threat to internal validity is that we cannot publicize our industrial data sets due to proprietary concerns; therefore other researchers cannot make use of these data sets. However, we encourage other researchers to emulate our results using other publicly available data sets. The best we could do is to clearly state our research design and apply recommended approaches like statistical hypothesis testing...
to minimize the chances of unknown bias. Additionally, we have data included in this study that is freely available since it was collected from open source software.

Also, another threat is that the different techniques were applied over different data sets in approximate standard parameter settings. For the GP algorithm there are no standard setting for the function and terminal sets so we had to test a few different ones, while keeping other parameters constant, until some search success was seen. Even though this is standard practice when using GP systems, a potential threat is that it could bias the results.

The used data sets were grouped on a weekly or monthly basis. While some studies (e.g. [259]) have indicated that the grouping of data is not a threat, it is possible that more detailed and frequent date and time resolution, and thus prediction intervals, could affect the applicability of different modeling techniques. For example, linear regression models might have a relative advantage concerning data that is more regular, with less frequent changes. However, it is hard to predict such effects and without further study we can not determine if it is really a threat.

**Construct validity** is concerned with the relationship between theory and application. We attempted to present both quantitative and qualitative evaluation factors in the study for defining the different constructs. There is a threat that we might have missed one or more evaluation criteria, however the evaluation measures used in the study reflect the ones commonly used for evaluating prediction models.

**External validity** is concerned with generalization of results outside the scope of the study. We used data sets from both open source and industrial software projects, which we believe adds to the generalizability of the study. Also the data sets cannot be regarded as toy problems as each one of them represented real-life fault data from multiple software releases. One threat to external validity is the selection of machine learning algorithms for comparison. Being a large field of research, new data mining algorithms are continuously being proposed. We used a small subset of the machine learning algorithms but we are confident that our subset is a fairly representative one, being based on techniques which have different modeling mechanism and are currently being actively researched.

### 3.9 Discussion and conclusions

In this chapter, we compared cross-release predictions of fault count data from models constructed using common machine learning and traditional techniques. The comparisons were based on measures of goodness of fit, predictive accuracy and model bias.
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We also presented an analysis of some of the conceptual requirements for a successful model (including ease of configuration, transparency of solution, generality and complexity). These conceptual requirements are important when considering the applicability of a prediction system [175] and should be taken into account along with the quantitative performance.

The quantitative results of comparing different techniques have shown some indication that GP can be one of the competitive techniques for software fault prediction. In terms of conceptual requirements, though ease of configuration might not be the favorable aspect of GP models, the transparency of solution and generality are factors that add further value to the quantitative potential of GP-evolved models.

The fact that no prior assumptions have to be made in terms of actual model form is a distinct advantage of machine learning approaches over linear regression and traditional models. The traditional techniques need to satisfy the underlying assumptions, which means that there is no assurance that these techniques would converge to a solution. This does not happen with GP and ANN machine learning techniques. This shows that the machine learning techniques tend to be more flexible than its traditional counterparts. This flexibility also contributes to the greater generalizability of machine learning models in a greater variety of software projects. GP offers flexibility by adjusting a variety of functions to the data points; thereby both structure and complexity of the model evolve during subsequent generations.

Considering the different trade-offs among competing models, it appears crucial to define the success criterion for an empirical modeling effort. Such a definition of success would help exploit the unique capabilities of different modeling techniques. For instance, if success is defined in terms of having only accurate predictions without the need of examining the relationship among variables in the form of a function, then artificial neural networks (ANN) might be a worthy candidate for selection (being known as universal approximators), provided that the requisite levels of model accuracy are satisfied. But selecting ANN as a modeling technique would mean that we have to be aware of its potential drawbacks:

1. Less flexible as the neural nets cannot be manipulated once the learning phase finishes [74]. This means that neural networks require frequent re-training once specific process conditions change and hence adds to the maintenance overhead.

2. Black-box approach, thus disadvantageous for experts who want to have an understanding and potential manipulation of variable interactions.

3. Possibility of having inefficient and non-parsimonious\textsuperscript{5} structures.

\textsuperscript{5}The parsimonious factor takes into account that the model with the smallest number of parameters is usually the best.
4. Potentially poor generalizability outside the range of the training data [155]

In contrast, GP possesses certain unique characteristics considering the above issues. Symbolic regression using GP is flexible because of its ability to adjust a variety of functions to the data points and the models returned by symbolic regression are open for interpretation. This also helps to identify significant variables, which in the longer run could be used in subsequent modeling to increase the efficiency of the modeling effort [156]. Hence, this might also be useful for an easy integration in existing industrial work processes whereby only those variables could be used.

A brief summary of the relative performance of different techniques is presented in Table 3.13.

Table 3.13: Summary of the relative strengths of the methods on different criteria; techniques are ranked according to the relative performance for maximum number of times on all the data sets.

<table>
<thead>
<tr>
<th></th>
<th>GP</th>
<th>ANN</th>
<th>SVM</th>
<th>LR</th>
<th>GO</th>
<th>YAM</th>
<th>BMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goodness of fit</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Accuracy</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bias</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ease of configuration</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Transparency of solution</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Generality</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Complexity</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Key:**

+++ very good, ++ good, 0 average, - bad, - - very bad

The performance indicators in Table 3.13 are given as to summarize the detailed evaluation done in the study based on several measures (Section 3.5). The indicators (+, +, 0, -, - -) for the quantitative measures of goodness of fit, accuracy and model bias represent the relative performance of different techniques for largest number of times on different data sets, e.g. GP is ranked (+ +) on accuracy because of performing comparatively better on accuracy measures for greater number of data sets. The indicators for the qualitative measures represent the relative merits of the techniques as discussed in Subsection 3.7.4. Table 3.13 shows that GP has the advantage of having better goodness of fit and accuracy as compared to other techniques, even though no special adaptions were made to the canonical GP algorithm taking into account the time series nature of the data (GP and ANN are expected to perform better for time series prediction if there is a possibility to save state information between different steps of prediction which can be used to identify trends in the input data; however, we wanted to compare the performance for standard algorithms and any enhancements to these
techniques is not addressed in this study). Table 3.13 shows that the GP models also exhibit less model bias. On the other hand, the ease of configuration and complexity are not necessarily stronger points for GP models. It is interesting to observe that ANN does not perform as well as expected in terms of goodness of fit and accuracy. Linear regression was able to show normal predictions in terms of goodness of fit and accuracy but scores higher on ease of configuration (however lacking generality due to the need of satisfying underlying assumptions). SVM and the traditional models (GO, YAM, BMP) appear to have similar advantages and disadvantages, with YAM showing a slightly improved quantitative performance, while SVM possesses better generality across different data sets.

The most encouraging result of this study shows the feasibility of using GP as a prediction tool across different releases of software. This indicates that the development team can use GP to make important decisions related to the quality of their deliverables. GP models also showed a decent ability to adapt to different time spans of releases (on the basis of the different lengths of the testing sets for different data sets); which is also a positive indicator. The study shows that GP is least affected by moderate differences in the release durations and can predict decently with variable time units into future. Additionally, having evaluated the performance on diverse data sets from different application domains, further points out the flexibility of GP, i.e. suiting a variety of data sets.

In short, the use of GP can lead to improved predictions with the additional capabilities of solution transparency and generality across varying operational environments. Secondly the GP technique used in this chapter followed a standard/canonical approach. Several adaptations to the GP algorithm (e.g. Pareto GP and grammar-guided GP) can potentially lead to further improved GP search process. We intend to investigate this in the future. Another future work involves evaluating the use of GP in an on-going project in an industrial context and compare the relative short-term and long-term predictive strength of the GP-evolved models for different lengths of training data.

The next Chapter 4 is a systematic literature review investigating the extent of application of symbolic regression using genetic programming within software engineering predictive modeling.
Chapter 4

Genetic programming versus other techniques for software engineering predictive modeling: A systematic review

4.1 Introduction

Genetic programming (GP) [157] is an evolutionary computation technique. It is a systematic, domain-independent method for getting computers to solve problems automatically starting from a high-level statement of what needs to be done [208]. Symbolic regression is one of the many application areas of GP, which finds a function with the outputs having desired outcomes. It has the advantage of being independent of making any assumptions about the function structure. Another potential advantage is that models built using symbolic regression application of GP can also help in identifying the significant variables which might be used in subsequent modeling attempts [156].

This paper reviews the available literature on the application of symbolic regression using GP for predictions and estimations within software engineering. The performance of symbolic regression using GP is assessed in terms of its comparison with competing models, which might include common machine learning models, statistical models and models based on expert opinion. There are two reasons for carrying out this study:
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1. To be able to draw (if possible) general conclusions about the extent of application of symbolic regression using GP for predictions and estimations in software engineering.

2. To summarize the benefits and limitations of using symbolic regression as a prediction and estimation tool.

The authors are not aware of any study having goals similar to ours. Prediction and estimation in software engineering has been applied to measure different attributes. A non-exhaustive list includes prediction and estimation of software quality, e.g. [160], software size, e.g. [169], software development cost/effort, e.g. [120], maintenance task effort, e.g. [117], correction cost, e.g. [65], software fault, e.g. [236], and software release timing, e.g. [70]. A bulk of the literature contributes to software cost/effort and software fault prediction. A systematic review of software fault prediction studies is given by Catal and Diri [52], while a systematic review of software development cost estimation studies is provided by [120]. The current study differs from these systematic reviews in several ways. Firstly, the studies of [52] and [120] are more concerned with classification of primary studies and capturing different trends. This is not the primary purpose of this study, which is more concerned with investigating the comparative efficacy of using symbolic regression across software engineering predictive studies. Secondly, [52] and [120] review the subject area irrespective of the applied method, resulting in being more broad in their coverage of the specific area. This is not the case with this study as it is narrowly focused in terms of the applied technique and open in terms of capturing prediction and estimation of different attributes (as will be evident from the addressed research question in Section 4.2.1). Thirdly, one additional concern, which makes this study different from studies of [52] and [120], is that it also assesses the evidence of comparative analysis of symbolic regression with other competing models.

A paper by Crespo et al.[62] which presents a classification of software development effort estimation into artificial intelligence (AI) methods of neural networks, case-based reasoning, regression trees, fuzzy logic, dynamical agents and genetic programming. While the authors were able to present a classification scheme, it is not complete in terms of its coverage of studies within each AI method.

One other motivation of us carrying out this systematic review is the general growing interest in search-based approaches to solve software engineering problems [105]. In this regards, it is interesting to investigate the extent of application of genetic programming (a search-technique) within software engineering predictive modeling. This presents an opportunity to assess different attributes, which can be measured using GP. It also allows us to gain an understanding of different GP variations used by these studies to predict and estimate in a better way.
In rest of the text below, wherever we refer to GP, we mean the symbolic regression
application of it.

This paper is organized as follows: Section 4.2 describes the research method in-
cluding the research question, the search strategy, the study selection procedure, the
study quality assessment and the data extraction. Results are presented in Section 4.3,
while Section 4.4 discusses the results and future work. Validity threats and conclu-
sions appear in Section 4.5 and Section 4.6, respectively.

4.2 Method

This section describes our review protocol, which is a multi-step process following the
guidelines outlined in [150].

4.2.1 Research question

We formulated the following research question for this study:

RQ Is there evidence that symbolic regression using genetic programming is an ef-
eective method for prediction and estimation, in comparison with regression, ma-
chine learning and other models?

The research questions can conveniently be structured in the form of PICOC (Pop-
ulation, Intervention, Comparison, Outcome, Context) criteria [204]. The population
is this study is the domain of software projects. Intervention includes models evolved
using symbolic regression application of GP. The comparison intervention includes
the models built using regression, machine learning and other methods. The outcome
of our interest represents the comparative effectiveness of prediction/estimation using
symbolic regression and machine learning/regression/other models. We do not pose
any restrictions in terms of context and experimental design.

4.2.2 The search strategy

Balancing comprehensiveness and precision in the search strategy is both an important
and difficult task. We used the following approach for minimizing the threat of missing
relevant studies:

1. Breaking down the research question into PICOC criteria. This is done to man-
age the complexity of a search string that can get sophisticated in pursuit of
comprehensiveness.
2. Identification of alternate words and synonyms for each of PICOC criterion. First, since it is common that terminologies differ in referring to the same concept, derivation of alternate words and synonyms helps ensuring completeness of search. The genetic programming bibliography maintained by Langdon et al. [159] and Alander’s bibliography of genetic programming [13] turned out to be valuable sources for deriving the alternate words and synonyms. Secondly our experience of conducting studies in a similar domain was also helpful [10].

3. Use of Boolean \( \text{OR} \) to join alternate words and synonyms.

4. Use of Boolean \( \text{AND} \) to join major terms.

We came up with the following search terms (divided according to the PICOC criteria given in Section 4.2.1):

- **Population.** software, application, product, web, Internet, World-Wide Web, project, development.

- **Intervention.** symbolic regression, genetic programming.

- **Comparison intervention.** regression, machine learning, machine-learning, model, modeling, modelling, system identification, time series, time-series.

- **Outcomes.** prediction, assessment, estimation, forecasting.

Hence, leading to the following search string: (software OR application OR product OR Web OR Internet OR “World-Wide Web” OR project OR development) AND (“symbolic regression” OR “World-Wide Web” OR “genetic programming”) AND (regression OR “machine learning” OR machine-learning OR model OR modeling OR modelling OR “system identification” OR “time series” OR time-series) AND (prediction OR assessment OR estimation or forecasting).

The search string was applied to the following digital libraries, while searching within all the available fields:

- INSPEC
- EI Compendex
- ScienceDirect
- IEEEXplore
- ISI Web of Science (WoS)
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In order to ensure the completeness of the search strategy, we compared the results with a small core set of primary studies we found relevant, i.e. [72, 45, 59]. All of the known papers were found using multiple digital libraries.

We additionally scanned the online GP bibliography maintained by Langdon et al. [159] by using the search-term *symbolic regression*. We also searched an online data base of software cost and effort estimation called BESTweb [118], using the search-term *genetic programming*.

The initial automatic search of publication sources was complemented with manual search of selected journals (J) and conference proceedings (C). These journals and conference proceedings were selected due to their relevance within the subject area and included: Genetic Programming and Evolvable Machines (J), European Conference on Genetic Programming (C), Genetic and Evolutionary Computation Conference (C), Empirical Software Engineering (J), Information and Software Technology (J), Journal of Systems and Software (J), IEEE Transactions on Software Engineering (J) and IEEE Transactions on Evolutionary Computation (J). We then also scanned the reference lists of all the studies gathered as a result of the above search strategy to further ensure a more complete set of primary studies.

The time span of the search had a range of 1995–2008. The selection of 1995 as the starting year was motivated by the fact that we did not find any relevant study prior to 1995 from our search of relevant GP bibliographies [159, 13]. In addition, we also did not find any relevant study published before 1995 as a result of scanning of the reference lists of studies found by searching the electronic databases.

### 4.2.3 The study selection procedure

The purpose of the study selection procedure is to identify primary studies that are directly related to answering the research question [150]. We excluded studies that:

1. Do not relate to software engineering or software development, e.g. [16].
2. Do not relate to prediction/estimation of software cost/effort/size, faults, quality, maintenance, correction cost and release timing, e.g. [4].
3. Report performance of a particular technique/algorithmic improvement without being applied to software engineering, e.g. [19].
4. Do not relate to symbolic regression (or any of its variants) using genetic programming, e.g. [226].
5. Do not include a comparison group, e.g. [139].

6. Use genetic programming only for feature selection prior to using some other technique, e.g. [214].

7. Represent similar studies, i.e., when a conference paper precedes a journal paper. As an example, we include the journal article by Costa et al. [59] but exclude two of theirs conference papers [61, 200].

Table 4.1 presents the count of papers and the distribution before and after duplicate removal as a result of the automatic search in the digital libraries.

Table 4.1: Count of papers before and after duplicate removal for the digital search in different publication sources. The numbers within parenthesis indicates the counts after duplicate removal

<table>
<thead>
<tr>
<th>Source</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>EI Compendex &amp; Inspec</td>
<td>578 (390)</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>496 (494)</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>55 (55)</td>
</tr>
<tr>
<td>ISI Web of Science</td>
<td>176 (176)</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>1081 (1081)</td>
</tr>
<tr>
<td>Langdon et al. GP bibliography [159]</td>
<td>342 (342)</td>
</tr>
<tr>
<td>BESTweb [118]</td>
<td>4 (4)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>2732 (2542)</strong></td>
</tr>
</tbody>
</table>

The exclusion was done using a multi-step approach. First, references were excluded based on title and abstract which were clearly not relevant to our research question. The remaining references were subject to a detailed exclusion criteria (see above) and, finally, consensus was reached among the authors in including 24 references as primary studies for this review.

4.2.4 Study quality assessment and data extraction

The study quality assessment can be used to devise a detailed inclusion/exclusion criteria and/or to assist data analysis and synthesis [150]. We did not rank the studies according to an overall quality score but used a simple ‘yes’ or ‘no’ scale [76]. Table A.1, in Appendix A, shows the application of the study quality assessment criteria where a (√) indicates ‘yes’ and (×) indicates ‘no’. Further a (~√) shows that we were not sure as not enough information was provided but our inclination is towards ‘yes’ based on
reading full text. A (− ×) shows that we were not sure as not enough information was provided but our inclination is towards ‘no’ based on reading full text. We developed the following study quality assessment criteria, taking guidelines from [150, 152]:

- Are the aims of the research/research questions clearly stated?
- Do the study measures allow the research questions to be answered?
- Is the sample representative of the population to which the results will generalize?
- Is there a comparison group?
- Is there an adequate description of the data collection methods?
- Is there a description of the method used to analyze data?
- Was statistical hypothesis undertaken?
- Are all study questions answered?
- Are the findings clearly stated and relate to the aims of research?
- Are the parameter settings for the algorithms given?
- Is there a description of the training and testing sets used for the model construction methods?

The data extraction was done using a data extraction form for answering the research question and for data synthesis. One part of the data extraction form included the standard information of title, author(s), journal and publication detail. The second part of the form recorded the following information from each primary study: stated hypotheses, number of data sets used, nature of data sets (public or private), comparison group(s), the measured attribute (dependent variable), evaluation measures used, independent variables, training and testing sets, major results and future research directions.

### 4.3 Results

The 24 identified primary studies were related to the prediction and estimation of the following attributes:
Chapter 4. Genetic programming versus other techniques for software engineering predictive modeling: A systematic review

1. Software fault proneness (software quality classification).
2. Software cost/effort/size (CES) estimation.
3. Software fault prediction and software reliability growth modeling.

Table 4.2 describes the relevant information regarding the included primary studies. The 24 primary studies were related to the application of GP for software quality classification (9 primary studies), software CES estimation (7 primary studies) and software fault prediction and software reliability growth modeling (8 primary studies).

Figure 4.1 shows the year-wise distribution of primary studies within each category as well as the frequency of application of the different comparison groups. The bubble at the intersection of axes contains the number of primary studies. It is evident from the left division in this figure that the application of GP to prediction problems in software engineering has been scarce. This finding is perhaps little surprising; considering that the proponents of symbolic regression application of GP have highlighted several advantages of using it [209].

In the right division of Figure 4.1, it is also clear that statistical regression techniques (linear, logistic, logarithmic, cubic, etc.) and artificial neural networks have been used as a comparison group for most of the studies.

Figure 4.1: Distribution of primary studies over range of applied comparison groups and time period.
Table 4.2: Distribution of primary studies per predicted/estimated attribute.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Author(s)</th>
<th>Year</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SW quality classification (37.50%)</td>
<td>Robinson et al.</td>
<td>1995</td>
<td>[217]</td>
</tr>
<tr>
<td></td>
<td>Evett et al.</td>
<td>1998</td>
<td>[78]</td>
</tr>
<tr>
<td></td>
<td>Khoshgoftaar et al.</td>
<td>2003</td>
<td>[145]</td>
</tr>
<tr>
<td></td>
<td>Liu et al.</td>
<td>2001</td>
<td>[168]</td>
</tr>
<tr>
<td></td>
<td>Khoshgoftaar et al.</td>
<td>2004</td>
<td>[140]</td>
</tr>
<tr>
<td></td>
<td>Khoshgoftaar et al.</td>
<td>2004</td>
<td>[141]</td>
</tr>
<tr>
<td></td>
<td>Liu et al.</td>
<td>2004</td>
<td>[166]</td>
</tr>
<tr>
<td></td>
<td>Reformat et al.</td>
<td>2003</td>
<td>[215]</td>
</tr>
<tr>
<td></td>
<td>Liu et al.</td>
<td>2006</td>
<td>[167]</td>
</tr>
<tr>
<td>SW CES estimation (29.17%)</td>
<td>Dolado et al.</td>
<td>1998</td>
<td>[73]</td>
</tr>
<tr>
<td></td>
<td>Dolado</td>
<td>2000</td>
<td>[71]</td>
</tr>
<tr>
<td></td>
<td>Regolin et al.</td>
<td>2003</td>
<td>[216]</td>
</tr>
<tr>
<td></td>
<td>Dolado</td>
<td>2001</td>
<td>[72]</td>
</tr>
<tr>
<td></td>
<td>Burgess et al.</td>
<td>2001</td>
<td>[45]</td>
</tr>
<tr>
<td></td>
<td>Shan et al.</td>
<td>2002</td>
<td>[222]</td>
</tr>
<tr>
<td></td>
<td>Lefley et al.</td>
<td>2003</td>
<td>[161]</td>
</tr>
<tr>
<td>SW fault prediction and reliability growth (33.33%)</td>
<td>Kaminsky et al.</td>
<td>2004</td>
<td>[123]</td>
</tr>
<tr>
<td></td>
<td>Kaminsky et al.</td>
<td>2004</td>
<td>[124]</td>
</tr>
<tr>
<td></td>
<td>Tsakonas et al.</td>
<td>2008</td>
<td>[247]</td>
</tr>
<tr>
<td></td>
<td>Zhang et al.</td>
<td>2006</td>
<td>[266]</td>
</tr>
<tr>
<td></td>
<td>Zhang et al.</td>
<td>2008</td>
<td>[267]</td>
</tr>
<tr>
<td></td>
<td>Afzal et al.</td>
<td>2008</td>
<td>[6]</td>
</tr>
<tr>
<td></td>
<td>Costa et al.</td>
<td>2007</td>
<td>[59]</td>
</tr>
<tr>
<td></td>
<td>Costa et al.</td>
<td>2006</td>
<td>[60]</td>
</tr>
</tbody>
</table>

Next we present the description of the primary studies in relation to the research question.

### 4.3.1 Software quality classification

Our literature search found 10 studies on the application of symbolic regression using GP for software quality classification. Seven out of these ten studies were co-authored by similar authors to a large extent, where one author was found to be part of each of these seven studies. The data sets also over-lapped between studies, which gives an indication that the conclusion of these studies were tied to the nature of the data sets used. However, these seven studies were marked with different variations of the GP fitness function and also used different comparison groups. This in our opinion
indicates distinct contribution and thus worthy of inclusion as primary studies for this review. The evaluation measures also varied but were mostly based on the Type-I and Type-II misclassification rates.

A software quality classification model predicts the fault-proneness of a software module as being either fault-prone \( (fp) \) or not fault-prone \( (nfp) \). A fault-prone module is one in which the number of faults are higher than a selected threshold. The use of these models leads to knowledge about problematic areas of a software system, that in turn can trigger focused testing of fault-prone modules. With limited quality assurance resources, such knowledge can potentially yield cost-effective verification and validation activities with high return on investment.

The general concept of a software quality classification model is that it is built based on the historical information of software metrics for program modules with known classification as fault-prone or not fault-prone. The generated model is then tested to predict the risk-based class membership of modules with known software metrics in the testing set.

Studies making use of GP for software quality classification argue that GP carries certain advantages for quality classification in comparison with traditional techniques because of its white-box and comprehensible classification model \[145\]. This means that the GP models can potentially show the significant software metrics affecting the quality of modules. Additionally, by following a natural evolution process, GP can automatically extract the underlying relationships between the software metrics and the software quality, without relying on the assumption of the form and structure of the model.

In \[217\], the authors use GP to identify fault-prone software modules. A software module is taken to comprise of a single source code file. Different software metrics were used as independent variables, with predictions assessed using five and nine independent variables. GP was compared with neural networks, \( k \)-nearest neighbor and linear regression. The methods were compared using two evaluation measures, accuracy and coverage. Accuracy was defined as the proportion of ‘files predicted to be faulty’ which were faulty, while coverage was defined as the proportion of ‘files which were faulty’ which were accurately predicted to be faulty. Using a measurement data corresponding to 163 software files, it was observed that in comparison with other techniques, GP results were reasonably accurate but lacked coverage.

In \[78\] the authors describe a GP-based system for targeting software modules for reliability enhancement. This study not only predicted the number of faults but also ranked-order the software modules. The motivation was to assist the project managers in deciding to select those software modules that were more fault-prone. The authors claimed the study to be the first one that applied GP on software quality predictions. However, we found Robinson and McIlroy’s study \[217\] to be the earliest using GP
for software quality classification. Using the actual data from two industrial data sets (a data communication system and a legacy telecommunication system), Evett et al. showed that for rank order of modules from least to the most fault-prone, the GP models were able to reveal faults closer to the actual number in comparison with random selection of modules for reliability enhancement. With cut-off percentile values of 75%, 80%, 85% and 90% for module ordering, GP model performance was consistently superior to random ordering of modules based on the number of faults. The problem was solved as a multi-objective optimization problem with minimization of absolute errors in prediction of faults as well as maximization of the best percentage of the actual faults averaged over the percentile level of interest.

A similar approach was used by Khoshgoftaar et al. [140], in which a different multi-objective fitness value (i) maximized the best percentage of the actual faults averaged over the percentile level of interest (95%, 90%, 80%, 70%) and (ii) restricted the size of the GP tree. The data set used in the study came from an embedded software system and five software metrics were used for quality prediction. The data set was divided into three random splits of the training and the testing data sets to avoid biased results. Based on the comparison of models ranked according to lines of code (LOC), the GP-models ranked the modules closer to the actual ranking on two of the three data splits. The results were not much different in an extension of this study [141], where in an additional case study of a legacy telecommunication system with 28 independent variables, GP outperformed the module ranking based on LOC.

Another study by Khoshgoftaar et al. [145] used a different multi-objective fitness function for generating the software quality model. First the average weighted cost of misclassification was minimized and subsequently the trees were simplified by controlling their size. The average weighted cost of misclassification was formulated to penalize Type-II error (a fp module misclassified as nfp) more than Type-I error (a nfp module misclassified as fp). This was done by normalizing the cost of Type-II error with respect to the cost of Type-I error. Data was collected from two embedded systems applications, which consisted of five different metrics for different modules. In comparison with standard GP, the performance of multi-objective GP was found to be better with multi-objective GP finding lower Type-I and Type-II error rates with smaller tree sizes. A similar study was carried out by [168] in which a single objective fitness function was used which took into account the average weighted cost of misclassification. Random subset selection was chosen which evaluated GP individuals in each generation on a randomly selected subset of the fit data set. Random subset selection helped to reduce the problem of over-fitting in GP solutions. Comparisons with logistic regression showed that Type-I and Type-II error rates for GP model were found to be better than for logistic regression. The same authors extended the study by adding a case study with data from a legacy telecommunication system in [166].
This time the fitness function was multi-objective with minimization of expected cost of misclassification and also control of the tree size of GP solutions. The results of applying the random subset selection showed that over-fitting was reduced in comparison with when there was no random subset selection, hence, yielding solutions with better generalizability in the testing part of the data set.

In [215], evolutionary decision trees were proposed for classifying software objects. The comparison group in this case was the classification done by two architects working on the project under study. The data set consisted of 312 objects whose quality was ranked by two architects as high, medium and low. The independent variables included 19 different software metrics for each object. Both genetic algorithms and GP were used to get best splitting of attribute domains for the decision tree and to get a best decision tree. The GA chromosome was represented by a possible splitting for all attributes. The fitness of the chromosome was evaluated using GP with two possibilities of the fitness function: (i) When the number of data samples in each class was comparable, $K \over N$, where $K =$ number of correctly specified data and $N =$ number of data samples in a training set. (ii) When the number of data samples in each class were not comparable, $\prod_{i=1}^{c} k_i + 1 \over n_i$, where $c =$ number of different classes, $n_i =$ number of data samples belonging to a class $i$ and, finally, $k_i =$ number of correctly classified data of a class $i$. The results showed that in comparison with architects’ classification of objects’ quality, the rate of successful classification for training data was around 66–72% for the first and the second architect respectively.

In [167], the performance of GP based software quality classification is improved by using a multi data set validation process. In this process, the hundred best models were selected after training on a single data set. These models were then validated on 5 validation data sets. The models that performed the best on these validation data sets were applied to the testing data set. The application of this technique to seven different NASA software projects showed that the misclassification costs were reduced in comparison with standard genetic programming solution.

Tables 4.3 and 4.4 show the relevant summary data extracted to answer the research question from each of the primary studies within software quality classification.

4.3.2 Software cost/effort/size (CES) estimation

In line with what Jørgensen and Shepperd suggest in [120], we will use the term “cost” and “effort” interchangeably since effort is a typical cost driver in software development.

---

1 The data sets in Table 4.4 are taken at a coarser level, e.g. ISBSG data ([113]) of multiple projects is 1 data set.
Table 4.3: Summary data for primary studies on GP application for software quality classification. (?) indicates absence of information and (~) indicates indifferent results.

<table>
<thead>
<tr>
<th>Article</th>
<th>Dependent variable</th>
<th>Fitness function</th>
<th>Comparison group</th>
<th>Evaluation measures</th>
<th>GP better?</th>
</tr>
</thead>
<tbody>
<tr>
<td>[217]</td>
<td>Fault proneness based on number of faults</td>
<td>Minimization of root mean square</td>
<td>Neural networks, k-nearest neighbor, linear regression</td>
<td>Accuracy &amp; coverage</td>
<td>~</td>
</tr>
<tr>
<td>[78]</td>
<td>Fault proneness based on number of faults</td>
<td>Minimization of absolute errors as well as maximization of best percentage of actual faults averaged over the percentile level of interest</td>
<td>Random rank ordering</td>
<td>Ranking on the basis of faults in different percentile ranges</td>
<td>√</td>
</tr>
<tr>
<td>[145]</td>
<td>Fault proneness based on number of faults</td>
<td>Minimization of average cost of misclassification and minimization of tree size</td>
<td>Standard GP</td>
<td>Type I, Type II and overall error rates</td>
<td>√</td>
</tr>
<tr>
<td>[168]</td>
<td>Fault proneness based on number of faults</td>
<td>Minimization of the average cost of misclassification</td>
<td>Logistic regression</td>
<td>Type I, Type II and overall error rates</td>
<td>√</td>
</tr>
<tr>
<td>[140]</td>
<td>Number of faults for each software module</td>
<td>Maximization of the best percentage of actual faults averaged over the percentiles level of interest and controlling the tree size</td>
<td>Ranking based on lines of code</td>
<td>Number of faults accounted by different cut-off percentiles</td>
<td>√</td>
</tr>
<tr>
<td>[141]</td>
<td>Number of faults for each software module</td>
<td>Maximization of the best percentage of actual faults averaged over the percentiles level of interest and controlling the tree size</td>
<td>Ranking based on lines of code</td>
<td>Number of faults accounted by different cut-off percentiles</td>
<td>√</td>
</tr>
<tr>
<td>[166]</td>
<td>Fault proneness based on number of faults</td>
<td>Minimization of expected cost of misclassification and controlling the tree size</td>
<td>Standard GP</td>
<td>Number of over-fitting models and Type I, Type II error rates</td>
<td>√</td>
</tr>
<tr>
<td>[215]</td>
<td>Ranking of object’s quality</td>
<td>(a) $\frac{1}{k} \prod_{i=1}^{k} \frac{z_i}{n_i}$</td>
<td>Quality ranking of an object assessed by the architects</td>
<td>Rate of successful classification for training and testing set</td>
<td>~</td>
</tr>
<tr>
<td>[167]</td>
<td>Fault proneness based on number of faults</td>
<td>Minimization of the expected cost of misclassification and controlling the tree size</td>
<td>Standard GP</td>
<td>Type I and Type II error rates</td>
<td>√</td>
</tr>
</tbody>
</table>
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Table 4.4: Data set characteristics for primary studies on GP application for software quality classification. (?) indicates absence of information.

<table>
<thead>
<tr>
<th>Article no.</th>
<th>Data sets no.</th>
<th>Sampling of training and testing sets</th>
<th>Industrial (I) or academic (A)</th>
<th>Data sets public or private</th>
</tr>
</thead>
<tbody>
<tr>
<td>[217]</td>
<td>1</td>
<td>103 records for training and 60 records for testing</td>
<td>?</td>
<td>Private</td>
</tr>
<tr>
<td>[78]</td>
<td>2</td>
<td>2 modules for training and the rest for testing</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[145]</td>
<td>1</td>
<td>Approximately 2 for training and the rest for testing</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[168]</td>
<td>1</td>
<td>Approximately 2 for training and the rest for testing and random subset selection</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[140]</td>
<td>1</td>
<td>2 for training and the rest for testing, three splits</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[141]</td>
<td>2</td>
<td>2 for training and the rest for testing, three splits</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[166]</td>
<td>1</td>
<td>Training on release 1 data set, testing on release 2,3,4 data sets</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[215]</td>
<td>1</td>
<td>10 fold cross-validation</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[167]</td>
<td>7</td>
<td>1 training data set, 5 validation data sets and 1 testing data set</td>
<td>I</td>
<td>Private</td>
</tr>
</tbody>
</table>

We additionally take software size estimation to be related to either effort or cost and discuss these studies in this same section. According to Crespo et al. [62], six different artificial intelligence methods are common in software development effort estimation. These are neural networks, case-based, regression trees, fuzzy logic, dynamical agents and genetic programming. We are here concerned with the application of symbolic regression using genetic programming as the base technique.

In [73], five different data sets were used to estimate software effort with line of code (LOC) and function points as the independent variables. Using the evaluation measures of pred(0.25) and MMRE (mean magnitude of relative error), it was observed that with respect to predictive accuracy, no technique was clearly superior. However, neural networks and GP were found to be flexible approaches as compared with classical statistics.

In [71], different hypotheses were tested for estimating the size of the software in terms of LOC. Specifically, the component-based method was validated using three different techniques of multiple linear regression, neural networks and GP. Three different components were identified which included menus, input and reports. The independent variables were taken to be the number of choices within the menus and the number of...
data elements and relations for inputs and reports. For evaluating the component-based methodology in each project, six projects were selected having largest independent variables within each type of the component. Using the evaluation measures of MMRE and \( \text{pred}(0.25) \), it was observed that for linear relationships, small improvements obtained by GP in comparison with multiple linear regression came at the expense of the simplicity of the equations. However, it was also observed that the majority of the linear equations were rediscovered by GP. Also GP and neural networks (NN) showed superiority over multiple linear regression in case of non-linear relationship between the independent variables. The conclusion with respect to GP was that it provided similar or better values than regression equations and the GP solutions were also found to be transparent. Regolin et al.[216] used a similar approach of estimating LOC from function points and number of components (NOC) metric. Using GP and NN, the prediction models using function points did not satisfy the criteria \( \text{MMRE} \leq 0.25 \) and \( \text{pred}(0.25) \geq 0.75 \). However, the prediction models for estimating lines of code from NOC metric were acceptable from both the NN and the GP point of view.

In [72], genetic programming and different types of standard regression analysis (linear, logarithmic, inverse quadratic, cubic, power, exponential, growth and logistic) were used to find a relationship between software size (independent variable) and cost (dependent variable). The predictive accuracy measures of \( \text{pred}(0.25) \) and MMRE showed that linear regression consistently obtained the best predictive values, with GP achieving a significant improvement over classical regression in 2 out of 12 data sets. GP performed well, \( \text{pred}(0.25) \), on most of the data sets but sometimes at the expense of MMRE. This also indicated the potential existence of over-fitting in GP solutions. It was also found that size alone as an independent variable for predicting software cost is not enough since it did not define the types of economies of scale or marginal return with clarity.

The study by Burgess et al. [45] extends the previous study from [72] by using 9 independent variables to predict the dependent variable of effort measured in person hours. Using the Desharnais data set of 81 software projects, the study showed that GP is consistently more accurate for MMRE but not for adjusted mean square error (AMSE), \( \text{pred}(0.25) \) and balanced mean magnitude of relative error (BMMRE). The study concluded that while GP and NN can provide better accuracy, they required more effort in setting up and training.

In [222] the authors used grammar-guided GP on 423 projects from release 7 of the ISBSG (The International Software Benchmarking Standards Group Limited [113]) data set to predict software project effort. The evaluation measures used were \( R^2 \)-squared, MSE, MMRE, \( \text{pred}(0.25) \) and \( \text{pred}(0.5) \). In comparison with linear and log-log regression, the study showed that GP was far more accurate than simple linear regression. With respect to MMRE, log-log regression was better than GP which led to
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the conclusion that GP maximizes one evaluation criterion at the expense of the other. The study showed that grammar guided GP provides both a way to represent syntactical constraints on the solutions and a mechanism to incorporate domain knowledge to guide the search process.

Lefley and Shepperd [161] used several independent variables from 407 cases to predict the total project effort comparing GP, ANN, least squares regression, nearest neighbor and random selection of project effort. With respect to the accuracy of the predictions, GP achieved the best level of accuracy the most often, although GP was found hard to configure and the resulting models could be more complex.

Tables 4.5 and 4.6 present the relevant summary data extracted to answer the research question from each of the primary studies within software CES estimation.

4.3.3 Software fault prediction and reliability growth

Apart from studies on software quality classification (Section 4.3.1), where the program modules are classified as being either fp or nfp, there are studies which are concerned with prediction of either the fault content or software reliability growth.

In [123] the authors proposed the incorporation of existing equations as a way to include domain knowledge for improving the standard GP algorithm for software fault prediction. They specifically used Akiyama’s equations [12], Halstead’s equation [101], Lipow’s equation [165], Gaffney’s equation [86] and Compton’s equation [57] to add domain knowledge to a simple GP algorithm which is based on mathematical operators. Using the fitness function \(1 - \text{standard error}\), six experiments were performed using a NASA data set of 379 C functions. Five of these experiments compared standard GP with GP enhanced with Akiyama’s, Halstead’s, Lipow’s, Gaffney’s and Compton’s equations. The last experiment compared standard GP with GP enhanced with all these equations simultaneously. The results showed that by including explicit knowledge in the GP solutions, the fitness values for the GP solutions increased.

In another study, [124], the same authors used another approach called data equalization to compensate for data skewness. Specifically, duplicates of interesting training instances (in this case functions with greater than zero faults) were added to the training set until the total reached the frequency of most occurring instance (in this case functions with zero faults). The fitness function used was: \(1 + e^{(7 \times (1 - n - k) / (n - 1) + \text{Se}^2 / \text{Sy}^2)}\), where \(k = \text{number of inputs}, n = \text{number of valid results}, \text{Se} = \text{standard error} \) and \(\text{Sy} = \text{standard deviation}\). Using the same data sets as before, the experimental results showed

\(^2\text{The data sets in Table 4.6 are taken at a coarser level, e.g. ISBSG data ([113]) of multiple projects is 1 data set.}\)
Table 4.5: Summary data for primary studies on GP application for software CES estimation. (~) indicates indifferent results.

<table>
<thead>
<tr>
<th>Article</th>
<th>Dependent variable</th>
<th>Fitness function</th>
<th>Comparison group</th>
<th>Evaluation measures</th>
<th>GP better?</th>
</tr>
</thead>
<tbody>
<tr>
<td>[73]</td>
<td>Software effort</td>
<td>Mean squared error</td>
<td>Neural networks &amp; linear regression</td>
<td>pred(0.25) (^3) and MMRE (^4)</td>
<td>~</td>
</tr>
<tr>
<td>[71]</td>
<td>Software size</td>
<td>Mean squared error</td>
<td>Neural networks &amp; multiple linear regression</td>
<td>pred(0.25) and MMRE</td>
<td>~</td>
</tr>
<tr>
<td>[216]</td>
<td>Software size</td>
<td>MMRE</td>
<td>Neural networks</td>
<td>pred(0.25) and MMRE</td>
<td>~</td>
</tr>
<tr>
<td>[72]</td>
<td>Software cost</td>
<td>Mean square error</td>
<td>Linear, logarithmic, inverse quadratic, cubic, power, exponential, growth and logistic regression</td>
<td>pred(0.25) and MMRE</td>
<td>~</td>
</tr>
<tr>
<td>[45]</td>
<td>Software effort</td>
<td>MMRE</td>
<td>neural networks</td>
<td>MMRE, AMSE (^5), pred(0.25), BMMRE (^6)</td>
<td>~</td>
</tr>
<tr>
<td>[222]</td>
<td>Software effort</td>
<td>Mean square error</td>
<td>Linear regression, log-log regression</td>
<td>R-squared (^7), MMRE, pred(0.25)</td>
<td>~</td>
</tr>
<tr>
<td>[161]</td>
<td>Software effort</td>
<td>?</td>
<td>ANN, least squares regression, nearest neighbor and random selection of project effort</td>
<td>Pearson correlation coefficient ~ of actual and predicted, AMSE, pred(0.25), MMRE, BMMRE, worst case error, the ease of set up and the explanatory value</td>
<td>~</td>
</tr>
</tbody>
</table>

\(^3\)Prediction at level 0.25  
\(^4\)Mean Magnitude of Relative Error  
\(^5\)Adjusted Mean Magnitude of Relative Error  
\(^6\)Balanced Mean Magnitude of Relative Error  
\(^7\)Coefficient of multiple determination
that the average fitness values for the equalized data set were better than for the original data set.

In [247], grammar-guided GP was used on NASA’s data set consisting of four projects to measure the probability of detection, PD (the ratio of faulty modules found to all known faulty modules) and false alarm rate, PF (the ratio of number of non-faulty modules misclassified as faulty to all known non-faulty modules). The fitness function represented the coverage of knowledge represented in the individual, and equaled

\[
\frac{tp}{tp+fn} \times \frac{tn}{tn+fp}
\]

where \(fp\) is the number of false positives, \(tp\) the number of true positives, \(tn\) the number of true negatives and \(fn\) the number of false negatives. The study showed that grammar-guided GP performed better than naive Bayes on both measures (PD and PF) in two of the projects’ data while in the rest of the two data, it was better in one of the two measures.

We were also able to find a series of studies where the comparison group included traditional software reliability growth models. Zhang et al. [266] used mean time between failures (MTBF) time series to model software reliability growth using genetic programming, neural networks (NN) and traditional software reliability models, i.e. Schick-Wolverton, Goel-Okumoto, Jelinski-Moranda and Moranda. Using multiple evaluation measures of short-term range error, prequential likelihood, model bias, model bias trend, goodness of fit and model noise; the GP approach was found better than the traditional software reliability growth models. However, it is not clear from the study how neural networks performed against all the evaluation measures (ex-
cept for the short-term range error where GP was better than neural networks). Also it is not clear from the study what sampling strategy was used to split the data set into training and testing set. The fitness function information is also lacking from the study. The study is however extended in [267] with adaptive cross-over and mutation probabilities, and the corresponding GP was named adaptive genetic programming. In comparison with standard GP and the same reliability growth models (as used in the previous study), the mean time between failures (MTBF) and the next mean time to failure (MTTF) values for adaptive GP were found to be more accurate.

Afzal and Torkar [6] used fault data from three industrial software projects to predict the software reliability in terms of number of faults. Three SRGMs (Goel-Okumoto, Brooks and Motley, and Yamada’s S-shaped) were chosen for comparison using the fitness function of sum of absolute differences between the obtained and expected results in all fitness cases, $\sum_{i=1}^{n} | e_i - e'_i |$, where $e_i$ is the actual fault count data, $e'_i$ the estimated value of the fault count data and $n$ the size of the data set used to train the GP models. The faults were aggregated on weekly basis and the sampling strategy divided the first $\frac{2}{3}$ of the data set into a training set and remaining $\frac{1}{3}$ into a test set. Using prequential likelihood ratio, adjusted mean square error (AMSE), Braun statistic, Kolmogorov-Smirnov tests and distribution of residuals, the GP models were found to be more accurate for prequential likelihood ratio and Braun statistic but not for AMSE. The goodness of fit of the GP models were found to be either equivalent or better than the competing models used in the study. The inspection of the models’ residuals also favored GP.

In [59], the authors used GP and GP with boosting to model software reliability. The comparisons were done with time based reliability growth models (Jelinski-Moranda and geometric), coverage-based reliability growth model (coverage-based binominal model) and artificial neural network (ANN). The evaluation measures used for time-based models included maximum deviation, average bias, average error, prediction error and correlation coefficient. For coverage-based models, an additional Kolmogorov-Smirnov test was also used. The fitness function used was weighted root mean square error (WRMSE), $\sqrt{\sum_{i=1}^{m} (x_i - x'_i)^2 D_i m}$ where $x_i = \text{real value}, x'_i = \text{estimated value}, D_i = \text{weight of each example and } m = \text{size of the data set}$. Using the first $\frac{2}{3}$ of the data set as a training set, it was observed that GP with boosting (GPB) performed better than traditional models for models based on time. However, there was no statistical difference between GP, GPB and ANN models. For models based on test coverage, the GPB models’ results were found to be significantly better compared to that of the GP and ANN models.

In [200], the authors used a modified GP algorithm called the $\mu + \lambda$ GP algorithm to model software reliability growth. In the modified algorithm, $n\%$ of the best indi-
individuals were applied the genetic operators in each generation. The genetic operators generated $\lambda$ individuals, which competed with their parents in the selection of $\mu$ best individuals to the next generation where ($\lambda > \mu$). The fitness function used was root mean square error (RMSE), given by: 
\[
\sqrt{\frac{\sum_{i=1}^{n} |x_i - x_{i}^{d}|}{n}}
\]
where $x_i$ is the real value, $x_{i}^{d}$ is the estimated value and $n$ is the size of the data set. Using measures as maximum deviation, average bias, average error, prediction error and correlation coefficient; the results favored modified GP algorithm. Additional paired two-sided $t$-tests for average error confirmed the results in favor of modified GP with a statistically significant difference in the majority of the results between the modified and standard GP algorithm.

Table 4.7 and Table 4.8 show the relevant summary data extracted to answer the research question from each of the primary studies within software fault prediction and reliability growth.

### 4.4 Discussion and areas of future research

Our research question was initially posed to assess the efficacy of using GP for prediction and estimation in comparison with other approaches. Based on our investigation, this research question is answered depending upon the prediction and estimation of the attribute under question. In this case, the attribute belonged to three categories:

1. Software fault proneness (software quality classification).
2. Software CES estimation.
3. Software fault prediction and software reliability growth modeling.

For software quality classification, seven out of nine studies reported results in favor of using GP for the classification task. Two studies were inconclusive in favoring a particular technique either because the different measures did not converge, as in [217], or the proposed technique used GP for initial investigative purposes only, without being definitive in the judgement of GP’s efficacy, as in [215] (these two studies are indicated by the sign ~ in Table 4.3).

The other seven studies were co-authored by similar authors to a large extent and the data sets also over-lapped between studies but these studies contributed in introducing different variations of the GP fitness function and also used different comparison groups.

---

8The data sets in Table 4.8 are taken at a coarser level, e.g. ISBSG data ([113]) of multiple projects is 1 data set.
Table 4.7: Summary data for primary studies on GP application for software fault prediction and reliability growth. (?) indicates absence of information and (~) indicates indifferent results.

<table>
<thead>
<tr>
<th>Article</th>
<th>Dependent variable</th>
<th>Fitness function</th>
<th>Comparison group</th>
<th>Evaluation measures</th>
<th>GP better?</th>
</tr>
</thead>
<tbody>
<tr>
<td>[123]</td>
<td>Software fault prediction</td>
<td>1 − standard error</td>
<td>Standard GP</td>
<td>Fitness values</td>
<td>✓</td>
</tr>
<tr>
<td>[124]</td>
<td>Software fault prediction</td>
<td>$1 + e^{b[1−(n−1)/(n−k)]}$</td>
<td>Standard GP</td>
<td>Fitness values</td>
<td>✓</td>
</tr>
<tr>
<td>[247]</td>
<td>Software fault prediction</td>
<td>$\frac{\log n}{\log(\log n)}$</td>
<td>Naive Bayes</td>
<td>PD &amp; PF</td>
<td>~</td>
</tr>
<tr>
<td>[266]</td>
<td>Software reliability</td>
<td>?</td>
<td>Neural networks and traditional software reliability growth models</td>
<td>Short-term range error, prequential likelihood, model bias, model bias trend, goodness of fit and model noise</td>
<td>✓</td>
</tr>
<tr>
<td>[267]</td>
<td>Software reliability</td>
<td>?</td>
<td>Traditional software reliability growth models</td>
<td>Mean time between failures and next mean time to failure</td>
<td>✓</td>
</tr>
<tr>
<td>[6]</td>
<td>Software reliability</td>
<td>$\sum_{i=1}^{n}</td>
<td>e_i - \hat{e}_i</td>
<td>$</td>
<td>Traditional software reliability growth models</td>
</tr>
<tr>
<td>[59]</td>
<td>Software reliability</td>
<td>WRMSE $^9$</td>
<td>Traditional software reliability growth models and ANN</td>
<td>Maximum deviation, average bias, average error, prediction error, correlation coefficient, Kolmogorov-Smirnov</td>
<td>✓</td>
</tr>
<tr>
<td>[200]</td>
<td>Software reliability</td>
<td>RMSE $^10$</td>
<td>Standard GP</td>
<td>Maximum deviation, average bias, average error, prediction error and correlation coefficient</td>
<td>✓</td>
</tr>
</tbody>
</table>

$^9$Weighted root mean square error

$^10$Root mean square error
Table 4.8: Data set characteristics for primary studies on GP application for software fault prediction and reliability growth. (?) indicates absence of information.

<table>
<thead>
<tr>
<th>Article no.</th>
<th>Data sets no.</th>
<th>Sampling of training and testing sets</th>
<th>Industrial (I) or academic (A)</th>
<th>Data sets public or private</th>
</tr>
</thead>
<tbody>
<tr>
<td>[123]</td>
<td>1</td>
<td>?</td>
<td>I</td>
<td>Public</td>
</tr>
<tr>
<td>[124]</td>
<td>1</td>
<td>?</td>
<td>I</td>
<td>Public</td>
</tr>
<tr>
<td>[247]</td>
<td>1</td>
<td>10-fold cross-validation</td>
<td>I</td>
<td>Public</td>
</tr>
<tr>
<td>[266]</td>
<td>1</td>
<td>?</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[267]</td>
<td>1</td>
<td>?</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[6]</td>
<td>3</td>
<td>First $\frac{2}{3}$ of the data set for training and the rest for testing</td>
<td>I</td>
<td>Private</td>
</tr>
<tr>
<td>[59]</td>
<td>2</td>
<td>First $\frac{2}{3}$ of the data set for training and the rest for testing</td>
<td>I</td>
<td>Public &amp; Private</td>
</tr>
<tr>
<td>[200]</td>
<td>1</td>
<td>First $\frac{2}{3}$ of the data set for training and the rest for testing</td>
<td>I</td>
<td>Public</td>
</tr>
</tbody>
</table>

These seven studies were in agreement that GP is an effective method for software quality classification based on comparisons with neural networks, k-nearest neighbor, linear regression and logistic regression. Also GP was used to successfully rank-order software modules in a better way than the random ranking and the ranking done on the basis of lines of code. Also it was shown that numerous enhancements to the GP algorithm are possible hence improving the evolutionary search in comparison with standard GP algorithm. These enhancements include random subset selection and different mechanisms to control excessive code growth during GP evolution. Improvements to the GP algorithm gave better results in comparison with standard GP algorithm for two studies [145, 166]. However, one finds that there can be two areas of improvement in these studies: (i) Increasing the comparisons with more techniques. (ii) Increasing the use of public data sets.

We also observe from Table 4.3 that multi-objective GP is an effective way to seek near-optimal solutions for software quality classification in the presence of competing constraints. This indicates that further problem-dependent objectives can possibly be represented in the definition of the fitness function, which potentially can give better results. We believe that in order to generalize the use of GP for software quality classification, the comparison groups need to increase.

There are many different techniques that have been applied by researchers to software quality classification, see e.g. [163]. GP needs to be compared with a more representative set of techniques that have been found successful in earlier research—only then can we be able to ascertain that GP is a competitive technique for software quality classification.
classification. We see from Table 4.4 that all the data sets were private. In this regards, the publication of private data sets needs to be encouraged. Publication of data sets would encourage other researchers to replicate the studies based on similar data sets and hence we can have greater confidence in the correctness of the results. Nevertheless, one encouraging trend that is observable from Table 4.4 is that the data sets represented real world projects which adds to the external validity of these results.

For software CES estimation, there was no strong evidence of GP performing consistently on all the evaluation measures used (as shown in Table 4.5). The sign ~ in the last column of Table 4.5 shows that the results are inconclusive concerning GP. The study results indicate that while GP scores higher on one evaluation measure, it lags behind on others. There is also a trade-off between different qualitative factors, e.g. complexity of interpreting the end solution, and the ease of configuration and flexibility to cater for varying data sets. The impression from these studies is that GP also requires some effort in configuration and training. There can be different reasons related to the experimental design for the inconsistent results across the studies using GP for software CES estimation. One reason is that the accuracy measures used for evaluation purposes are not near to a standardized use. While the use of pred(0.25) and MMRE are commonly used, other measures, including AMSE and BMMRE, are also applied. It is important that researchers are aware of the merits/demerits of using these evaluation measures [85, 223]. Another aspect which differed between the studies was the sampling strategies used for training and testing sets (Column 3, Table 4.6). These different sampling strategies are also a potential contributing factor in inconsistent model results. What is also observable from these studies is that over-fitting is a common problem for GP. However, there are different mechanisms to avoid over-fitting, such as random subset selection on the training set and placing limits on the size of the GP trees. These mechanisms should be explored further.

As previously pointed out in Section 4.3.2, Crespo et al. [62] identified six artificial intelligence techniques applicable to software development effort estimation. It is interesting to note that our literature search did not find any study, which compares all of these techniques.

As for the studies related to software fault prediction and software reliability growth, seven out of eight studies favor the use of GP in comparison with neural networks, naïve Bayes and traditional software reliability growth models (this is evident from the last column in Table 4.7). However, as Table 4.8 showed, it was not clear from four studies which sampling strategies were used for the training and testing sets. From two of these four studies, it was also not clear what fitness function was used for the GP algorithm. If, however, we exclude these four studies from our analysis, GP is still a favorable approach for three out of four studies. With respect to comparisons with traditional software reliability growth models, the main advantage of GP is that it is
not dependent on the assumptions that are common in these software reliability growth models. Also GP promises to be a valid tool in situations where different traditional models have inconsistent results. Besides, we also observe that several improvements to the standard GP algorithm are possible which provides comparatively better results. Specifically, we see studies where the incorporation of explicit domain knowledge in the GP modeling process has resulted in improved fitness values [123]. Table 4.7 also shows that the variety of comparison groups is represented poorly; there is an opportunity to increase the comparisons with more techniques and also to use a commonly used technique as a baseline.

For studies which were inconclusive in the use of GP for prediction/estimation, we include quotations from the respective papers in Table 4.9 (an approach similar to the one used in [176]) that reflects the indifference between GP and other approaches. What is evident from these studies is the following:

1. The accuracy of GP as a modeling approach is attached to the evaluation measure used. The impression from these studies is that GP performs superior on one evaluation measure at the cost of the other. This indicates that the GP fitness function should not only be dependent on the minimization of standard error but also biased in searching those solutions which reflect properties of other evaluation measures, such as correlation coefficient.

2. The qualitative scores for GP models are both good and bad. While they might be harder to configure and result in complex solutions, the results can nevertheless be interpreted to some extent. This interpretation can be in the form of identifying the few significant variables [156]. But another key question is that whether or not we are able to have a reasonable explanation of the relationship between the variables. As an example, Dolado [71] provides the following equation generated by GP:

\[
\text{LOC} = 50.7 + 1.501 \times \text{data elements} + \text{data elements} \times \text{relations} - 0.5581 \times \text{relations}
\]

While this equation identifies the dependent variables, it is still difficult to explain the relationships. Simplification of resulting GP solutions is thus important.

Based on the above discussion, we can conclude that while the use of GP as a prediction tool has advantages, as presented in Section 4.3, there are, at the same time, challenges to overcome as points 1 and 2 indicate above. We believe that these challenges offer promising future work to undertake for researchers.
Table 4.9: Summary of the studies showing inconclusive results in using GP.

<table>
<thead>
<tr>
<th>Article</th>
<th>Quotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[217]</td>
<td>While generally not as good as the results obtained from other methods, the GP results are reasonably accurate but low on coverage.</td>
</tr>
<tr>
<td>[215]</td>
<td>The rate of successful classifications for training data is around 66 and 72% for the first architect and the second architect, respectively. In the case of testing data the rates are 55 and 63%.</td>
</tr>
<tr>
<td>[73]</td>
<td>However, from the point of view of making good predictions, no technique has been proved to be clearly superior. From the values shown in the tables, there is no great superiority of one method versus the others. GP can be used as an alternative to linear regression, or as a complement to it.</td>
</tr>
<tr>
<td>[71]</td>
<td>The final impression is that GP has worked very well with the data used in this study. The equations have provided similar or better values than the regression equations. Furthermore, the equations are “intelligible”, providing confidence in the results. In the case of linear relationships, some of the small improvements obtained by GP compared to MLR come at the expense of the simplicity of the equations, but the majority of the linear equations are rediscovered by GP.</td>
</tr>
<tr>
<td>[216]</td>
<td>We cannot conclude GP is a better technique than NN. ...GP and ANN are valid and promising approaches to size estimation. ...However, GP presents additional advantages with respect to NN. The main advantage of using GP is the easy interpretation of result.</td>
</tr>
<tr>
<td>[72]</td>
<td>From the point of view of the capabilities of the two methods, GP achieves better values in the pred(0.25) in eleven out of the twelve data sets, but sometimes at the cost of having a slight worse value of the MMRE. Only in data sets A and H, GP provides a significant improvement over classical regression.</td>
</tr>
<tr>
<td>[45]</td>
<td>There is evidence that GP can offer significant improvements in accuracy but this depends on the measure and interpretation of accuracy used. GP has the potential to be a valid additional tool for software effort estimation but set up and running effort is high and interpretation difficult.</td>
</tr>
<tr>
<td>[222]</td>
<td>Log regression models perform much worse than GP on MSE, about the same as GP on $R^2$ and pred(0.25), and better than GP on MMRE and pred(0.5). One way of viewing this is that GP has more effectively fit the objective, namely minimizing MSE, at the cost of increased error on other measures.</td>
</tr>
<tr>
<td>[161]</td>
<td>The results do not find a clear winner but, for this data, GP performs consistently well, but is harder to configure and produces more complex models.</td>
</tr>
<tr>
<td>[247]</td>
<td>In two of the databases, our model is proved superior to the existing literature in both comparison variables, and in the rest two databases, the system is shown better in one of the two variables.</td>
</tr>
</tbody>
</table>
4.5 Validity threats

We assume that our review is based on studies which were unbiased. If this is not the case, then the validity of this study is also expected to suffer [176]. Also, like any other systematic review, this one too is limited to making use of information given in the primary studies [152]. There is also a threat that we might have missed a relevant study but we are confident that both automated and manual searches of the key information sources (Section 4.2.2) have given us a complete set. Our study selection procedure (Section 4.2.3) is straightforward and the researchers had agreement on which studies to include/exclude. However, this review does not cover unpublished research that had undesired outcome and company confidential results.

4.6 Conclusions

This systematic review investigated whether symbolic regression using genetic programming is an effective approach in comparison with machine learning, regression techniques and other competing methods. The results of this review resulted in a total of 24 primary studies; which were further classified into software quality classification (nine studies), software CES estimation (seven studies) and fault prediction/software reliability growth (eight studies).

Within software quality classification, we found that in seven out of nine studies, GP performed better than competing techniques (i.e. neural networks, \(k\)-nearest neighbor, linear regression and logistic regression). Different enhancements to the standard GP algorithm also resulted in more accurate quality classification, while GP was also more successful in rank-ordering of software modules in comparison with random ranking and ranking based on lines of code. We concluded that GP seems to be an effective method for software quality classification. This is irrespective of the fact that one author was part of seven out of nine primary studies and the fact that there was an overlap of data sets used across the studies. This is because we considered each of these primary studies representing a distinct contribution in terms of different algorithmic variations.

For software CES estimation, the study results were inconclusive in the use of GP as an effective approach. The main reason being that GP optimizes one accuracy measure while degrades others. Also the experimental procedures among studies varied, with different strategies used for sampling the training and testing sets. We were therefore inconclusive in judging whether or not GP is an effective technique for software CES estimation.

The results for software fault prediction and software reliability growth modeling
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leaned towards the use of GP, with seven out of eight studies resulting in GP performing better than neural networks, naive Bayes and traditional software reliability growth models. Although four out of these eight studies lacked in some of the quality instruments used in Table A.1 (Appendix A); still three out of the remaining four studies reported results in support of GP. We therefore concluded that the current literature provides evidence in support of GP being an effective technique for software fault prediction and software reliability growth modeling.

Based on the results of the primary studies, we can offer the following recommendations. Some of these recommendations refer to other researchers’ guidelines which are useful to reiterate in the context of this study.

1. Use public data sets wherever possible. In case of private data sets, there are ways to transform the data sets to make it public domain (e.g., one such transformation is discussed in [259]).

2. Apply commonly used sampling strategies to help other researchers replicate, improve or refute the established predictions and estimations. From our sample of primary studies, the sampling strategy of $\frac{2}{3}$ for training, remaining $\frac{1}{3}$ for testing and 10-fold cross validation are mostly used. Kitchenham et al. [152] recommends using a jackknife approach with leave-one-out cross-validation process; this needs to be validated further.

3. Avoiding over-fitting in GP solutions is possible and is beneficial to increase the generalizability of model results in the testing data set. The primary studies in this review offer important results in this regards.

4. Always report the settings used for the algorithmic parameters (also suggested in [25]).

5. Compare the performances against a comparison group which is both commonly used and currently an active field of research. For our set of primary studies, comparisons against different forms of statistical regression and artificial neural networks can be seen as a baseline for comparisons.

6. Use statistical experimental design techniques to minimize the threat of differences being caused by chance alone [191].

7. Report the results even if there is no statistical difference between the quality of the solutions produced by different methods [25].
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Chapter 5

A systematic review of search-based testing for non-functional system properties

5.1 Introduction

Search-based software engineering (SBSE) is the application of optimization techniques in solving software engineering problems [105, 103]. The applicability of optimization techniques in solving software engineering problems is suitable as these problems frequently encounter competing constraints and require near optimal solutions. Search-based software testing (SBST) research has attracted much attention in recent years as part of a general interest in SBSE approaches. The growing interest in SBST can be attributed to the fact that generation of software tests is generally considered as an undecidable problem, primarily due to the many possible combinations of a program’s input [182]. All approaches to SBST are based on satisfaction of a certain test adequacy criterion represented by a fitness function [103]. McMinn [182] has written a comprehensive survey on search-based software test data generation. The survey shows the application of metaheuristics in white-box, black-box and grey-box testing. Within the domain of non-functional testing, the survey indicates the application of metaheuristic search techniques for checking the best-case and worst-case
execution times (BCET, WCET) of real-time systems. McMinn highlights possible directions of future research into non-functional testing, which includes searching for input situations that break memory or storage requirements, automatic detection of memory leaks, stress testing and security testing. Our work extends the survey by McMinn [182] as it analyses actual evidence supporting McMinn’s ideas of future directions in search-based testing of non-functional properties. Moreover, we anticipated studies making use of search-based techniques to test non-functional properties not highlighted by McMinn. This work also supports McMinn’s survey by finding further evidence into search-based execution time testing. Another review by Mantere and Alander [178] highlights work using evolutionary computation within software engineering, especially software testing. According to the review, genetic algorithms are highly applicable in testing coverage, timings, parameter values, finding calculation tolerances, bottlenecks, problematic input combinations and sequences. This study also extends and supports Mantere and Alander’s review in actually finding the evidence in support of proposed future extensions.

Within non-functional search-based software testing (NFSBST) research, it is both important and interesting to know the extent of application of metaheuristic search techniques to non-functional testing, not covered by previous studies. This allows us to identify potential non-functional properties suitable for applying these techniques and provides an overview of existing non-functional properties tested using metaheuristic search techniques. In this paper, after identifying existing non-functional properties, we review each of the properties to determine any constraints and limitations. We also identify the range of different fitness functions used within each non-functional property, since the fitness function is crucial in guiding search into promising areas of solution space and is the differentiating factor between quality of different solutions. The contribution of this review is therefore an exploration of non-functional properties tested using metaheuristic search techniques, identification of constraints and limitations encountered and an analysis of different fitness functions used to test individual non-functional property.

Section 5.2 describes the method of our systematic review that includes the research questions, search strategy, study selection criteria, study quality assessment and data extraction. Sections 5.3 and 5.4 discuss the results, synthesis of findings, areas of future research and validity threats. Conclusions are presented in Section 5.6.

5.2 Method

A systematic review is a process of assessment and interpretation of all available research related to a research question or subject of interest [150]. Kitchenham [150] also
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describes several reasons of undertaking a systematic review, the most common are to synthesize the available research concerning a treatment or technology, identification of topics for further investigation and formulation of a background in positioning new research activities.

This section describes our review protocol, consisting of several steps as outlined in [150].

5.2.1 Research questions

In order to examine the evidence of testing non-functional properties using metaheuristic search techniques, we have the following research questions:

• RQ 1. In which non-functional testing areas have metaheuristic search techniques been applied?

After having identified these areas, we have three additional research questions applicable in each area:

• RQ 1.1. What are the different metaheuristic search techniques used for testing each non-functional property?

• RQ 1.2. What are the different fitness functions used for testing each non-functional property?

• RQ 1.3. What are the current challenges or limitations in the application of metaheuristic search techniques for testing each non-functional property?

The population in this study is the domain of software testing. Intervention includes application of metaheuristic search techniques to test different types of non-functional properties. The comparison intervention is not applicable in our case as our research questions are not aimed at making a comparison. However, we discuss the comparisons within the scope of each primary study to support our argumentation of obtained results in Section 5.4.

The outcome of our interest represents different types of non-functional testing that use metaheuristic search techniques. In terms of context and experimental design, we do not enforce any restrictions.

5.2.2 Generation of search strategy

The search strategy was based on the following steps:
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1. **Identification of alternate words and synonyms for terms used in the research questions.** This is done to minimize the effect of differences in terminologies.

2. **Identify common non-functional properties for searching.** We take non-functional properties as to encompass the three aspects of software quality defined in ISO/IEC 9126-1 [114]. These aspects are quality in use, external quality and internal quality. Quality in use refers to software product quality in a specific context of use, while external quality is the quality observable at software execution. Lastly, internal quality is measured against the internal quality requirements.

Since there are different systems of categorizing non-functional properties, we take guidance from four existing taxonomies to aid our search strategy and to have a representative set of non-functional properties. These are Boehm software quality model (as described in [83]), ISO/IEC 9126-1 [114], IEEE Standard 830-1998 [1] and Donald G. Firesmith’s taxonomy [84]. The non-functional properties used for searching are usability, safety, robustness, capacity, integrity, efficiency, reliability, maintainability, testability, flexibility, reusability, portability, interoperability, security, performance, availability and scalability. To cover other potential non-functional properties, we explicitly used the term ‘non-functional’ in our search strings.

The non-functional properties obtained from existing taxonomies are restricted to high-level external attributes only for the sole purpose of guiding the search strategy. The different non-functional testing areas that are discussed later in the paper cannot be mapped one to one with these listed non-functional properties. Therefore, while quality of service includes attributes; namely availability and reliability, we have retained the term quality of service for the later part of the paper to better reflect the terms as used by the original authors. Similarly, one can argue execution time to fit under performance, but we stick to the term execution time in the later part of the paper to remain consistent with the terms used by the original authors.

3. **Use of Boolean OR to join alternate words and synonyms.**

4. **Use of Boolean AND to join major terms.**

We used the following search terms:

- **Population**: testing, software testing, testing software, test data generation, automated testing, automatic testing.
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- **Intervention:** evolutionary, heuristic, search-based, metaheuristic, optimization, hill-climbing, simulated annealing, tabu search, genetic algorithms, genetic programming.

- **Outcomes** non-functional, safety, robustness, stress, security, usability, integrity, efficiency, reliability, maintainability, testability, flexibility, reusability, portability, interoperability, performance, availability, scalability

We used a two-phase strategy for searching. In the first phase, we searched electronic databases and performed a manual search of specific conference proceedings and journals. We selected 1996 as the starting year for the search since this year marked the first publication of the application of genetic algorithms to execution time testing [182] (one of the earliest non-functional properties to be tested using metaheuristic search techniques). We searched within the following electronic databases:

- IEEEXplore
- EI Compendex
- ISI Web of Science (WoS)
- ACM Digital Library

In the first phase of the search strategy, we piloted the search strings thrice for the year 2007, each time refining them to eliminate irrelevant hits. We found it as a useful activity to pilot the search strings in iterations as it resulted in much refinement of search results. It also helped us to deal with the challenging task of balancing comprehensiveness versus precision of our search. We applied separate search strings for searching within titles, abstracts and keywords. Complete search strings are given in Appendix C.

We manually searched selected journals (J) and conference proceedings (C). These journals and conferences were chosen as they had previously published primary studies relevant to our domain. They include: Real Time Systems Symposium (RTSS) (C), Real Time Systems (RTS) (J), Genetic and Evolutionary Computation Conference (GECCO)¹—Search-based Software Engineering (SBSE) Track (C), Software Testing, Verification and Reliability (STVR) (J) and Software Quality Journal (SQJ) (J).

We initiated a second phase of search to have a more representative set of primary studies. In this phase, we scanned the reference lists of all the primary studies to identify further papers. We then contacted the researchers who authored most of the

¹GECCO was not part of ACM until 2005.
papers in a particular non-functional area for additional papers. Moreover, we scanned the personal web pages maintained by these researchers. A total of four researchers were contacted. Figure 5.1 shows our two-phase search strategy.

![Figure 5.1: The two-phase search strategy.](image)

In order to assess the results of the search process, we compared the results with a small sample of primary studies we already knew about ([253, 243, 36]), to ensure that the search process was able to find the sample (as described in [152]). All the three known papers were found using nine sources, namely (IEEE Xplore, Compendex, Web of Science, ACM Digital Library, Real-Time Systems Symposium (C), Real-Time Systems (J), GECCO SBSE track (C), Software Testing, Verification and Reliability (J), Software Quality Journal (J)).

### 5.2.3 Study selection criteria and procedures for including and excluding primary studies

Metaheuristic search techniques have been applied across different engineering and scientific disciplines. Within software testing, metaheuristic search techniques have found application in different phases, from planning to execution. Therefore, it is imperative that we define comprehensive inclusion/exclusion criteria to select only those primary studies that provide evidence related to the research questions. The following exclusion criteria is applicable in this review, i.e. exclude studies that:

- Do not relate to software engineering/development.
- Do not relate to software testing.
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- Do not report application of metaheuristics. (We consider metaheuristics to include hill-climbing, simulated annealing, tabu search, ant colony methods, swarm intelligence and evolutionary methods [46].)

- Describe search-based testing approaches, which are inherently structural (white-box), functional (black-box) or grey-box (combination of structural and functional). Grey-box testing includes assertion testing and exception condition testing [182]. This exclusion criterion is relaxed to include those studies where a structural test criterion is used to test non-functional properties, e.g. [24].

- Are not related to the testing of the end product, e.g. [264].

- Are related to test planning, e.g. [64].

- Make use of model checking and formal methods, e.g. [68, 15].

- Report performance of a particular metaheuristic instead of its application to software testing, e.g. [154].

- Report on test case prioritization, e.g. [251].

- Are used for prediction and estimation of software properties, e.g. [30].

The first phase of research resulted in a total of 501 papers. After eliminating duplicates found by more than one electronic database, we were left with 404 papers. Table 5.1 shows the distribution of papers before duplicate removal among different sources.

Table 5.1: Distribution of papers before and after duplicate removal among different publication sources.

<table>
<thead>
<tr>
<th>Source</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>209 (179)</td>
</tr>
<tr>
<td>EI Compendex</td>
<td>140 (87)</td>
</tr>
<tr>
<td>ISI Web of Science</td>
<td>61 (48)</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>58 (57)</td>
</tr>
<tr>
<td>Conferences and Journals</td>
<td>33 (33)</td>
</tr>
<tr>
<td>Total</td>
<td>501 (404)</td>
</tr>
</tbody>
</table>

The exclusion was done using a tollgate approach (Figure 5.2). To begin with, a single researcher excluded 37 references out of a total of 404 primarily based on title and abstract, which were clearly out of scope and did not relate to the research
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Figure 5.2: Multi-step filtering of studies (tollgate approach) and final number of primary studies.

question. The remaining 367 references were subject to detailed exclusion criteria, which involved three researchers. First, each researcher applied the exclusion criteria independently. Out of 367 references, the three researchers were in agreement on 229 references to exclude, 25 to include and 113 required a meeting to reach consensus. In the meeting, the researcher in the minority for a paper tried to convince others; otherwise the majority decision was taken. This application of detailed exclusion criteria resulted in 60 remaining references, which were further filtered out by reading the full-text. A final figure of 24 primary studies was reached after excluding similar studies that were published in different venues. The 24 primary studies were complemented with 11 more papers from phase 2 of the search strategy (Figure 5.1). The fact that we gathered 11 papers from phase 2 of the search strategy indicates that making a generic search string that would give the entire relevant set of primary studies from searching only within electronic databases is difficult in the field of study under investigation. The terminologies used by various authors differed a lot; both in terms of specifying the non-functional property and the used metaheuristic. As an example, if we consider the primary study [133], identified using phase 2, we observed that although it does mention using genetic programming in the title, it does not mention the target non-functional property of security. Similarly, in the abstract and key words, we do not find words synonymous to testing. Therefore, we believe that the phase 2 of the search
strategy helped us to gather a more representative set of primary studies.

5.2.4 Study quality assessment and data extraction

Since we did not impose any restriction in terms of any specific research method or experimental design, therefore the study quality assessment covered both quantitative and qualitative studies. The quality data can be used to devise a detailed inclusion/exclusion criteria and/or to assist data analysis and synthesis [150]. We applied the study quality assessment primarily as a means to guide the interpretation of findings for data analysis and synthesis [150], so as to avoid any misinterpretation of results due to study quality. We did not assign any scores to the criterion (because our aim was not to rank studies according to an overall quality score) but used a binary ‘yes’ or ‘no’ scale [76]. Table B.1 in Appendix B shows the application of the study quality assessment criteria where a (√) indicates ‘yes’ and (×) indicates ‘no’. Most of our developed criteria were fulfilled by all of the studies, exceptions being [94, 91, 36, 24, 206] where evidence of a comparison group was missing, but these quality differences were not found to be largely confounded with study outcomes. What follows next is the list of developed criteria:

- Is the reader able to understand the aims of the research?
- Is the context of study clearly stated, that includes population being studied (e.g. academic vs. industrial) and tasks to be performed by population (e.g. small scale vs. large scale)
- Was there a comparison or control group?
- Are the measures used in the study fully defined [150]?
- Is there an adequate description of the data collection methods?
- Does the data collection methods relate to the aims of the research?
- Is there a description of the method used to analyze data?
- Are the findings clearly stated and relate to the aims of research?
- Is the research useful for software industry and research community?
- Do the conclusions relate to the aim and purpose of research defined?
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We designed a data extraction form to collect information needed to address the review questions and data synthesis. Study quality data was not part of data extraction form as it was assessed separately. To assess the consistency of data extraction, a small sample of primary studies were used to extract data for the second time. In addition to the standard information of title, author(s), journal and publication details; the data extraction form included information about main theme of study, motivation for the main theme, type of non-functional testing addressed, type of metaheuristic search technique used, examples of application of approach, constraints/limitations in the application of the metaheuristic search technique, identified areas of future research and major conclusion. For each primary study, we further extracted the information relating to the method of evaluation, number of test objects, performance factor evaluated and the experimental outcomes.

5.3 Results and synthesis of findings

In this section we describe the descriptive evaluation of the assessed literature in relation to the research questions. The 35 primary studies were related to the application of metaheuristic search techniques for testing five non-functional properties: execution time, quality of service (QoS), security, usability, and safety. The number of primary studies describing each non-functional property is: 15 (execution time), 2 (quality of service), 7 (security), 7 (usability) and 4 (safety). Relevant information describing the distribution of primary studies within each non-functional property is shown in Table 5.2.

Figure 5.3 shows the year-wise distribution of primary studies within each non-functional property as well as the frequency of application of different metaheuristics [9]. The bubble at the intersection of axes contains the actual number of contribution(s). It is evident from the figure that genetic algorithms are the most widely used metaheuristic with applications in 21 papers across different types of non-functional testing. In the left portion of Figure 5.3, each bubble represents the actual number of primary studies within each non-functional area in respective years from 1996–2007. More details on Figure 5.3 can be found in [9] which is a systematic mapping study, giving a broad overview of studies without reviewing the studies in detail.

5.3.1 Execution time

The application of evolutionary algorithms to test real-time requirements in embedded computer systems involves finding the best and worst case execution times (BCET, WCET) to determine if timing constraints are fulfilled. A violation of the timing con-
Table 5.2: Distribution of primary studies per non-functional area.

<table>
<thead>
<tr>
<th>Non-functional property</th>
<th>Author(s)</th>
<th>Year</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution time (42.86%)</td>
<td>Wegener et al.</td>
<td>1996</td>
<td>[252]</td>
</tr>
<tr>
<td></td>
<td>Alander et al.</td>
<td>1997</td>
<td>[14]</td>
</tr>
<tr>
<td></td>
<td>Wegener et al.</td>
<td>1997</td>
<td>[255]</td>
</tr>
<tr>
<td></td>
<td>Wegener et al.</td>
<td>1998</td>
<td>[253]</td>
</tr>
<tr>
<td></td>
<td>O'Sullivan et al.</td>
<td>1998</td>
<td>[203]</td>
</tr>
<tr>
<td></td>
<td>Tracey et al.</td>
<td>1998</td>
<td>[245]</td>
</tr>
<tr>
<td></td>
<td>Mueller et al.</td>
<td>1998</td>
<td>[185]</td>
</tr>
<tr>
<td></td>
<td>Puschner et al.</td>
<td>1998</td>
<td>[211]</td>
</tr>
<tr>
<td></td>
<td>Pohlheim et al.</td>
<td>1999</td>
<td>[207]</td>
</tr>
<tr>
<td></td>
<td>Wegener et al.</td>
<td>2000</td>
<td>[254]</td>
</tr>
<tr>
<td></td>
<td>Groß et al.</td>
<td>2000</td>
<td>[94]</td>
</tr>
<tr>
<td></td>
<td>Groß</td>
<td>2001</td>
<td>[91]</td>
</tr>
<tr>
<td></td>
<td>Groß</td>
<td>2003</td>
<td>[92]</td>
</tr>
<tr>
<td></td>
<td>Briand et al.</td>
<td>2005</td>
<td>[36]</td>
</tr>
<tr>
<td></td>
<td>Tili et al.</td>
<td>2006</td>
<td>[243]</td>
</tr>
<tr>
<td>Quality of service (5.71%)</td>
<td>Canfora et al.</td>
<td>2005</td>
<td>[51]</td>
</tr>
<tr>
<td></td>
<td>Di Penta et al.</td>
<td>2007</td>
<td>[69]</td>
</tr>
<tr>
<td>Security (20%)</td>
<td>Dozier et al.</td>
<td>2004</td>
<td>[75]</td>
</tr>
<tr>
<td></td>
<td>Kayacik et al.</td>
<td>2005</td>
<td>[132]</td>
</tr>
<tr>
<td></td>
<td>Budynek et al.</td>
<td>2005</td>
<td>[44]</td>
</tr>
<tr>
<td></td>
<td>Del Grosso et al.</td>
<td>2005</td>
<td>[96]</td>
</tr>
<tr>
<td></td>
<td>Kayacik et al.</td>
<td>2006</td>
<td>[131]</td>
</tr>
<tr>
<td></td>
<td>Kayacik et al.</td>
<td>2007</td>
<td>[133]</td>
</tr>
<tr>
<td></td>
<td>Del Grosso et al.</td>
<td>2007</td>
<td>[95]</td>
</tr>
<tr>
<td>Usability (20%)</td>
<td>Stardom</td>
<td>2001</td>
<td>[233]</td>
</tr>
<tr>
<td></td>
<td>Cohen et al.</td>
<td>2003</td>
<td>[55]</td>
</tr>
<tr>
<td></td>
<td>Cohen et al.</td>
<td>2003</td>
<td>[56]</td>
</tr>
<tr>
<td></td>
<td>Cohen et al.</td>
<td>2003</td>
<td>[174]</td>
</tr>
<tr>
<td></td>
<td>Nurmelia</td>
<td>2004</td>
<td>[196]</td>
</tr>
<tr>
<td></td>
<td>Shiba et al.</td>
<td>2004</td>
<td>[225]</td>
</tr>
<tr>
<td></td>
<td>Bryce et al.</td>
<td>2007</td>
<td>[42]</td>
</tr>
<tr>
<td>Safety (11.43%)</td>
<td>Tracey et al.</td>
<td>1999</td>
<td>[246]</td>
</tr>
<tr>
<td></td>
<td>Abdellatif-Kaddour et al.</td>
<td>2003</td>
<td>[2]</td>
</tr>
<tr>
<td></td>
<td>Baresel et al.</td>
<td>2003</td>
<td>[24]</td>
</tr>
<tr>
<td></td>
<td>Pohlheim et al.</td>
<td>2005</td>
<td>[206]</td>
</tr>
</tbody>
</table>
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Figure 5.3: Distribution of NFSBST research over range of applied metaheuristics and time period (adapted from [9]).

Figure 5.3: Distribution of NFSBST research over range of applied metaheuristics and time period (adapted from [9]).

straint or temporal error means that either the outputs are produced too early, or their computation takes too long [253]. The use of evolutionary computation to find the input situations causing longest or shortest execution times is an example of evolutionary testing. Evolutionary testing is seen as a promising approach for verifying timing constraints and a number of studies proving the efficacy of the approach can be found in literature. This dynamic approach to verify timing constraints involves testing the run-time behavior of an embedded system based on execution in an application environment. Testing of real-time systems is found to be costly as compared to conventional applications as additional requirements of timeliness, simultaneity and predictability needs to be tested. Although there are numerous methods to test logical correctness, the lack of support for testing temporal behavior [185] motivated the use of evolutionary computation in testing extreme execution times.

In [252], genetic algorithms (GA) were used to search for input situations that produce very long or very short execution times. The fitness function used was the execution time of an individual measured in micro seconds. The experimental results using a simple C function showed that the longest execution time of 26.27 $\mu$sec was found very quickly with GA in less than 20 generations. Moreover, a new shortest execution time of 5.27 $\mu$sec, which was not discovered by statistical and systematic testing, was found. This study marks one of the earliest use of GA to test temporal
correctness of real-time systems.

Alander et al. [14] presented experiments performed in a simulator environment to measure response time extremes of protection relay software using genetic algorithms. The fitness function used was the response time of the tested software. The results showed that GA generated more input cases with longer response times. In [255], experiments were performed using genetic algorithms involving five test objects from different application domains having varying lines of code and integer input parameters.

This time the fitness function used was the execution time measured in terms of processor cycles rather than seconds. The results show that GA consistently outperformed random testing by finding more extreme times.

The research community soon realized the benefits of measurement in terms of processor cycles; being more precise and independent of the interrupts from the operating system (e.g. context switching and paging). Also measurement in terms of processor cycles is deterministic in the sense that it is independent of system load and results in the same execution times for the same set of input parameters. However, such a measurement is dependent on the compiler and optimizer used, therefore, the processor cycles differ for each platform [255].

Wegener and Grochtmann [253] continued further with experimentation to compare evolutionary testing (using genetic algorithms) with random testing. The fitness function used was duration of execution measured in processor cycles. This time the range of input parameters was raised to 5,000. The results showed that, with a large number of input parameters, evolutionary testing obtained more extreme execution times with less or equal testing effort than random testing. In order to better evaluate the application of evolutionary testing, Groß et al. [93] presented the design of an operational experimental environment for evolutionary testing with the integration of a commercially available timing package.

The aforementioned experimental results identified several limitations when using evolutionary testing. The instrumentation required for the software under test (SUT), which extends the executable programming code by inserting hardware dependent counting instructions, is bound to affect the execution times. Also as a typical search strategy, it is difficult to ensure that the execution times generated in the experiments represents global optimum. More experimentation is also required to determine the most appropriate and robust parameters. Lastly, there is a need for an adequate termination criterion to stop the search process.

In [203], cluster analysis was used on the population from the most recent generation to determine if GA should terminate. Execution time measured in processor cycles was used as a fitness function and a complex algorithm from the domain of automotive electronics was used for seven runs of GA. Cluster analysis was performed on the final
population (generation 399) of each run. With cluster analysis, it was possible to examine which of the test runs converged to local optima and thus continuing with these runs would not yield better results. The results of the study demonstrated the potential of incorporating cluster analysis as a useful termination criterion for evolutionary tests and suggested appropriate changes in the search strategy to include cluster analysis information.

Tracey et al. [245] applied simulated annealing (SA) to test four simple programs for WCET as part of a generalized test data generation framework. The fitness function used is the measure of actual dynamic execution time. The WCET of the programs was already known and a valid test case was one that exercised a path yielding the already known WCET. The results of the experiment showed that the use of SA was more effective with larger parameter space. The authors highlighted the need of a detailed comparison of various optimization techniques to explore WCET and BCET of the SUT. With this goal in mind, Pohlheim and Wegener [207] used an extension of genetic algorithms making use of multiple sub-populations, each using a different search strategy. The authors name the approach as extended evolutionary algorithms. The duration of execution measured in processor cycles was taken as the fitness function. The extended evolutionary algorithm was applied on two test objects. The first test object was the bubble sort algorithm and the results from this experiment was used to find appropriate evolutionary parameters for the second test object which contained software modules from a motor control project. The evolutionary algorithm found longer execution times for all the given modules in comparison with systematic testing.

As mentioned earlier, it is difficult to ensure that the execution times generated in the experiments represent a global optimum. Therefore it appears interesting to compare the results of evolutionary testing with static analysis to find a bound within which WCET and BCET might lie. Mueller et al. [185] presented such a comparison. Both approaches were used in five experiments to determine the WCET and BCET of different programs. Three programs were from real-time systems while the remaining two were general-purpose algorithms. The fitness function used is the execution time measured in processor cycles. The results showed that methods of static analysis and evolutionary testing bound the actual execution times. For WCET, the estimates of static analysis provided an upper bound while the measurements of evolutionary testing yielded a lower bound. Conversely, static analysis’ estimates provided a lower bound for BCET while evolutionary testing measurements constituted an upper bound. In [211], genetic algorithms were applied to find WCET for seven programs and the results were compared with those from random search, static analysis and best effort timings that were researchers’ own efforts to find input data to yield WCET. The execution time measured in processor cycles as well as time units were used as a fitness function for different programs. Genetic algorithms found the same or longer times than random
search. In comparison with best effort timings, genetic algorithms matched the timings and found a longer time in one case, while in comparison with static analysis, the upper bounds were not broken but were matched on several occasions. In another study, Wegener et al. [254] used genetic algorithms to test temporal behavior of six time critical tasks in an engine control system, with the fitness function used was execution time measured in processor cycles. Genetic algorithms outperformed both random search and developer-made tests.

In [92], 15 example test programs were used in experiments to measure the maximal execution times using genetic algorithms. The fitness function used was the execution time of the test object for a particular input situation measured in microseconds. The results of evolutionary testing were compared with random testing and with the performance of an experienced human tester. The results indicated that evolutionary testing outperforms random testing as random testing could only produce about 85% of the maximum execution times found by evolutionary testing. The human tester was more successful in 4 out of 15 test programs, which indicated the presence of properties of test objects that inhibit evolutionary testability [91] i.e. the ability of an evolutionary algorithm to successfully generate test cases that violates the timing specification.

Groß et al. [94] presented a prediction model based on complexity of the test object, which can be used to predict evolutionary testability. It was found that there were several properties inhibiting evolutionary testability, which included small path domains, high-data dependence, large input vectors, and nesting.

Additionally, several source code measures, which map program attributes inhibiting evolutionary testability, were also presented in [91]. Code annotations were inserted into the test object’s source code along their shortest and longest algorithmic execution paths. The fitness function was then based on maximal and minimal possible annotation coverage by the generated input situations. The individual measures were combined to form a prediction system that successfully forecasted evolutionary testability with 90% accuracy.

Results from the two studies [94, 91] also confirmed that there is a relationship between the complexity of a test object and the ability of evolutionary algorithm to produce input parameters according to B/WCET. The results also confirmed the properties (given above) of the test programs that caused most problems for evolutionary testing. Due to program properties inhibiting evolutionary testability, [92] pointed out that an ideal testing strategy is a combination of evolutionary testing supported by human knowledge of the test object. The initial population of individuals can benefit from human knowledge to direct the search in those areas of search space that are difficult to reach as the fitness function does not provide information to generate such unlikely input combinations.

In one of the more recent studies, Tlili et al. [243] used the approach of seeding an
evolutionary algorithm with test data achieving a high structural coverage and reduction in the amount of search space by restricting the range of input variables in the initial population. The fitness function was the measurement of the execution time of test data as number of CPU clock ticks. The results indicated that for almost all the test objects, application of seeding and range restriction outperform standard evolutionary real-time testing with random initial population when measuring long execution times. Also with seeding and range restriction, fewer generations found the longest execution times. Similar results were achieved for finding the shortest execution times.

In [36, 37], another approach to use genetic algorithms for critical deadlines misses was used. The authors called the approach stress testing because the system was exercised in such a way that some tasks were close to missing a deadline. This approach can also be called robustness testing but since the basic objective of the paper was to find the sequence of arrival times of events for aperiodic tasks, which will cause the greatest delays in the execution of the target task, we chose to discuss this paper under execution time. The study was restricted to seeding times for aperiodic tasks and the tasks synchronization, since input data were accounted for in execution time estimates. In comparison with other approaches to evolutionary testing for finding the WCET, this approach was different in the sense that test data design did not require the implementation of the system and, secondly, did not consider the tasks in isolation. Genetic algorithms were used to search for the sequence of arrival times of events for aperiodic tasks that would cause the greatest delays in execution of the target task. The fitness function was expressed in an exponential form, based on the difference between the deadline of an execution and the executions actual completion. A prototype tool called Real Time Test Tool (RTTT) was built to facilitate the execution of runs of genetic algorithm. Two case studies were conducted; one case study consisted of researchers own scenarios while the second consisted of an actual real-time system. The results from the timing diagrams illustrated that RTTT was a useful tool to stress the system more than the scenarios covered by schedulability theory.

A summary of results of applying metaheuristics for testing temporal properties is given in Table 5.3.

5.3.2 Quality of Service

Search-based testing of QoS (Quality of Service) represents a mix of search-based software engineering and service-oriented software engineering. Metaheuristic search techniques have been used for quality of service aware composition and violation of service level agreements (SLAs) between the integrator and the end user.

In [51], genetic algorithms were used to determine the set of service concretizations (i.e. bindings between abstract and concrete services) that lead to QoS constraint
Table 5.3: Summary of results applying metaheuristics for testing temporal properties. The last column on the right covers any issues such as constraints, limitations and highlights. (GA is short for Genetic Algorithm, SA is short for Simulated Annealing while EGA is short for Extended GA.)

<table>
<thead>
<tr>
<th>Article</th>
<th>Applied meta-heuristic</th>
<th>Fitness function used</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wegener et al. 1996 [252]</td>
<td>GA</td>
<td>Exec. time, microseconds</td>
<td><strong>Instrumentation</strong> of the test objects causes probe effects. The execution times do not always represent global optimum.</td>
</tr>
<tr>
<td>Alander et al. 1997 [14]</td>
<td>GA</td>
<td>Exec. time, milliseconds</td>
<td>The experiments are performed in a simulator environment. <strong>Non-determinism</strong> of the fitness function is problematic.</td>
</tr>
<tr>
<td>Wegener et al. 1997 [255]</td>
<td>GA</td>
<td>Exec. time, processor cycles</td>
<td>The decision about when to stop the search is arbitrary.</td>
</tr>
<tr>
<td>Wegener and Grochtmann 1998 [253]</td>
<td>GA</td>
<td>Exec. time, processor cycles</td>
<td>There is a need to find most appropriate and robust parameters for evolutionary testing. <strong>Cluster</strong> analysis can be used as a measure for termination of search.</td>
</tr>
<tr>
<td>O’Sullivan et al. 1998 [203]</td>
<td>GA</td>
<td>Exec. time, processor cycles</td>
<td>The search strategy needs to make use of cluster analysis to react to stagnations.</td>
</tr>
<tr>
<td>Tracey et al. 1998 [245]</td>
<td>SA</td>
<td>Exec. time, time units</td>
<td>Ways to reduce the amount of search-space is useful. <strong>There</strong> is a need to devise different software metrics to guide the search.</td>
</tr>
<tr>
<td>Pohlheim and Wegener 1999 [207]</td>
<td>EGA</td>
<td>Exec. time, processor cycles</td>
<td>A combination of systematic and evolutionary testing is required for thoroughly testing real-time systems. <strong>Instead</strong> of random generation of initial population, use of testers knowledge improves search performance.</td>
</tr>
<tr>
<td>Mueller and Wegener 1998 [185]</td>
<td>GA</td>
<td>Exec. time, processor cycles</td>
<td>For <strong>WCET</strong>, estimates of static analysis provide an upper bound, evolutionary testing gives a lower bound. For <strong>BCET</strong>, static analysis estimates provide a lower bound, evolutionary testing constitutes an upper bound.</td>
</tr>
<tr>
<td>Puschner and Nossal 1998 [211]</td>
<td>GA</td>
<td>Exec. time, processor cycles &amp; time units</td>
<td><strong>Further</strong> investigation is required to escape the large plateaus of equal fitness function values.</td>
</tr>
<tr>
<td>Wegener et al. 2000 [254]</td>
<td>GA</td>
<td>Exec. time, processor cycles</td>
<td><strong>Static</strong> analysis techniques can support evolutionary testing in search space reduction.</td>
</tr>
<tr>
<td>Gros 2003 [92]</td>
<td>GA</td>
<td>Exec. time, microseconds</td>
<td><strong>Evolutionary</strong> testability is inhibited by source code properties of small path domains and high-data dependence.</td>
</tr>
<tr>
<td>Gros 2001 [91]</td>
<td>GA</td>
<td>Coverage of code annotations along shortest and longest execution paths</td>
<td>The measures did not cater for the reliance on the parameter setting of the GA. <strong>Effects</strong> of underlying hardware are not taken into account. <strong>The</strong> number of considered data samples is low.</td>
</tr>
<tr>
<td>Grass et al. 2000 [94]</td>
<td>GA</td>
<td>Coverage of code annotations along shortest and longest execution paths</td>
<td><strong>Traditional</strong> design principles of low coupling and high cohesion are an important issue for an evolutionary approach.</td>
</tr>
<tr>
<td>Tlha et al. 2006 [243]</td>
<td>EGA</td>
<td>Exec. time, processor cycles</td>
<td><strong>The</strong> nature of the test objects is not evident in the study. <strong>Using</strong> branch coverage as a criterion for seeding has the limitation that it does not handle the execution of all the possible values of the predicates forming the conditions.</td>
</tr>
<tr>
<td>Brand et al. 2005 [36]</td>
<td>GA</td>
<td>Exponential fitness function based on the difference between executions deadline and executions actual completion</td>
<td><strong>The</strong> termination criterion is not adaptive and is taken as fixed number of generations. <strong>The</strong> specification of test cases does not require any running implementation of system. <strong>It</strong> takes into account tasks synchronizations.</td>
</tr>
</tbody>
</table>
satisfaction while optimizing the objective function. An abstract service is the feature required in a service orchestration while concrete services represent functionally equivalent services realizing the required feature. In a contract with potential users, the service provider can estimate ranges for the QoS attributes as part of Service Level Agreement (SLA), i.e. a contract between an integrator and end-user for a given QoS level. QoS attributes consist of non-functional properties such as cost, response time and availability so the fitness function optimized the QoS attribute chosen by the service integrator. The QoS attributes of composite services were determined using rules with aggregation function for each workflow construct. The fitness function was designed in a way to maximize some QoS attributes (e.g. reliability and availability) while minimizing others (e.g. cost and response time). Based on the type of penalty factor (static vs. dynamic), static fitness function and dynamic fitness functions were proposed. With experiments on 18 invocations of 8 distinct abstract services, the performance of genetic algorithms was compared with integer programming. The results showed that when the number of concrete services is small, integer programming outperformed genetic algorithms. But as the number of concrete services increased, the genetic algorithm was able to keep its time performance while integer programming grew exponentially.

Di Penta et al. [69] used genetic algorithms to generate test data that violated QoS constraints causing SLA violations. The generated test data included combinations of inputs and bindings for the service-oriented system. The test data generation process was composed of two steps. In the first step, the risky paths for a particular QoS attribute were identified and in the second step, genetic algorithms were used to generate test cases that covered the path and violated the SLA. The fitness function combined a distance-based fitness that rewards solutions close to QoS constraint violation, with a fitness guiding the coverage of target statements. The two fitness factors were dynamically weighted. The approach was applied to two case studies. The first case study was an audio processing workflow containing invocations to four abstract services. The second case study, a service producing charts, applied the black-box approach with fitness calculated only on the basis of how close solutions violate QoS constraint. In case of audio workflow, the genetic algorithm using the proposed fitness function, which combined distance-based fitness with coverage of target statements, outperformed random search. For the service producing charts, use of black box approach successfully violated the response time constraint, showing the violation of QoS constraints for a real service available on the Internet.

A summary of results of applying metaheuristics for QoS-aware composition and violation of SLA is given in Table 5.4.
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#### Table 5.4: Summary of results applying metaheuristics for QoS-aware composition and violation of SLA. The last column on the right covers any issues such as constraints, limitations and highlights. (GA is short for Genetic Algorithm.)

<table>
<thead>
<tr>
<th>Article</th>
<th>Fitness function used</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canfora et al. 2005 [51]</td>
<td>Based on the maximization of desired QoS attributes while minimizing others, including a static or dynamic penalty function</td>
<td>The QoS attributes of component services needs to be computed for workflow constructs. The fitness function needs to incorporate the constraints of balancing different QoS attributes. Also weights need to be assigned to a particular QoS attribute to indicate the importance.</td>
</tr>
<tr>
<td>Di Penta et al. 2007 [69]</td>
<td>Combination of distance based fitness that rewards solutions close to QoS constraint violation with a fitness guiding the coverage of target statements</td>
<td>The study does not deal with the dependency of violation of some QoS attributes on the network and server load. Instrumentation of the workflow can cause probe effects which can cause the deviation of fitness calculation.</td>
</tr>
</tbody>
</table>

#### 5.3.3 Security

A variety of metaheuristic search techniques have been applied to detect security vulnerabilities like detecting buffer overflows; including grammatical evolution, linear genetic programming, genetic algorithm and particle swarm optimization.

In [132], grammatical evolution (GE) was used to discover the characteristics of a successful buffer overflow. The example vulnerable application in this case performed a data copy without checking the internal buffer size.

The exploit was represented by a sample C program that approximated the desired return address and assembled the malicious buffer exploit. The malicious buffer contained a shell code, representing attacker’s arbitrary code that overwrites the return address to gain control.

For the attack to be successful, it was important to jump to the first instruction of the shell code or to the sequence of no operation instructions called NoOP sled. The fitness function represented six characteristics of malicious buffer which included existence of the shell-code, success of the attack, NoOP sled score, back-to-back desired return addresses, desired return address accuracy and score calculated on NoOP sled size. Three sets of experiments were performed, namely basic Grammatical Evolution (GE), GE with niching (to include population diversity) and GE with niching and NoOP minimization. The results found were comparable. In [131], the vulnerable system call was taken to be the UNIX `execve` command and linear GP was used to evolve variants of an attack. The UNIX `execve` command required the registers `EAX`, `EBX`, `ECX`, `EDX` to be correctly configured and the stack to contain the program name to be executed. The fitness function returned a maximum fitness of 10 if all conditions were satisfied.
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The experimental results indicated that evolved attacks discovered different ways of attaining sub-goals associated with building buffer overflow attacks and expanding the instruction set provided better results as compared to basic GP.

Kayacik et al. [133] used linear GP for automatic generation of mimicry attacks to perform evasion of intrusion detection system (IDS), which in this case was an open source target anomaly detector called stride. The candidate mimicry attacks were in the form of system call sequences. The system call sequences consisted of most frequently executed instructions from the vulnerable application, which in this case is traceroute, a tool used to determine the route taken by packets across an IP network.

An acceptable anomaly rate was established for stride. The objective of the attacker therefore was to reduce the anomaly rate below this acceptable limit. The study described an attack denoted by successful completion of three steps i.e. open a UNIX password file, write a line and close the file. The fitness function rewarded attacks that successfully followed the steps and at the same time minimized the anomaly rate. The results showed that the approach was able to reduce the anomaly rate to $\sim2.97\%$ for the entire attack.

In [75], security vulnerabilities in an artificial immune system (AIS) based IDS were identified using genetic algorithms and particle swarm optimization. The study used GENERITA Red Team (GRT), a system based on evolutionary algorithms, which performed the vulnerability analysis of the IDS. The AIS-based IDS communicates with the GRT by receiving red packets in the form of attacks and returns the percentage of the detector set that failed to detect the red packet. This percentage was the fitness of the red packet. The packets took the form of triplets $(\text{ip address}, \text{port}, \text{src})$ while the AIS maintained a population of detectors with different ranges of IP addresses and ports. Matching rules were applied to match the data triple and a detector. The GRTs used consisted of a steady-state GA and six variants of particle swarm optimization. Experiments were performed using data representing 35 days of simulated network traffic. The results showed that genetic algorithms outperform all of the swarms with respect to the number of distinct vulnerabilities discovered.

Budynek et al. [44] modeled the hacker behavior along with the creation of a hacker grammar for exploring hacker scripts using genetic algorithms. A hacker script contained sequences of UNIX commands issued by the hacker upon logging in to the system. One script was one individual with a single UNIX command acting as a gene. A fitness function was defined based on the efficiency and effectiveness of the hacking scripts i.e. the script fitness value was calculated by number of goals achieved, number of pieces of evidence discovered by the log analyzer, number of bad commands used by the hacker and the length of the script used by the hacker. The results of experiments showed various top-scoring scripts obtained from various runs.

Grosso et al. [96] used static analysis and program slicing to identify vulnerable...
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statements and their relationships, that were further explored using genetic algorithms for buffer overflows. Three different fitness functions were compared. The first one (vulnerable coverage fitness) included weighted values for statement coverage, vulnerable statement coverage and number of executions of vulnerable statements. The second fitness function (nesting fitness) incorporated observed maximum nesting level corresponding to the current test case while the third fitness function (buffer boundary fitness) included a term accounting for the distance from the buffer boundaries. Two programs were used for experimentation. The case in which the expert’s knowledge was used to define the initial search space and also for the case having random initial population showed that buffer boundary fitness outperformed both the vulnerable coverage and the nesting fitness. This showed that fitness functions using distance from the limit of buffers were helpful for deriving genetic algorithm evolution. In [95], the authors improved on the previous basic boundary fitness [96] to propose a dynamic weight fitness in which the genetic algorithm weights were calculated by solving a maximization problem via linear programming. So with weights that could be tuned at each genetic algorithm generation, fast discovery of buffer overflows could be achieved. The dynamic weight fitness outperformed the previous basic boundary fitness on experiments with two different sets of C applications.

A summary of results of applying metaheuristics for detecting security vulnerabilities is given in Table 5.5.

5.3.4 Usability

Usability testing in the context of application of metaheuristics is concerned with construction of covering array, which is a combinatorial object.

The user is involved in numerous interactions taking place through the user interface. With the number of different features available and their respective levels, the interactions cannot be tested exhaustively due to a combinatorial explosion. Interaction testing offers savings, in that it aims to cover every combination of pair-wise (or \( t \)-way) interaction at least once [41]. It is interesting to see that there are different competing constraints. On one hand, the objective is high-coverage, while on the other hand the test suite size needs to be small to reduce overall testing cost. Covering array (CA) needs to be constructed to capture the \( t \)-way interactions. For software systems, each factor (feature or component) comprises of different levels (options or parameters or values), therefore a mixed level covering array (MCA) is proposed. However, as compared to CA, there are few results on the upper bound and construction algorithms for mixed level covering arrays, especially using heuristic search techniques [55]. Algebraic constructs, greedy methods and metaheuristic search techniques have been applied to construct covering arrays.
Table 5.5: Summary of results applying metaheuristics for detecting security vulnerabilities. The last column on the right covers any issues such as constraints, limitations and highlights. (GE is short for Grammatical Evolution, LGP is short for Linear Genetic Programming and PSO is short for Particle Swarm Optimization.)

<table>
<thead>
<tr>
<th>Article</th>
<th>Applied meta-heuristic</th>
<th>Fitness function used</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kayacik et al. 2005 [132]</td>
<td>GE</td>
<td>Representation of six characteristics of malicious buffer reflecting multiple behavioral objectives</td>
<td>The shell code or the attackers arbitrary code needs to be modified to increase the success chances of malicious buffer.</td>
</tr>
<tr>
<td>Kayacik et al. 2006 [131]</td>
<td>LGP</td>
<td>Fitness function based on the configuration of registers and stack</td>
<td>A mechanism for maintaining diversity of population is necessary.</td>
</tr>
<tr>
<td>Kayacik et al. 2007 [133]</td>
<td>LGP</td>
<td>Evaluation in terms of completion of steps leading to an attack and minimization of anomaly rate</td>
<td>The proposed approach is dependent on the core attack which is then used to create mimicry attacks. The approach is also dependent on the set of permitted system calls as defined by the user.</td>
</tr>
<tr>
<td>Dozier et al. 2004 [75]</td>
<td>GA, PSO</td>
<td>Percentage of the detector set that failed to detect the red packet from GRT</td>
<td>An attack is not as such constructed but is represented as a triple packet.</td>
</tr>
<tr>
<td>Budynek et al. 2005 [44]</td>
<td>GA</td>
<td>The fitness is calculated based upon the scripts ability of how much damage it can inflict with the most compact possible sequence of commands</td>
<td>The goals of the hacker script grammar needs to be defined beforehand.</td>
</tr>
<tr>
<td>Grosso et al. 2005 [96]</td>
<td>GA</td>
<td>Three different fitness functions covering vulnerable statements, maximum nesting level and buffer boundary</td>
<td>Dependency on tools for static analysis and program slicing. Use of instrumentation is a probable obstacle in expanding the approach for larger case studies.</td>
</tr>
<tr>
<td>Grosso et al. 2007 [95]</td>
<td>GA</td>
<td>A dynamic weight fitness function in which the weight determination is a maximization problem</td>
<td>Dependency on tools for static analysis and program slicing. Use of instrumentation is a probable obstacle in expanding the approach for larger case studies. Additional computational time required for linear programming calculation.</td>
</tr>
</tbody>
</table>
Our interest here is to explore the use of metaheuristic search techniques for constructing covering arrays. Hoskins et al. provide definitions relevant to covering array and mixed level covering array [110]:

A covering array, $CA_\lambda(N; t, k, v)$, is an $N \times k$ array for which every $N \times t$ sub-array has the property that every $t$-tuple appears at least $\lambda$ times. In this application, $t$ is the strength, $k$ is the number of factors (degree), and $v$ is the number of symbols for each factor (order). When $\lambda$ is 1, every $t$-way interaction is covered at least once; this is the case of most interest, and we often omit the subscript $\lambda$ when it is 1. The covering array is optimal if it contains the minimum possible number of rows. The size of such a covering array is the covering array number $CAN(t, k, v)$.

A mixed level covering array, $MCA_\lambda(N; t, k, (v_1, v_2, \ldots, v_k))$, is an $N \times k$ array in which, for each column $i$, there are exactly $v_i$ levels; again every $N \times t$ sub-array has the property that each possible $t$-tuple occurs at least $\lambda$ times. Again $\lambda$ is omitted from the notation when it is 1. A mixed covering array provides the flexibility to construct test suites for systems in which components are not restricted to having the exact same number of levels.

To adapt to the practical concerns of software testing, it is desirable that some subset of features have higher interaction coverage. For example, the overall system might have 100% two-way coverage, but a subset of features might have 100% three-way coverage. To this end, in [55], Cohen et al. propose variable strength covering arrays. As with mixed level covering arrays, construction methods and algorithms for variable strength test suites is in its preliminary stages with [55] providing some initial results for test suite sizes constructed using simulated annealing (SA).

With respect to the application of metaheuristics, the fitness function used for constructing a covering array is the number of uncovered $t$-subsets, so the covering array itself will have a cost of 0. Since one does not know the size of the test suite $a$ priori, therefore, heuristic search techniques apply transformations to a fixed size array until constraints are satisfied. The results of implementing SA for handling $t$-way coverage in fixed level cases are provided by [55]. The results showed that in comparison with greedy search techniques used in Test Case Generator (TCG) [248] and Automatic Efficient Test Generator (AETG) [54], SA improved on the bounds of minimum test cases in a test suite of strength two, e.g. for $MCA(N; 2, 5^1 3^8 2^2)$, SA gave 15 as minimum test cases as compared to 20 and 19 by TCG and AETG respectively. In case of strength three constructions, the SA algorithm did not perform as well as the algebraic constructions. Therefore, the initial results indicated SA as more effective than other
approaches for finding smaller sized test suites. On the other hand, SA took much more execution time as compared to simpler heuristics. Stardom [233] also used SA, GA and tabu search (TS) for constructing covering arrays. The results indicated that SA and TS were best in constructing covering arrays. A genetic algorithm turned out to be least effective; taking more time and moves to find good covering arrays. Stardom reported new upper bounds on size of covering array using SA, some of which were later improved by [55]. Stardom’s study indicated that SA’s main advantage was the capability of executing many moves in a short time; therefore if the search space was dense, SA quickly located objects. On the other hand, TS performed much better when the size of an array’s neighborhood was smaller.

Along with the application of metaheuristic techniques for constructing covering arrays, there is also evidence of integrated approaches (Table 5.6). Cohen et al. [55] proposed one such approach for using algebraic construction along with search techniques. An example of this integrated approach is given in [174] where a new strategy called augmented annealing takes advantage of computational efficiency of algebraic construction and generality of SA. Specifically, algebraic construction reduced a problem to smaller sub-problems on which SA runs faster. The experimental results reported new bounds for some strength three covering arrays e.g. $CA(3,6,6)$ and $CA(3,10,10)$. A hybrid approach is also given in [42] for constructing covering array. The study focussed on covering as many $t$-tuples as early as possible. So rather than minimizing the number of tests to achieve $t$-way coverage, the initial rate of coverage was the primary concern. The hybrid approach applied a one-test-at-a-time greedy algorithm to initialize tests and then applied heuristic search to increase the number of $t$-tuples in a test. The heuristic search techniques applied were hill-climbing, SA, TS and great flood. With different inputs, SA in general produced the quickest rate of coverage with 10 or 100 search iterations. The study also concluded that smaller test suites do not relate to greater rate of coverage; hence two different and sometimes inconsistent goals when applied in a real world setting.

As mentioned earlier, there is less evidence on construction of variable strength arrays. One such study used SA to find variable strength arrays and provided initial
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bounds [56]. In his work using TS, Nurmela improved on previously known upper bounds on the sizes of optimal covering arrays [196]. Experimenting with number of factors and number of values for each factor, good upper bounds were tabulated for strength-two covering arrays. In addition, the study improved upper bounds for strength three covering arrays. The TS algorithm was found to work best for strength two covering array with number of levels for each factor equal to three. According to [196], it was difficult to be sure about the upper bounds to be optimal or not because TS being a stochastic algorithm could improve upon the new bounds if given more computing time.

Toshiaki et al. used genetic algorithms (GA) and ant colony algorithm (ACA) for constructing covering arrays [225]. The results were compared with AETG, In-Parameter Order (IPO) [162] algorithm and SA. SA outperformed their results of using GA and ACA with respect to the size of resulting test sets for two-way and three-way testing. Their results however outperformed AETG for two-way and three-way testing. It was interesting to find that using GA, the results did not match with those produced by Stardom’s study [233] which indicated that GA did not perform well in generating covering arrays, even though several attempts were made to modify the structure of the algorithm.

A summary of results of applying metaheuristics for covering array construction is given in Table 5.7.

5.3.5 Safety

Safety testing is an important component of the testing strategy of safety critical systems where the systems are required to meet safety constraints. In terms of metaheuristic search techniques, SA and GA are applied for safety testing.

In [246], the authors proposed an approach using GAs and SA to generate test data violating a safety property. This approach extended the authors’ previous work in developing a general framework for dynamically generating test data. The violation of a safety property meant a hazard or a failure condition, which was initially identified using some form of hazard analysis technique e.g. functional hazard analysis. The fitness function used evaluates different branch predicates and evaluates to zero if the safety property evaluates to false and will be positive otherwise. The search stopped when a test data with a zero cost was found. The cost function calculation is presented in Table 5.8. where $K$ represents the penalty which was added for undesirable data [246]. The paper provided a simple example where either SA or GAs can be applied to automatically search for test data violating safety properties that must hold ‘after’ the execution of the SUT. The same given cost function can also be used to generate test data to violate safety conditions at specific points ‘during’ the execution of the SUT.
Table 5.7: Summary of results applying metaheuristics for covering array construction. The last column on the right covers any issues such as constraints, limitations and highlights. (TS is short for Tabu Search, SA is short for Simulated Annealing, HC is short for Hill Climbing, ACA is short for Ant Colony Algorithm and GA is short for Genetic Algorithm.)

<table>
<thead>
<tr>
<th>Article</th>
<th>Applied metaheuristic</th>
<th>Fitness function used</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stardom 2001 [233]</td>
<td>TS, SA and GA</td>
<td>Number of uncovered $t$-subsets</td>
<td>GA takes more time and more moves to find a good covering array. Larger parameter sets require greater memory to store information.</td>
</tr>
<tr>
<td>Cohen et al. 2003 [55]</td>
<td>SA and HC</td>
<td>Number of uncovered $t$-subsets</td>
<td>There is still no best method for building variable strength test suite. Combining algebraic constructions with metaheuristic search is promising.</td>
</tr>
<tr>
<td>Cohen et al. 2003 [56]</td>
<td>SA</td>
<td>Number of uncovered $t$-subsets</td>
<td>Variable strength arrays guarantee a minimum strength of overall coverage and allow varying the strength among disjoint subsets of components.</td>
</tr>
<tr>
<td>Nurmela 2003 [196]</td>
<td>TS</td>
<td>Number of uncovered $t$-subsets</td>
<td>If more computing time is given, many of the new bounds can be improved slightly.</td>
</tr>
<tr>
<td>Cohen et al. 2003 [174]</td>
<td>SA</td>
<td>Number of uncovered $t$-subsets</td>
<td>A tool can be designed to take advantage of combining combinatorial construction along with heuristic search.</td>
</tr>
<tr>
<td>Bryce et al. 2007 [42]</td>
<td>TS, SA and HC</td>
<td>Number of uncovered $t$-subsets</td>
<td>SA provides the fastest rate of $t$-tuple coverage while TS is slowest.</td>
</tr>
<tr>
<td>Toshiaki et al. 2004 [225]</td>
<td>ACA, GA</td>
<td>Number of uncovered $t$-subsets</td>
<td>The test sets generated are small but they are not always optimal.</td>
</tr>
</tbody>
</table>
Table 5.8: Cost function calculation.

<table>
<thead>
<tr>
<th>Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean</td>
<td>if TRUE then 0 else K</td>
</tr>
<tr>
<td>$a = b$</td>
<td>if $\text{abs}(a - b) = 0$ then 0 else $\text{abs}(a - b) + K$</td>
</tr>
<tr>
<td>$a \neq b$</td>
<td>if $\text{abs}(a - b) \neq 0$ then 0 else K</td>
</tr>
<tr>
<td>$a \leq b$</td>
<td>if $a - b \leq 0$ then 0 else $(a - b) + K$</td>
</tr>
<tr>
<td>$a &gt; b$</td>
<td>if $b - a &lt; 0$ then 0 else $(b - a) + K$</td>
</tr>
<tr>
<td>$a \geq b$</td>
<td>if $b - a \leq 0$ then 0 else $(b - a) + K$</td>
</tr>
<tr>
<td>$a \lor b$</td>
<td>$\text{min}(\text{cost}(a), \text{cost}(b))$</td>
</tr>
<tr>
<td>$a \land b$</td>
<td>$\text{cost}(a) + \text{cost}(b)$</td>
</tr>
<tr>
<td>$\neg a$</td>
<td>Negation propagated over $a$</td>
</tr>
</tbody>
</table>

In this case, the SUT needed to be instrumented such that the branch predicates were replaced by procedures which served two purposes of returning the Boolean value of the predicate they replaced and adding to the overall cost the contribution made by each individual branch predicate that was executed. An example was given with an original program and the instrumented program with examples of how the fitness function was able to guide the search.

The approach presented by [246] has been extended by Abdellatif-Kaddour et al. [2] for sequential problems. In [2], SA was used for step-wise construction of test scenarios (progressive exploration of longer test scenarios) to test safety properties in cyclic real-time control systems. The stepwise construction was required due to the sequential behavior of the control systems as it was expected that safety property violation will occur after execution of a particular trajectory or sequence of data in the input domain. The test strategy was applied to a steam boiler case study where the target safety property was the non-explosion of the boiler. Along with the objective of violating a safety property, there was a set of dangerous situations of interest when exploring progressive evolution towards property violation. So the objective was not only violation of a target property but also to reach a dangerous situation. For the steam boiler case study, there could be ten possible safety property violations and three dangerous situations. The solution space in this case was divided into several subsets of smaller sizes. So different classes of test sequences were independently searched. For each class, the objective was defined into sub-objectives corresponding to either safety property violation or the achievement of a dangerous situation. The overall cost was the minimum value of the different sub-objective cost functions. The efficiency of using SA was analyzed in comparison with random sampling. The first experiment
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showed that random sampling found test sequences that fulfilled main objective more quickly than the approach using SA. Therefore a revised SA was used in which the acceptance probability was adjusted to allow for significant moves in case of no cost improvement. The revised version of SA offered significant improvement over the basic version of SA, while in comparison with random sampling a slight improvement was observed both in terms of total number of iterations and successful search. The results of the study confirmed the usefulness of stepwise construction of test scenarios, but in terms of efficiency of SA algorithm, the cost effectiveness as compared with random sampling remains questionable.

In [24, 206], an evolutionary testing approach using genetic algorithms was presented for structural and functional sequence testing. For complex dynamic system like car control systems, long input sequences were necessary to simulate these systems. At the same time, one of the most important aims was to generate a compact description for the input sequences, containing as few elements as possible but having enough variety to stimulate the system under test as much as necessary. In order to have a compact description of input sequences for a car control system, the long input sequence was divided into sections. Each section had a base signal having signal type, amplitude and length of section as variables. These variables had bounds within which the optimization generated solutions. The output sequences generated by simulating the car control system were to be evaluated against a fitness function, which was defined according to the problem at hand. For example, in case of a car control system, the fitness function checked for violations of signal amplitude boundaries. The applied fitness function consisted of two levels, which differentiated quality between multiple output signals violating the defined boundaries. An objective value of $-1$ indicated a severe violation while for less severe violations, the closeness of the maximal value to the defined boundary was calculated. The results of the experiment performed on a car control system showed that the optimization continually found better values and ultimately a serious violation was detected.

A summary of results of applying metaheuristics for safety testing is given in Table 5.9.

5.4 Discussion and areas for future research

The body of knowledge into the use of metaheuristic search techniques for verifying the temporal correctness is geared towards real-time embedded systems. For these systems, temporal correctness must be verified along with the logical correctness. The fact that there is a lack of support for dynamic testing of real-time systems for temporal correctness caused the research community to take advantage of metaheuristic search
Table 5.9: Summary of results applying metaheuristics for safety testing. The last column on the right covers any issues such as constraints, limitations and highlights. (GA is short for Genetic Algorithm and SA is short for Simulated Annealing.)

<table>
<thead>
<tr>
<th>Article</th>
<th>Applied meta-heuristic</th>
<th>Fitness function used</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracey et al. 1999 [246]</td>
<td>GA and SA</td>
<td>Evaluation of different branch predicates with zero cost if the safety property evaluates to false and positive cost otherwise</td>
<td><strong>Experimentation</strong> on small scale problems, thus results are preliminary. <strong>Instrumentation</strong> of the test objects is a challenge in the scalability of the technique.</td>
</tr>
<tr>
<td>Kaddour et al. 2003 [2]</td>
<td>SA</td>
<td>Cost related to the violation of the safety property and achievement of dangerous situation</td>
<td><strong>Using</strong> SA, many trials are necessary for investigating alternative design choices and calibrating the corresponding parameters. <strong>More</strong> experimentation is required to confirm the efficiency applying revised SA algorithm.</td>
</tr>
<tr>
<td>Baresel et al. 2003 [24], and Pohlheim et al. 2005 [206]</td>
<td>GA</td>
<td>Problem-specific fitness function measuring different properties e.g. signal amplitude boundaries</td>
<td>The input sequences must be long enough and should have the right attributes to stimulate the system. The output sequence must be evaluated according to the problem under investigation.</td>
</tr>
</tbody>
</table>

techniques. It is possible to differentiate the temporal testing research into two dimensions. One of them focuses on violation of timing constraints due to input values and most of the temporal testing research follows this dimension. The other dimension, which is the one taken by Briand et al. in [36] analyses task architectures and consider seeding times of events triggering tasks and tasks’ synchronization, i.e. Briand’s et al. study does not consider tasks in isolation. Both approaches to temporal verification are complementary.

The performance outcome information from studies related to execution time are given in Table 5.10. It is fairly evident from the table that GA consistently outperforms random and statistical testing in wide variety of situations, producing comparatively longer execution times faster and also finding new bounds on BCET. GAs were also able to perform better than human testers and on occasions where it failed to do so may be attributed to the complexity of the test objects inhibiting evolutionary testability. With respect to comparison with static analysis, GA performed comparably well and both techniques are shown to bound the actual execution times from opposite ends.

For execution time, genetic algorithms are used as the metaheuristic in vast majority of cases (14 out of 15 papers), while SA finds application in one of the studies. The preference of using genetic algorithms over SA can be attributed to the very nature of search mechanism inherent to genetic algorithms. Since a genetic algorithm maintains a population of possible solutions, it has a better chance of locating global optimum as compared to SA which proceed one solution at a time. Also due to the fact that temporal behavior of real-time systems always results in complicated multi-dimensional search space with many plateaus and discontinuities, genetic algorithms are suitable since
Table 5.10: Key evaluation information and outcomes of execution time studies. (GA is short for Genetic Algorithm, EGA is short for Extended GA, while SA is short for Simulated Annealing)

<table>
<thead>
<tr>
<th>Article and Metaheuristic</th>
<th>Method of evaluation</th>
<th>Test objects</th>
<th>Performance factor evaluated</th>
<th>Outcomes of the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wegener et al. 1996 [252], GA</td>
<td>Comparison with statistical and systematic testing</td>
<td>Simple C function</td>
<td>Finding WCET/BCET and number of generations</td>
<td>The longest execution time was found very fast and a new shortest execution time was found, not previously discovered by statistical and systematic testing</td>
</tr>
<tr>
<td>Alander et al. 1997 [14], GA</td>
<td>Comparison with random testing</td>
<td>Relay software simulator</td>
<td>Finding processing time extremes</td>
<td>GA generated input data with longer response times</td>
</tr>
<tr>
<td>Wegener et al. 1997 [255], GA</td>
<td>Comparison with statistical and systematic testing</td>
<td>5 programs with up to 1511 LoC and 843 integer input parameters</td>
<td>Finding WCET/BCET and the number of tests required</td>
<td>GA found more extreme times although on occasions required more tests to do so</td>
</tr>
<tr>
<td>Wegener and Grochtmann 1998 [253], GA</td>
<td>Comparison with random testing</td>
<td>5 programs with up to 1511 LoC and 5000 input parameters</td>
<td>Finding WCET/BCET and the number of tests required</td>
<td>GA always obtained better results as compared with random testing</td>
</tr>
<tr>
<td>O’Sullivan et al. 1998 [203], GA</td>
<td>Comparison with different termination criteria i.e. limiting the number of generations, time spent on test and examining the fitness evolution</td>
<td>An algorithm from automotive electronics</td>
<td>Convergence analysis of various termination criteria</td>
<td>Cluster analysis turned out to be a more powerful termination criterion which allowed quick location of local optima</td>
</tr>
<tr>
<td>Tracey et al. 1998 [245], SA</td>
<td>Comparison in terms of size of parameter space to search</td>
<td>4 programs (conditional blocks, simple loop, binary integer square root and insertion sort)</td>
<td>Convergence analysis of various termination criteria</td>
<td>Clustering analysis turned out to be a more powerful termination criterion which allowed quick location of local optima</td>
</tr>
<tr>
<td>Pohlheim and Wegener 1999 [207], EGA</td>
<td>Comparison with systematic testing</td>
<td>Modules from a microcontroller system</td>
<td>Finding max execution times</td>
<td>GA found longer execution times for all the given modules</td>
</tr>
<tr>
<td>Mueller and Wegener 1998 [185], GA</td>
<td>Comparison with static analysis</td>
<td>5 experiments with industrial and reference applications</td>
<td>Finding WCET/BCET</td>
<td>Use of evolutionary testing and static analysis bounded the actual execution times from opposite ends and were complementary</td>
</tr>
<tr>
<td>Pucher and Nossal 1998 [211], GA</td>
<td>Comparison with static analysis and random testing</td>
<td>7 programs with diverse execution time characteristics</td>
<td>Finding WCET/BCET</td>
<td>For large input data space, GA outperformed random method. In comparison with static analysis, the performance of GA is comparable</td>
</tr>
<tr>
<td>Wegener et al. 2000 [254], GA</td>
<td>Comparison with execution time found with developers test</td>
<td>An engine control system with 6 time-critical tasks</td>
<td>Finding WCET</td>
<td>Longer execution times were found with the evolutionary test than with the developers test</td>
</tr>
<tr>
<td>Groß 2003 [92], GA</td>
<td>Random test case generation and performance of an experienced human tester</td>
<td>15 example test programs</td>
<td>Finding WCET</td>
<td>Evolutionary testing generated more worst-case times as compared with random testing. Also for only 4 out of 15 test objects the human tester was more successful</td>
</tr>
<tr>
<td>Groß 2001 [91], GA</td>
<td>None</td>
<td>21 test objects of varying input size</td>
<td>Evolutionary testability</td>
<td>The prediction system forecasted evolutionary testability with almost 90</td>
</tr>
<tr>
<td>Groß et al. 2000 [94], GA</td>
<td>None</td>
<td>22 test objects with varying input sizes</td>
<td>Evolutionary testability</td>
<td>Evolutionary testability and complexity of test objects was found to be interrelated</td>
</tr>
<tr>
<td>Hiba et al. 2006 [243], EGA</td>
<td>Standard evolutionary real-time testing with random initial population and no search space restriction</td>
<td>12 test objects with varying cyclomatic complexity</td>
<td>Finding longer execution times</td>
<td>Using range restriction and seeding initial population with data achieving high structural branch coverage, longer execution times were found for most of the test objects except for two</td>
</tr>
<tr>
<td>Brandt et al. 2005 [36], GA</td>
<td>None</td>
<td>Two case studies, one of researchers own scenarios and the second consisted of an actual real time system</td>
<td>Maximizing critical deadline misses</td>
<td>It was possible to identify seeding times such that small errors in the execution time estimates could lead to missed deadlines</td>
</tr>
</tbody>
</table>
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they perform well for problems involving large number of variables and complex input domains.

There is another way of analyzing the body of knowledge into the use of metaheuristics for testing temporal correctness; which is in terms of (1) properties associated with the metaheuristic itself and (2) properties related to the SUT (test object). In terms of metaheuristic, the research focuses on improving multiple issues: reduction in search space, comparative studies with static analysis, selection schemes for initial population of genetic algorithm, evaluation of suitable termination criterion for search, choice of fitness function, mutation and crossover operators and search for robust and appropriate parameters. In terms of test objects, the research focuses on properties of test objects inhibiting evolutionary testability and formulation of complexity measures for predicting evolutionary testability (Figure 5.4).

The fact that seeding the initial population of an evolutionary algorithm with test data having high structural coverage has had better results, it would be interesting to design a fitness function that takes into account structural properties of individuals. Then it will be possible not only to reward individuals on the basis of execution time but also on their ability to execute complex parts of the source code. Similarly, there are different types of structural coverage criteria, which can be used to seed initial populations and might prove helpful in the design of a fitness function that takes into account such a structural coverage criterion.

In terms of reliable termination criterion for evolutionary testing, use of cluster analysis is found to be useful over other termination criteria, e.g. number of genera-
Table 5.11: Key evaluation information and outcomes of QoS studies. (GA is short for Genetic Algorithm)

<table>
<thead>
<tr>
<th>Article and Meta-heuristic</th>
<th>Method of evaluation</th>
<th>Test objects</th>
<th>Performance factor evaluated</th>
<th>Outcomes of the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canfora et al. 2005 [51], GA</td>
<td>Linear integer programming</td>
<td>A workflow containing 18 invocations of 8 distinct abstract services</td>
<td>Convergence times of integer programming and GA for the same achieved solution</td>
<td>When the number of concrete services available for each abstract service is large, GA should be preferred instead of integer programming. On the other hand, whenever the number of concrete services available is limited, integer programming is to be preferred.</td>
</tr>
<tr>
<td>Di Penta et al. 2007 [69], GA</td>
<td>Random search</td>
<td>Audio processing workflow and a service for chart generation</td>
<td>Violation of QoS constraint and time required to converge to a solution</td>
<td>The new approach outperformed random search and successfully violated QoS constraints</td>
</tr>
</tbody>
</table>

uations and examination of fitness evolution. However, to the authors’ knowledge, the use of cluster analysis as a termination criterion is used in only one study [203]. Cluster analysis information can be used to change the search strategy in a way that escapes local optima and helps exploring more feasible areas of the search space. Also the performance of evolutionary algorithms can be made much better by using robust parameters. The search for these parameters is still on. Similarly, variations of existing algorithms e.g. like using extended evolutionary algorithms might give interesting insights into the performance of evolutionary testing.

We also gathered studies regarding application of metaheuristic search techniques for quality of service aware composition and violation of service level agreements (SLAs) between the integrator and the end user. Genetic algorithms have been applied to tackle the QoS-aware composition problem as well as generation of inputs causing SLA violations. Table 5.11 show that in comparison with linear integer programming and random search, genetic algorithms were more successful in meeting QoS constraints. We also infer that the testing of service-oriented systems has inherently several issues. These include testability problems due to lack of observability of service code and structure, integration testing issues due to the use of late-binding mechanisms, lack of control and involved cost of testing [69]. These issues raises the need for adequate testing strategies and approaches tailored for service-oriented systems. In terms of QoS, different attributes are of interest and are competing e.g. cost, response time, availability and reliability. These attributes need to be computed for workflow constructs. Empirical evidence has to be gathered for a thorough comparison of genetic algorithms with non-linear integer programming for QoS-aware service composition. Also network configurations and server load, being one of the factors causing SLA violations, is to be accounted for generating test data violating the SLA. Buffer overflow attacks compromises the security of applications. The attacker needs
three requirements for a successful exploit, (i) a vulnerable program within the target system (ii) information of the size of memory reference necessary to cause the overflow and (iii) the correct placement of a suitable exploit to make use of the overflow when it occurs [131]. In order to guide the interpretation of findings, performance outcomes are summarized in Table 5.12, in addition to Table 5.5. The range of studies offers variations with respect to the main theme, although all have the common goal of addressing security testing. Therefore, we see studies making use of metaheuristic search techniques to create a range of successful attacks to evade common intrusion detection systems as well as to identify buffer overflows. For detecting buffer overflows, the attacker’s arbitrary code needs modification to increase the success chances of creating a malicious buffer. In case of hacker scripts generation, the goals for the hacker script generation need to be defined. The use of metaheuristic search techniques includes grammatical evolution, linear genetic programming, genetic algorithm and particle swarm optimization. Devising a useful fitness function is the focus of majority of the studies which highlights the difficulty in instrumenting security issues as an appropriate search metric. Most of the fitness functions are based on the ability of the attack to fulfill the conditions necessary for a successful exploit. This has resulted in studies comparing the performances of different fitness functions rather than comparing with traditional approaches to security testing. This indicates that most of the studies into use of metaheuristics for this domain is largely exploratory and no trends are observable that can be generalized. Due to this we see authors experimenting with simple and small applications on a limited scale. The scalability of these approaches, with larger data sets and greater number of trials, is an interesting area of future research. The work of Kayacik et al. [132, 131, 133] is notable as they move towards a general framework for attack generation based on the evolution of system call sequences. Also the co-evolution of attacker-detector pairs (as pointed out by Kayacik et al. [133]) that provides the opportunity to actually preempt new attack behaviors before they are encountered, formulation of techniques (like static analysis and program slicing) to reduce the search space for the evolutionary algorithm, hybridization of GA and PSO algorithm for effective searching and creation of an interactive tool for vulnerability assessment based on evolutionary computation for the end users provides further future extensions.

In the area of usability, we found the application of metaheuristic search techniques for constructing covering arrays. Being a qualitative attribute, usability possesses different interpretations. However, we classify studies reporting construction of covering arrays under usability as they relate to a form of interaction testing covering t-way user interactions whereby each test case exposes different areas of a user interface. The research for construction of covering arrays for software testing have dual focus of finding new techniques to produce smaller covering arrays and to produce them
in reasonable amount of time. As expected, a trade-off must be achieved between computational power and size of resulting test suites. The extent of evidence related to applying metaheuristics for finding better bounds on covering arrays suggest that metaheuristics are very successful for smaller parameter sets. For larger parameter sets, the heuristic algorithms run slowly due to the large amount of memory required (to store information). Therefore, execution time is a known barrier in finding more results using metaheuristic search algorithms. One obvious way to achieve efficient memory management is to reuse the previously calculated \( t \)-combinations by storing them in some form of a temporary memory. Also as mentioned earlier, the size of the test suite is not known a priori, many sizes must be tested for obtaining a good bound on a \( t \)-way test set of given size.

It is also worth mentioning that finding optimal parameters for effectively using metaheuristics require many trials, moreover it is difficult to be sure whether the upper bounds produced are optimal or not because further improvements on bounds can take place if given more computing time. In addition to Table 5.7, we summarize key evaluation information and outcomes in Table 5.13. We gather that a range of metaheuristics have been applied for constructing covering arrays. This includes SA, TS, GA and ant colony optimization. We find SA and TS to be widely applicable search techniques, particularly SA being applied to generate smaller sized test suites. Out of seven primary studies, five report using SA while three use TS, either being used independently or in combination with other search techniques and algebraic constructions. We infer from Table 5.13, SA consistently performs better than GA, HC, ACA and TS in terms of size of resulting test sets. The performance of SA can further be improved by integrating it with the use of algebraic constructions. Another possibility is to begin with a greedy algorithm (like TCG) and then make a transition to heuristic search after meeting a certain condition [55]. GA has been applied in two studies with contradictory results and hence requires further experimentation. An interesting area is to explore the use of ant colony optimization to generalize initial results given by [225].

In terms of construction of variable strength covering arrays, there is a potential for further research for finding the best approach for variable strength test suite.

Safety testing is used to test safety critical systems that have to satisfy the safety constraints in addition to satisfying the functional specification. We take safety in terms of dangerous conditions, which may contribute to an accident. There are two approaches for achieving verification of safety properties: dynamic testing and static analysis. Static analysis does not require execution of the safety-critical system while dynamic testing executes the system in a suitable environment with test data generated to test safety properties. Both static analysis and dynamic testing are complementary approaches; in many cases the results of static analysis are used to give criteria for dynamic testing (as in [246]). The available primary studies discussing testing of safety
Table 5.12: Key evaluation information and outcomes of security studies. (GA is short for Genetic Algorithm, GE is short for Grammatical Evolution, while PSO is short for Particle Swarm Optimization)

<table>
<thead>
<tr>
<th>Article and Metaheuristics</th>
<th>Method of evaluation</th>
<th>Test objects</th>
<th>Performance factor evaluated</th>
<th>Outcomes of the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dozier et al. 2004 [75], GA and PSO</td>
<td>Comparison of steady state GA and six variants of PSO</td>
<td>1998 MIT Lincoln Lab Data</td>
<td>To discover holes (Type II errors/false negatives)</td>
<td>GA outperformed all of the swarms with respect to number of distinct vulnerabilities discovered</td>
</tr>
<tr>
<td>Kayacik et al. 2005 [132], GE (basic, niching and niching &amp; NoOP minimization)</td>
<td>Detection (or not) of each exploit through the Snort misuse detection system</td>
<td>A simple (generic) vulnerable application performing a data copy without checking the internal buffer size</td>
<td>The number of alerts that Snort generates when attacks are executed</td>
<td>The results from three variants of GE were comparable</td>
</tr>
<tr>
<td>Budynek et al. 2005 [44], GA</td>
<td>Results from a log analyzer</td>
<td>Automatic generation of computer hacker scripts (a sequence of Unix commands)</td>
<td>Evidence collection from the logs</td>
<td>Various top scoring scripts were obtained</td>
</tr>
<tr>
<td>Grosso et al. 2005 [96], GA</td>
<td>Comparison of three different fitness functions namely vulnerable coverage fitness, nesting fitness and buffer boundary fitness</td>
<td>A white-noise generator and a function contained in the ftp client</td>
<td>Modified t-test to compare fitness values of three fitness functions across the two test objects</td>
<td>A fitness function accounting for the distance from the buffer boundaries outperformed fitness function not using the same factor</td>
</tr>
<tr>
<td>Grosso et al. 2007 [95], GA</td>
<td>The fitness that does not use dynamic weighing</td>
<td>Two different sets of C applications</td>
<td>A comparison of fitness values of competing fitness cases in terms of number of generations</td>
<td>The new fitness function outperformed the comparable ones</td>
</tr>
<tr>
<td>Kayacik et al. 2006 [131], Linear GP</td>
<td>Evaluation of a new approach</td>
<td>Three experiments with different data sets</td>
<td>Avoidance of attack detection by Snort, the network based intrusion detection system</td>
<td>The evolved attacks discovered different ways of attaining sub-goals associated with building buffer overflow attacks</td>
</tr>
<tr>
<td>Kayacik et al. 2007 [133], Linear GP</td>
<td>Compares two fitness functions (incremental and concurrent) in detecting anomaly rate</td>
<td>Instruction set consisting of most frequently occurring system calls</td>
<td>Measurement of alarm rate indicating evasion of Stride, the anomaly host based detection system</td>
<td>Reduction of anomaly rate from ~65% to ~2.7%</td>
</tr>
</tbody>
</table>
Table 5.13: Key evaluation information and outcomes of usability studies. (GA is short for Genetic Algorithm, TS is short for Tabu Search, SA is short for Simulated Annealing, HC is short for Hill Climbing, PSO is short for Particle Swarm Optimization while, ACA is short for Ant Colony Algorithm)

<table>
<thead>
<tr>
<th>Article and Metaheuristic</th>
<th>Method of evaluation</th>
<th>Test objects</th>
<th>Performance factor evaluated</th>
<th>Outcomes of the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stardom 2001 [233], SA, TS and GA</td>
<td>Comparison of SA, TS and GA</td>
<td>Different sizes of covering arrays, CA(13,11;1), CA(9,7;1), CA(7,6;1)</td>
<td>Three tests to find the best arrays possible in the shortest amount of time</td>
<td>GA was ineffective at finding quality arrays when compared with TS and SA. SA in general was found to be very useful for finding covering arrays of various sizes while when the size of an array's neighborhood was smaller, TS was able to find much better arrays.</td>
</tr>
<tr>
<td>Cohen et al. 2003 [55], SA and HC</td>
<td>Comparison of SA, HC and greedy methods (AETG, TCG)</td>
<td>Different sizes of mixed covering arrays and fixed covering arrays</td>
<td>Number of test cases in a test suite and time required to obtain them</td>
<td>HC and SA improved on bounds given by AETG and TCG. SA consistently performed well or better than HC.</td>
</tr>
<tr>
<td>Cohen et al. 2003 [56], SA</td>
<td>Presentation of results for a new combinatorial object (variable strength covering array)</td>
<td>Minimum, maximum and average sizes of different variable strength covering arrays</td>
<td>Minimum, maximum and average sizes of variable strength covering arrays after 10 runs of SA</td>
<td>Variable strength covering arrays of different sizes.</td>
</tr>
<tr>
<td>Nurmela 2003 [196], TS</td>
<td>Comparison with best known upper bounds</td>
<td>Upper bounds on $g_2(Z^n)$ for small $q$ and $n$</td>
<td>Size of the covering array</td>
<td>The search algorithm worked best for $t=2$ and $q=3$.</td>
</tr>
<tr>
<td>Cohen et al. 2003 [174], SA</td>
<td>Comparisons with strength three covering arrays</td>
<td>Several bounds for strength three covering arrays</td>
<td>Size of strength three covering array</td>
<td>Combination of combinatorial construction and SA presented new bounds for some strength 3 covering arrays.</td>
</tr>
<tr>
<td>Bryce et al. 2007 [42], TS, SA, HC</td>
<td>Comparisons among TS, SA and HC</td>
<td>Two inputs with factors having equal number of levels and two inputs having mixed number of levels</td>
<td>Rate of $t$-tuple coverage</td>
<td>SA had the fastest rate of $t$-tuple coverage.</td>
</tr>
<tr>
<td>Toshiaiki et al. 2004 [225], ACA, GA</td>
<td>Comparisons with AETG, IPO and SA algorithms for the cases $t=2$ and $t=3$</td>
<td>Covering arrays and mixed covering arrays of strength 2 and 3</td>
<td>Size of resulting test sets and amount of time required for generation</td>
<td>For $t=2$, GA and ACA performed comparable to AETG. For $t=3$, GA and ACA outperformed AETG. SA outperformed GA and ACA with respect to size of the resulting test sets.</td>
</tr>
</tbody>
</table>
properties can be differentiated into two themes. One is the case where generation of separate inputs is discussed to test the safety property while the other case discusses generation of sequence of inputs. The performance outcomes for studies related to safety testing are given in Table 5.14. The studies show that SA and GAs are applied in the context of safety testing, GA being more successfully applied. However, the results suggest a need for further experimentation in terms of investigating alternative design choices and calibration of algorithmic parameters. This is desirable especially when the extensions to the basic approaches of safety testing can be applied to fault injection, testing for exception conditions and testing for safe component reuse and integration [246]. In terms of alternate design choices, we see in [2] that the efficiency of SA is dependent on the initial solution because when no cost improvement is observed, the search does not allow moves larger than those authorized by the neighborhood function. Therefore, improvement in the efficiency of the SA algorithm can be achieved by searching elsewhere then the neighborhood of the current solution if no cost improvement is made. Further experimentation is also desirable in terms of safety testing real-world applications, however, the instrumentation required for testing of safety conditions is a challenge with respect to the scalability of the technique. Also, since the design choices are highly dependent on the nature of the safety critical system, it is consequently important to include more problem-specific knowledge into the representation of solutions and design of fitness function.

We can infer from this review that search-based testing is poorly represented in the testing of non-functional properties. While search-based software engineering might be transitioning from early optimistic results to more in-depth understanding of the

<table>
<thead>
<tr>
<th>Article and Metaheuristic</th>
<th>Method of evaluation</th>
<th>Test objects</th>
<th>Performance factor evaluated</th>
<th>Outcomes of the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracey et al. 1999 [246], GA and SA</td>
<td>Comparison of safety conditions obtained from software fault tree analysis and functional specification</td>
<td>Small size functions used in the pre-proof step</td>
<td>Finding test data that causes an implementation to violate a safety property</td>
<td>The approach might be useful not only for safety verification but also for integration with fault injection, testing for exception conditions and testing for safe component reuse</td>
</tr>
<tr>
<td>Kaddour et al. 2003 [2], SA</td>
<td>Effectiveness in terms of finding appropriate test sequences and efficiency in terms of comparing the speed of SA with random sampling</td>
<td>Non-explosion of the steam boiler</td>
<td>Finding the test sequence that lead to either an explosion or a dangerous situation</td>
<td>Both random search and SA were effective while random search was more efficient</td>
</tr>
<tr>
<td>Baresel et al. 2003 [24], Pohlheim et al. 2005 [206], GA</td>
<td>None</td>
<td>Dynamic car control system</td>
<td>Violation of defined requirements for output sequence generated by the simulation of the dynamic system</td>
<td>It was possible to generate real-world input sequences causing violations of a given safety requirement</td>
</tr>
</tbody>
</table>
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associated problems [103], search-based testing of non-functional properties is still ad-hoc and largely exploratory. The main reasons that can be attributed to this trend are the difficulties associated with instrumenting non-functional properties as fitness functions and also difficulties in generalizing search-based testing of non-functional properties on a broader scale due to strictly domain specific nature of existing studies. With the majority of studies in search-based software testing applied to functional testing, the use of metaheuristic search techniques for testing non-functional properties is rather limited and, with exception to execution time studies, are very problem specific. We believe that it is important, in order to develop the currently emerging field of search-based software testing, to analyze the applicability of search techniques in testing of diverse non-functional properties which can then trigger the second phase of exploration requiring a deeper understanding of problem and solution characteristics [103].

5.5 Validity threats

There can be different threats to the validity of study results.

Conclusion validity refers to the statistically significant relationship between the treatment and the outcome [258]. One possible threat to conclusion validity is biasness in applying quality assessment and data extraction. In order to minimize this threat, we explicitly define the inclusion and exclusion criteria, which we believe is detailed enough to provide an assessment of how we reached the final set of papers for analysis. With respect to the quality assessment, we wanted to be as inclusive as possible, so we resorted to a binary ‘yes’ or ‘no’ scale rather than assigning any scores. We made sure to a large extent include instead of exclude references, hence making sure not to place, by mistake, any relevant contributions in the ‘no’ category. To assess the consistency of data extraction, a small sample of primary studies were used to extract data for the second time.

Internal validity refers to a causal relationship between treatment and outcome [258]. One threat to internal validity arises from unpublished research that had undesired outcomes or proprietary literature that is not made available. It is difficult to find such grey literature; however we acknowledge that inclusion of such literature would have contributed in increasing internal validity.

Construct validity is concerned with the relationship between the theory and application [258]. One possible threat to construct validity is exclusion of relevant studies. In order to minimize this threat, we defined a rigorous search strategy (Subsect. 5.2.2), which included two phases, to ultimately protect us against threats to construct validity.

External validity is concerned with the generalization of results outside the scope of the study [258]. We can relate it to the degree to which the primary studies are rep-
representative of the overall goal of the review. We believe that our review protocol helped us achieve a representative set of studies to a greater extent. During the course of scanning references, the authors also came across two studies by Schultz et al. [220, 221], applying evolutionary algorithms for the robustness testing of autonomous vehicle controllers. We do not include these two studies in our analysis since these studies were published in 1992 and 1995, which are outside the time span (1996–2007) of this review. Furthermore, we did not anticipate finding other relevant studies outside the time span of 1996–2007 as previous relevant surveys supports such a choice of time span.

5.6 Conclusions

This systematic review investigated the use of metaheuristic search techniques for testing non-functional properties of the SUT. The 35 primary studies are distributed among execution time (15 papers), quality of service (2 papers), safety (4 papers), security (7 papers) and usability (7 papers). While scanning references, we also found two papers relating to robustness testing of autonomous vehicle controllers [220, 221] but we do not include these two papers in our review as they were outside the time span of our search (1996 to 2007).

Within execution time testing, genetic algorithms finds application in 14 out of 15 papers. The research trend within execution time testing is more towards violation of timing constraints due to input values; however, the paper by Briand et al. [36] provides another research approach that analyzes the task architectures and consider seeding times of events triggering tasks and tasks’ synchronization. In terms of use of fitness function, we find three variations; the execution time measured in CPU clock cycles, coverage of code annotations inserted along shortest and longest algorithmic execution paths and the fitness function based on the difference between execution’s deadline and execution’s actual completion. The challenges identified include dealing with potential probe effects due to instrumentation and uncertainty about global optimum, finding appropriate and robust search parameters and a having a suitable termination criteria of search.

Within quality of service (QoS), the two papers apply genetic algorithms to determine the set of service concretizations that lead to QoS constraint satisfaction and to generate combinations of bindings and inputs causing violations of service level agreements. One of the papers uses a fitness function based on the maximization of desired QoS attributes while minimizing others and includes the possibility of having static or dynamic fitness function. The other paper uses a fitness function that combines distance-based fitness with a fitness guiding the coverage of target statements. The challenges include the need to compute QoS attributes of component services for
workflow constructs and to deal with the possibility of deviation of fitness calculation due to workflow instrumentation.

In security testing, genetic algorithms, linear genetic programming, grammatical evolution and particle swarm optimization have been applied. The applied fitness functions used different representations for the completion of conditions leading to successful exploits. Modifications to the attacker's arbitrary code and finding appropriate goals for hacker script generation are identified as the challenges for security testing.

Within usability testing, metaheuristic search techniques are applied to find better bounds on covering arrays. A variety of metaheuristic search techniques are applied including SA, TS, GA and ant colony algorithms. The fitness function used is the number of uncovered \( t \)-subsets. Execution time is a major challenge in this case as for large parameter sets, the metaheuristic algorithms run slowly due to the large amount of memory required to store information.

In safety testing, we find two research directions to test safety properties of the SUT. One makes use of generation of separate inputs to test the safety property, while the other uses a sequence of inputs. Simulated annealing and genetic algorithms are the used metaheuristics and the fitness function takes into account the violation of various safety properties. The incorporation of problem specific knowledge into the representation of solution and design of fitness function presents a challenge for the application of metaheuristic search techniques to test safety properties.

We believe that there is still plenty of potential for automating non-functional testing using search-based techniques and we expect that studies involving NFSBST will increase in the following years. The results of our systematic review also indicate that the current body of knowledge concerning search-based software testing does not report studies on many of the other non-functional properties. On the other hand, there is a need to extend the early optimistic results of applying NFSBST to larger real world systems, thus moving towards a generalization of results.
Chapter 6

Summary and conclusions

6.1 Summary

The research questions (Section 1.3) in this thesis are targeted towards two activities within software V&V: Software predictive modeling and software testing. The first two specific research questions (RQ1.1–1.2) are focused on empirical evaluation of symbolic regression using genetic programming as a predictive modeling technique. The third specific research question (RQ2.1) reviews the state of research within testing of non-functional system properties using search-based techniques.

Chapter 2 comprises of an initial investigation into the predictive capabilities of applying symbolic regression using genetic programming. The comparative evaluation with traditional software reliability growth models shows that symbolic regression using genetic programming has a potential to be a valid fault prediction technique. Using three measures of model validity, prequential likelihood ratio showed favorability for the GP models while the same was not the case with the Braun statistic and AMSE. The goodness of fit of GP models was either equivalent or better in comparison with traditional models but not statistically significant in every case. The box plots of residuals and matched paired t-tests showed a positive result in favor of GP models.

Chapter 3 carries forward the early positive results of using symbolic regression application of genetic programming. The empirical investigation this time is into cross-release prediction of fault-count data from large and complex industrial and open-source software. The results are evaluated both quantitatively and qualitatively, while the comparisons are done with both machine-learning and traditional approaches to fault prediction. The results show that, quantitatively, symbolic regression using ge-
netic programming is at least as competitive as other techniques for cross-release fault prediction. Qualitatively, symbolic regression using genetic programming scores better for transparency of resulting solutions and generality, in comparison with comparative techniques. On the other hand, ease of configuration is not a strength for symbolic regression using genetic programming.

Chapter 4 consolidates the existing evidence in the software engineering literature that comparatively evaluates the symbolic regression application of genetic programming with other techniques. The results of this study provide evidence in support of symbolic regression using genetic programming for software quality classification, software fault prediction and software reliability growth modeling in comparison with regression/machine learning techniques and other models.

Chapter 5 focuses on conducting a systematic review of search-based approaches for testing non-functional system properties. The results of the review show that meta-heuristic search techniques have been applied for non-functional testing of execution time, quality of service, security, usability and safety. The results further show the applicability of different search techniques including simulated annealing, tabu search, genetic algorithms, ant colony methods, grammatical evolution, genetic programming and swarm intelligence methods.

6.2 Conclusions

What we can conclude from the studies in this thesis is that a search-based technique like genetic programming can be applied for software fault predictions (as investigated in Chapters 2, 3 and 4). This is in addition to the existing literature evidence showing the application of different search-based techniques for testing non-functional system properties (as investigated in Chapter 5).

Another important conclusion that can be drawn from the studies on software fault prediction in this thesis is that while use of symbolic regression application of genetic programming had benefits (as outlined in Section 1.1), there were also shortcomings. These shortcomings were concerned with difficulties in configuring the genetic programming algorithm, which had different parameters to configure, and with the complexity of the resulting solutions.

More specific conclusions, which can be drawn from this thesis, are given below:

1. The evolutionary search mechanism of symbolic regression using genetic programming was suitable for predicting the future software reliability in terms of number of faults (Section 2.4).
2. Based on the weekly fault count data from three different industrial software projects, the results for goodness of fit and prediction accuracy were statistically significant in favor of models built using symbolic regression application of genetic programming (Section 2.5).

3. Using the same data as in bullet 2 above, the comparative evaluation of models from symbolic regression application of genetic programming and three traditional software reliability growth models showed that one out of three measures of model validity favored the GP models. The measures for goodness of fit and model bias showed that models built using symbolic regression application of genetic programming were at least competitive to traditional software reliability growth models (Section 2.6).

4. The quantitative evaluation of models built using symbolic regression application of genetic programming showed that for cross-release fault predictions, they were at least as competitive as other machine learning and traditional models (Section 3.7).

5. There is a need to take into account qualitative factors for assessing the practical utility of a prediction system. The solutions given by the symbolic regression application of genetic programming were open to interpretation but they might be complex and might not be able to give logical explanation of the relationships. Furthermore, the parameter tuning problem was time consuming and therefore ease of configuration was not a strength for symbolic regression application of genetic programming (Sections 3.9 and 4.4).

6. While there was evidence in software engineering literature in support of using symbolic regression application of genetic programming for software quality classification, software fault prediction and software reliability growth modeling; we were inconclusive for software cost/effort/size estimation (Section 4.4).

7. The results of the systematic review in Chapter 5 suggested that execution time is the most suitable non-functional system property for applying search-based software testing. In terms of search techniques, genetic algorithm was the mostly used search technique.

This thesis has given indications that search-based techniques are applicable for activities within software verification and validation. The evolutionary search mechanism of symbolic regression using genetic programming has shown some encouraging results for predictive modeling of fault data; that is, in addition to the literature evidence where search-based techniques have been applied successfully for testing non-functional system properties.
6.3 Future research

Through empirical investigations and literature reviews conducted as part of this thesis, we anticipate a promising future where there are further research opportunities for evaluating the application of search-based techniques in software verification and validation. These research opportunities are grouped into different themes and given below.

- Industrial
  - Apply and evaluate the early positive results of using genetic programming for software fault predictions in an on-going industrial project.

- Scope expansion
  - Empirically evaluate the effectiveness of using genetic programming in prediction across other phases of the software development life cycle, such as maintenance task effort.
  - Investigate the accuracy of predictions from the genetic programming algorithm early on in a software development life cycle.
  - Evaluate the use of other search-based approaches for predictions, such as particle swarm optimization, artificial immune programming and gene expression programming.

- Algorithmic enhancements
  - Empirically evaluate the use of different fitness functions to better guide search of feasible solutions for the genetic programming algorithm.
  - Investigate the mechanisms of finding compact and less complex genetic programming solutions.
  - Investigate the potential of saving the state information during genetic programming evolved solutions so as to enhance the predictive accuracy on time-series nature of data.

- Design enhancements
  - Assess the impact of different lengths of the training data and different cross-validation schemes on the effectiveness of the predictions from the genetic programming algorithm.
– Investigate the potential of adaptive parameter control during a genetic pro-
gramming run to ease parameter tuning for the genetic programming algo-

rithm.

– Evaluate the adaptive capability of the genetic programming algorithm for
different sets of independent software metrics.

– Evaluate the effectiveness of genetic programming predictions at finer lev-
els of detail by collecting different metrics at the code and/or module level.

– Increase the number of comparisons with other competitive approaches,
such as Bayesian networks [80] and MARS [38].

– Investigate the possibility of having an ensemble of techniques for software
fault prediction at hand for use by software engineers working in real-world

projects.

The above mentioned opportunities indicate that there are future research opportunities
along multiple dimensions. While there are opportunities to seek algorithmic improve-
ments within a particular search-based technique like genetic programming, there are
also open opportunities to apply other search-based techniques. Furthermore, there are
opportunities to evaluate existing applications of search-based techniques in a particu-
lar domain and, especially, in real-world settings, i.e. in ongoing projects in industry.
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Appendix A

Study quality assessment: Chapter 4
### Table A.1: Study quality assessment.

<table>
<thead>
<tr>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Are the aims of the research/research questions clearly stated?</td>
</tr>
<tr>
<td>B: Do the study measures allow the research questions to be answered?</td>
</tr>
<tr>
<td>C: Is the sample representative of the population to which the results</td>
</tr>
<tr>
<td>will generalize?</td>
</tr>
<tr>
<td>D: Is there a comparison group?</td>
</tr>
<tr>
<td>E: Is there an adequate description of the data collection methods?</td>
</tr>
<tr>
<td>F: Is there a description of the method used to analyze data?</td>
</tr>
<tr>
<td>G: Was statistical hypothesis testing undertaken?</td>
</tr>
<tr>
<td>H: Are all study questions answered?</td>
</tr>
<tr>
<td>I: Are the findings clearly stated and relate to the aims of research?</td>
</tr>
<tr>
<td>J: Are the parameter settings for the algorithms given?</td>
</tr>
<tr>
<td>K: Is there a description of the training and testing sets used for the</td>
</tr>
<tr>
<td>model construction methods?</td>
</tr>
</tbody>
</table>

#### (a) Study quality assessment criteria

<table>
<thead>
<tr>
<th></th>
<th>[217]</th>
<th>[178]</th>
<th>[154]</th>
<th>[168]</th>
<th>[140]</th>
<th>[141]</th>
<th>[166]</th>
<th>[215]</th>
<th>[167]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>B</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>C</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>D</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>E</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>F</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>G</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>H</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>I</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>J</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>K</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

#### (b) Study quality assessment for software quality classification studies

<table>
<thead>
<tr>
<th></th>
<th>[173]</th>
<th>[171]</th>
<th>[238]</th>
<th>[221]</th>
<th>[151]</th>
<th>[222]</th>
<th>[161]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>B</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>C</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>D</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>E</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>F</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>G</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>H</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>I</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>J</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>K</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

#### (c) Study quality assessment for software CES estimation

<table>
<thead>
<tr>
<th></th>
<th>[123]</th>
<th>[124]</th>
<th>[243]</th>
<th>[166]</th>
<th>[187]</th>
<th>[129]</th>
<th>[200]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>B</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>C</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>D</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>E</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>F</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>G</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>H</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>I</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>J</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>K</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

#### (d) Study quality assessment for software fault prediction and software reliability growth modeling
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Appendix B

Study quality assessment: Chapter 5
Table B.1: Study quality assessment.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>A: Is the reader able to understand the aims of the research?</th>
<th>B: Is the context of study clearly stated?</th>
<th>C: Was there a comparison or control group?</th>
<th>D: Are the measures used in the study fully defined [150]?</th>
<th>E: Is there an adequate description of the data collection methods?</th>
<th>F: Does the data collection methods relate to the aims of the research?</th>
<th>G: Is there a description of the method used to analyze data?</th>
<th>H: Are the findings clearly stated and relate to the aims of research?</th>
<th>I: Is the research useful for software industry and research community?</th>
<th>J: Do the conclusions relate to the aim and purpose of research defined?</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) Study quality assessment criteria

(b) Study quality assessment for execution time studies

(c) Study quality assessment for QoS studies

(d) Study quality assessment for security studies

(e) Study quality assessment for usability studies

(f) Study quality assessment for safety studies
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Search strings: Chapter 5

• **Abstracts:** (evolutionary OR heuristic OR search-based OR metaheuristic OR optimization OR hill-climbing OR simulated annealing OR tabu search OR genetic algorithms OR genetic programming) AND (“software testing” OR “testing software” OR “test data generation” OR “automated testing” OR “automatic testing”) AND (non-functional OR safety OR robustness OR stress OR security OR usability OR integrity OR efficiency OR reliability OR maintainability OR testability OR flexibility OR reusability OR portability OR interoperability OR performance OR availability OR scalability)

• **Titles:** (evolutionary OR heuristic OR search-based OR metaheuristic OR optimization OR hill-climbing OR simulated annealing OR tabu search OR genetic algorithms OR genetic programming) AND (testing) AND (non-functional OR safety OR robustness OR stress OR security OR usability OR integrity OR efficiency OR reliability OR maintainability OR testability OR flexibility OR reusability OR portability OR interoperability OR performance OR availability OR scalability)

• **Keywords:** (evolutionary OR heuristic OR search-based OR metaheuristic OR optimization OR hill-climbing OR simulated annealing OR tabu search OR genetic algorithms OR genetic programming) AND (“software testing” OR “testing software” OR “test data generation” OR “automated testing” OR “automatic testing”) AND (non-functional OR safety OR robustness OR stress OR security OR usability OR integrity OR efficiency OR reliability OR maintainability OR testability OR flexibility OR reusability OR portability OR interoperability OR performance OR availability OR scalability)
performance OR availability OR scalability)
Software verification and validation activities are essential for software quality but also constitute a large part of software development costs. Therefore efficient and cost-effective software verification and validation activities are both a priority and a necessity considering the pressure to decrease time-to-market and intense competition faced by many, if not all, companies today. It is then perhaps not unexpected that decisions related to software quality, when to stop testing, testing schedule and testing resource allocation needs to be as accurate as possible.

This thesis investigates the application of search-based techniques within two activities of software verification and validation: Software fault prediction and software testing for non-functional system properties. Software fault prediction modeling can provide support for making important decisions as outlined above. In this thesis we empirically evaluate symbolic regression using genetic programming (a search-based technique) as a potential method for software fault predictions. Using data sets from both industrial and open-source software, the strengths and weaknesses of applying symbolic regression in genetic programming are evaluated against competitive techniques. In addition to software fault prediction this thesis also consolidates available research into predictive modeling of other attributes by applying symbolic regression in genetic programming, thus presenting a broader perspective. As an extension to the application of search-based techniques within software verification and validation this thesis further investigates the extent of application of search-based techniques for testing non-functional system properties.

Based on the research findings in this thesis it can be concluded that applying symbolic regression in genetic programming may be a viable technique for software fault prediction. We additionally seek literature evidence where other search-based techniques are applied for testing of non-functional system properties, hence contributing towards the growing application of search-based techniques in diverse activities within software verification and validation.