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CHAPTER 1
SETTING

Many have argued that valuing a software investment is more difficult than valuing a traditional investment (e.g. Rehesaar and Mead, 2005; Irani, 2002; Banker et al, 1993; Ashford et al, 1988). The purpose of this dissertation is to explore how the economic return of a software investment can be assessed and managed. To support the purpose this chapter presents the research questions for this dissertation. In order to fulfill the purpose a model for assessing the return of a software investment is deduced for this study from general economic conditions. It is also discussed how the 6 papers of this dissertation relates to this model.

BACKGROUND
The focus of this dissertation is the economic return of a software investment, and how this return can be managed to create value for the firm. The economic return of a software investments stems from the difference between the economic benefit of selling or using software and the cost for developing or buying software. This residual is the economic return of a software investment. To clarify the meaning of the above, an investment is defined as “the sacrifice of an immediate and certain satisfaction in exchange for a future expectation whose security lies in the capital invested” (Massé, 1962 in Rapp, 1974 p. I-11). This definition is general enough for the purpose of this dissertation and has the same
underlying meaning as definitions by e.g. Baddeley (2003). An immediate sacrifice of a certain satisfaction refers to the investments cost, which may occur over time but is valued at the present. The expected uncertain future refers to the cash flows that are expected from the software investment (Numminen, 2008a). The cash flow of an investment is a measure of the difference between the cash that is earned by making the investment and the cash that is consumed by the investment, i.e. the difference between the pure cash in and cash out of the firm due to the investment (Berk and DeMarzo, 2008). The motivation of cash flow as a relevant measure will be discussed below as the goal function for the firm is motivated when the assessment model for the dissertation is developed.

To further clarify the focus of the dissertation we define software, based on the discussion in von Eisenhardt, 2008, as a complex and recombinant system of commands and instructions for data processing which is an intangible information good that can only be consumed in discrete units. A software creates an output given a specific input and can only be used in fixed units, most often one, and is constructed using a programming language to then be compiled into ones and zeros (binary code). The different characteristics and economic implications of software are discussed more thoroughly below in Chapter 3. On an application level software investments made by firms ranges from different types of office software to advanced enterprise resource planning (ERP) systems (as studied by e.g. Aral et al., 2006), supply chain management (SCM) systems (as studied by e.g. Dehning et al., 2007) and flexible manufacturing systems (as studied by e.g. Kumar, 1995), as well as operating systems to facilitate the use of the above applications (as studied by e.g. Fichman, 2004) just to name a few of the applications that exists.
THE PROBLEM
What is the economic return of a software investment? This question has been a topic in research for several decades now but has also been an issue for the firms making these investments (e.g. Irani et al., 2007; Borenstein and Betencourt, 2005; Milis and Mercken, 2004; Seafemidis and Smithson, 2000). There is still inconclusive evidence of the economic return of a software investment and therefore the question is still a topic for research after more than five decades (Shuurman et al., 2009), see e.g. Gunasekaran et al. (2006) for an extensive review of the evaluation literature concerning software investments.

There have been several aspects to this problem that has evoked the interest from various academic fields. Banker and Kauffman (2004) reviews the evolution of the previous 55 years of research in the field and the problem has been studied from a wide range of academic disciplines from psychology to decision theory using all types of methodology ranging from case studies to mathematical programming. Although the extensive research conducted of the question it is still debated whether or not a software investment do yield a positive economic return for the investing firms (e.g. Aral, et. al, 2006) or if it just money down the drain.

From an economic point of view the challenge of assessing the return of a software investment can be argued to be the following three relevant issues (Kim and Kim, 2005). 1. Determine the economic benefit from the software investment. 2. Determine the cost for the software investment. 3. Determine the uncertainty associated with the cost and the benefit. The first two issues is the problem of deriving a relevant cash flow for the software from an acquiring point of view due to the consequences that the firm faces from using software (Numminen, 2008a; 2008c). From a developers point of view the first two issues relates to the difficulty of assessing the size of the investments it takes to develop
the software and assessing the expected net cash flows from selling it. Given these difficulties there will be uncertainty associated to the economic benefit and cost that needs to be assessed and managed. All of these issues will be further elaborated on below to motivate this study.

**Consequences from software investment**
Assessing the economic return of a software investment has been and is still a puzzle in the software economics literature as discussed above and further in e.g. Lefley (2004); Smithson and Hirschheim (1998); Renkema and Berghout (1996). As already noted above, many have argued that assessing the economic return of a software investment is more difficult than valuing a traditional investment. This point is not agreed upon by everyone; Powell (1992) analyzes the literature on software assessment and the characteristics of a software investment to conclude that assessing the economic return of a software investment is difficult, but there are models for overcoming this that are not widely used, e.g. dynamic models such option based valuation models. Similar results can also be found in e.g. Lesjak and Vehovar (2005); Ballentine and Stray (1999); Hochstrasser and Griffiths (1991).

Much of the discussion of the problems of assessing the economic return of a software investment has been accounted to the characteristics of the consequences from a software investment (Gunasekaran et al., 2001). A consequence is defined as an event that occurs due to a software investment and can be financial or non-financial (Renkema and Berghout, 1996). It is due to these consequences, i.e. the non-financial consequences, that a software investment is been argued to be more difficult to assess the economic return from than a traditional investment (e.g. Fichman, 2004; Halikainen et al., 2002). The difficulty to assess the consequences from a software investment is mainly due to their economic characteristics, e.g. that they mainly lead to intangible conse-
quences and due to time lags between costs and revenues (e.g. Lee and Kim, 2006; Love et al., 2000).

The categorization of consequences from a software investment has been a focus in previous research. This research is summarized in Numminen (2008a), and partly in Chapter 4, where the economic characteristics of these consequences are analyzed. These economic characteristics make it difficult, according to previous research, to derive a cash flow function for the investment which is needed for the valuation of a software investment (Im et al., 2001). The problem is studied in Chapter 4 where the economic characteristics of the argued consequences from a software investment are analyzed to see how a cash flow function can be defined that takes them into account. The analysis is focused on how and when the consequences will affect the cash flow function from a software investment. This issue will be further discussed in Chapter 10 to motivate a different view of how intangible consequences can be transformed into cash flows.

An issue that further complicates the derivation of a cash flow function for a software investment is determining the actual usage of the software (e.g. Venkatesh and Davis, 2000; Venkatesh et al., 2003). The usage is a necessary variable since it is not the amount of money invested in software as such that affects the economic return but the extent to which the software is used (Devaraj and Kohli, 2003). But, increasing the amount of money invested in making the software easy to use has shown positive effects on level of software usage (Davis, 1989; Szajna, 1996; van der Heijden, 2004). So it is usage that leads to the consequences that the cash flow function needs to take into account. However, research, e.g. Davidson and Heslinga, 2007; Fichman and Kemerer, 1999, show that adoption of new technology do not follow the predicted adoption curves due to assimilations gaps. Given these issues some research, e.g. Orlikowski
(2009; 2007); Orlikowski and Scott (2008), state that it may not be meaningful to separate the effect from the software from the overall organizational output where the software is implemented since we observe the co-effect of both.

The problem concerning the economic characteristics of software investments have even lead some to suggest that it is pointless to use formal methods for assessing the economic return from a software investments since they do not capture the true return of the investment (e.g. Milis and Mercken, 2004; Lubbe and Remenyi, 1999; Anandarajan and Wen, 1999; Bellantine and Stray, 1999; 1998); Falk and Olve, 1996; Lefley, 1996; Small and Chen, 1995; Lefley, 1994). Drawing this conclusion is the same as saying that investment decision can be arbitrarily made without any consideration of how scarce resources are used. Or, from a financial economics point of view, we do not care if we earn the return on invested capital that is motivated by the market-based opportunity cost of capital.

**An investment under uncertainty**

Another aspect that makes the economic return of a software investment difficult to assess is the cost for the development process of the software. (Dey at al., 2007) state that software development projects often suffers from time and cost overruns as well as from quality underachievement. This is a source of major problems since software is expensive to develop (Liu and Mintram, 2005). The above is also validated empirically by Jeffery and Leliveld (2004) where it is estimated that 68% of corporate software investments do not meet their budget or are not completed in time, and projects for $100 billion to $150 billion has failed totally for US firms alone between 2002 and 2003. Similar results are given in Wilcocks and Lester (1994) were it is shown that over 22% of the invested money in software are wasted and in the range of 34% to 40% of all projects yield no net economic return regardless of how it is
measured. For more similar results see e.g. Baccarini et al. (2004); Barki et al. (1993) and see Standing et al. (2006) for an analysis of the attributes of success and failure in software projects.

Given the uncertainty involved in a software development project, as suggested by e.g. Dey et al. (2007); Baccarini et al. (2004); Schwalbe (2002), it may be beneficial to treat the development as an investment under uncertainty instead of using naïve cost based methods (Erdomus et al., 2006 in Biffl et al., 2006). An advantage of doing so is that the focus is on the economic return created rather than the costs saved during the development (Boehm, 2003). Viewing a software investment as an investment under uncertainty may be part of the answer to the above arguments of the impossibility of software valuation. Changing the view of the investment also allows us to use more general models and methods when assessing the economic return since more aspects of the economic characteristics of a software investment can be included (Numminen, 2008a; 2008c).

An advantage of acknowledging the uncertainty is the flexibility, i.e. real options, which can be included when assessing the economic return of the software investment. The point of including options is that decisions are made based on the time-dependent information, i.e. today’s decision are made with today’s information and tomorrow’s decisions are made based on tomorrow’s information (e.g. Trigeorgis, 1996; Dixit and Pindyck, 1994). This results in asymmetric cash flows that require different valuation models for the economic value of the flexibility to be included. There are different types of options that can be created in most software development projects to manage the uncertainty in the project. Under what circumstances and how these options can be created is analyzed in more detail in Chapter 5 and Chapter 6.
Since the seminal works of the importance of real options in strategic decision-making (Kester, 1984; Myers, 1984; 1977) a wide range of disciplines has adopted the idea of including flexibility in decision-making, see e.g. Li et al. (2007); Reuer and Tong (2007) or Schwartz and Trigeorgis (2001) for extensive literature reviews. Although the advantages offered by an option-based management and valuation of investments the approach has also been criticized. Borison (2005) analyzes the applicability, assumptions and mechanics of the common used real option valuation models used in research and by firms to conclude that they all have shortcomings. This view is also shared by Steffens and Douglas (2007) who agrees with the underlying thought of the approach but do not agree with the applicability and mechanics of the approach. However, e.g. McDonald (2006), Copeland and Antikarov (2001), Trigeorgis (1996), Dixit and Pindyck (1994) show that traditional static discounted cash flow (DCF) valuation is based on more restrictive assumptions than real option valuation even though it is the most used valuation method in the corporate world (Ryan and Ryan, 2002; Graham and Harvey, 2001).

As another way of dealing with the uncertainty in software development, research has focused on software product line engineering in which previous software components are reused in new software (Pohl et al., 2005). For firms to optimally benefit from this strategy there are two issues that must be taken into account. Firstly, what functionalities should be included in the software platform that is reused to reduce the uncertainty the most. And secondly, what functionalities shall be included in the platform and what functionalities shall be included in the specific software to create as many options as possible for future development, i.e. how shall a software platform be designed to maximize the number of software that can be derived from it.
PURPOSE AND RESEARCH QUESTIONS

The aim of the above discussion is to show that there is need for research in the field of software valuation. More specifically, there is a need for more research on a more comprehensive level that analyzes how the different parts of the value creation process of software investment interrelate and on the economic nature of this relation. The research needs to take into account how to manage the risk and uncertainty during the development of the software and the resulting economic effect on the investment. It should also take into account how the economic return of a software investment can be assessed as well as how this return can be managed to maximize it.

By doing the above this dissertation adds to the research by taking a more comprehensive approach and not only focuses on one aspect of the software investment economical value puzzle.

Purpose
Based on the discussion above we state the purpose of this dissertation as:

• Explore how the economic return of a software investment can be assessed and managed.

Research questions
The below research questions are studied in this dissertation. The research questions are motivated by the above purpose and by the discussion of the different economic aspects of a software investment valuation above. In order to fulfill the above stated purpose the following research questions will be answered.
1. How can a cash flow function be defined for a software investment that takes into account the uncertainty in expected usage and the resulting consequences?

2. How can the economic return of a software investment be modeled in the case of no managerial flexibility?

These questions are motivated to study because it is argued in previous research, as discussed above, that a cash flow function cannot be defined that takes into account the economic characteristics of software investment. The next problem is to develop a valuation model that can assess the economic return of a software investment. We assume no flexibility, i.e. no real options are included, in the simplified setting. These questions are analyzed in Paper 1 in Chapter 4 below.

3. How can managerial flexibility be incorporated in a software investment?

4. How does managerial flexibility affect the economic return of a software investment?

5. How does managerial flexibility reduce the uncertainty in a software investment?

To make the valuation of a software investment more general and under less strict assumptions we analyze how managerial flexibility, i.e. real options, can be incorporated in the valuation. The main issue here is how can these real options be created and what economic value will it add to the software investment as well as analyze how this affects the uncertainty of the investment. These questions will be analyzed in Paper 2 in Chapter 5 and Paper 3 in Chapter 6 below.

6. How can the uncertainty in software development be managed by software platforms?
7. What type of managerial flexibility is created by software platforms?

8. What constitutes an efficient software platform for uncertainty management in software development?

To reduce the uncertainty during software development previous research have argued for a component-based development methodology of software. To implement a strategy like this, it is important to analyze what components shall be combined into software platforms given the type of uncertainty that the developer aims to manage. To do so, we need to analyze what constitutes an efficient software platform and the role played by software platforms to create managerial flexibility. These issues are analyzed in Paper 4 in Chapter 7, Paper 5 in Chapter 8 and Paper 6 in Chapter 9 below.

A MODEL FOR THE ECONOMIC RETURN OF A SOFTWARE INVESTMENTS
Given the discussion above of the economic characteristics of a software investment and the purpose of this dissertation we need model for assessing the economic return of a software investment. The model needs to take into account that the ability to manage the return to maximize it.

For the model to be useful it needs to guide the firm on which software investments to undertake and which to pass. Before we can state such criterion we must determine why firms make software investments. This issue has been greatly analyzed in previous research; in e.g. Lin (2007) and Dedrick et al. (2003) the main desired outcome of a software investment is argued to be increased economic performance in the form of economic growth, increased labor productivity, increased profitability and consumer welfare. Mitra (2005) adds long-term decrease of operating costs and thereby and increase of the firm’s cash flow as a desired
outcome. For the software to do the above in an economically justified way it is implicitly or explicitly assumed that the software must add more value than it consumes. We therefore pose the following criterion for making a software investment:

\[ \text{MAX} [V(S), 0], \]  

(1)

where \( V(S) \) denotes the economic return of a software investment.

Equation 1 states that a software investment shall be made if, and only if, the economic return of the investment is greater than zero. This decision rule is directly related to the discussion above of the reasons why firms make software investments. But it is also justified from a financial point of view that an investment should add more value to the firm than it costs which will be further elaborated on below. In Equation 1 \( V(S) \) is measured as the difference between the present value of the expected cash flow and the investment cost of the software.

**The goal function of the firm**

On a general level the decision rule in Equation 1 is linked to the assumed goal function of the firm, stated as maximizing the long-run market value of the firm (e.g. Brealey and Myers, 2003; Ross et al., 2007). This goal function is referred to as the value maximization proposition by Jensen (2001a; 2001b). A firm’s goal function is the way that the principals (owners of the firm) assigns how the agents (managers) of the firms shall behave, i.e. run the firm. The rationale for the value maximization proposition is that we only seek to maximize one variable, and the most relevant one for the owners, instead of many as suggested by other goal functions, e.g. the stakeholder theory (Freeman, 1984). This makes the delegation easier and more precise for the principals of how their capital should be managed but also gives a better guidance for the man-
agers when e.g. choosing between mutually exclusive investments alternatives (Rose, 1999).

The theoretical foundation for the value maximization be found in the accountability principle (Cools and van Prag, 2003), which states that a limited number of communicated quantified measures and targets will increase accountability and lower costs for effective designed incentives to create shareholder value. This is the total opposite to the informativeness principle (Holmstrom, 1979) stating that a maximum number of measures would be optimal, as implied by the stakeholder theory.

The value maximization proposition stems from the set-of-contracts-view of the firm (Alcian and Demetz, 1972; Jensen and Meckling, 1976) which is based on principal-agent theory, see e.g. Bolton and Dewatripont (2005), Laffont and Martimort (2002), Rapp and Thortsenson (1994) for an extensive coverage of the theory or Eisenhardt (1989) for a discussion of the seminal papers. It is due to these pre-negotiated contracts that firms can earn excess returns on investments in comparison to the security market line (SML) developed by Sharpe (1964), Lintner (1965), Mossin (1966), i.e. make investments with positive economic returns and create wealth in comparison to investments in the financial market.

Now when the boundary condition for which investments the firm shall accept we can pose conditions on the valuation model. Since we make the initial decision of undertaking the investment today, i.e. at $t=0$, the valuation model must translate the future uncertain cash flows into today’s equivalent time-value, i.e. it must be a discounted cash flow model for it to be in line with the value maximization proposition since expected utility must grow as function of time and uncertainty for investors to be willing to postpone consumption (Lancaster 1963; Hirshleifer,
1958). The result is derived in e.g. De Matos (2001) and critically re-viewed in Frederick et al. (2000).

We also require that the principals are compensated for the uncertainty in the software investment in accordance with similar opportunities in the financial market. We do so by either using a risk-adjusted discount rate in the valuation model or by using risk-neutral measures to govern the probability distribution of the realization of the cash flow function. This is further elaborated on below. The key underlying assumption here is that an investor strictly prefers higher utility over lower utility which the valuation model must take into account by using a justified discount rate in the present value calculations.

**Managerial flexibility**

Finally, the valuation model must explicitly take into account the asymmetric structure of the resulting cash flows that are created by managerial flexibility, i.e. by exercising the real options incorporated in the investment decision (Copeland and Antikarov, 2003; Trigeorgis, 1996; Dixit and Pindyck, 1994). The reason for incorporating real options into the investment analysis is to maximize the return of the software investment by hedging against bad outcomes and maximizing good outcomes. By not taking into account this flexibility, we would underestimate the return of the software investment (Dixit and Pindyck, 1995a; 1995b).

From a technical point of view the incorporation of options also enables us to slack the assumptions that the net present value (NPV) valuation operates under (Dixit and Pindyck, 1994), i.e. there is no uncertainty about the future, it is a now-or-never decision and managers cannot or will not take actions to steer away from bad outcomes or maximize good outcomes, and finally the NPV calculation assumes that the investment is fully reversible. These assumptions are not valid for a software investment or a rational manager.
Stating the model
Given the above discussion we can state the assessment model for the economic return of a software as

\[
V(S) = \sum_{t=0}^{T} E[CF(t)] + \sum_{t=0}^{T} E[O(t)] - \sum_{t=0}^{T} E[I(t)],
\]  

(2)

s.t. Equation 1,

where:

\( V(S) \) previously defined in Equation 1,
\( E \) denotes the expectation operator,
\( I(t) \) denotes the time-dependent investment cost function,
\( k \) denotes the discount rate,
\( CF(t) \) denotes the time-dependent cash flow function of the investment, and
\( O(t) \) denotes the value of managerial flexibility, i.e. the option values.

Equation 2 summarizes the discounted cash flow and subtracts the discounted investment cost for the software, and adds the present value created by the managerial flexibility. The assessment model is a special case of a NPV function in discrete time. Equation 2 can be seen as general version of the expanded NPV in Trigeorgis (1996) in the sense that it explicitly allows for the investment cost to be time-dependent with or without real options included.

Further, Equation 2 has two mathematical features which make it suitable for assessing the economic return of a software investment and how to manage this return. The function is separable in time and space which makes it general enough to differentiate the known present from the
uncertain future and to separate the effect of the different input variables, i.e. the different sums in Equation 2 (Rapp, 1974). For the return function to be complete we assume that the financial decision can be separated from the investment decision as a result of (Modigliani and Miller, 1958; Fisher, 1930), see e.g. Rubinstein (2003); DeMatos (2001) or the seminal papers for a more technical discussion and derivation of the result. These two features can also be derived by using the arbitrage theorem developed by Ross (1976). For a greater technical discussion about the functional form of Equation 2 see Numminen (2008a).

**Taking uncertainty into account**
A final aspect about Equation 2 must be commented on. $E$ in Equation 2 denotes the expectations operator which is included to handle the uncertainty in cash flow from a software investment as discussed above. We do so by assigning probabilities to the different cash flows and calculate the expected value, i.e. the weighted value. This transforms them into an expected cash flow which takes into account the uncertainty that is assumed for the decision setting. For these probabilities $0 < p_i < 1$, $\sum_i p_i = 1$ apply, see e.g. Falmagne (2003) or Papoulis and Pillai (2002) for a discussion of the properties of probabilities and e.g. Aggoun and Elliot (2004) for a discussion about the measure theoretical constructs of probability measures. Note that we require the probability to be between zero and one for an outcome, i.e. we do not allow a probability of zero or one. This will be further elaborated on below and is motivated by the view we have on the setting for the investment.

Depending on the assumptions that we make about the world, i.e. the setting where the investment takes place, we can distinguish between decisions under three types of settings; decision under certainty, decision under risk and decision under uncertainty (Knight, 1921; Luce and Raiffa, 1957). We say that a decision is under certainty when it is know
that the decision leads invariably to one, and only one, outcome, i.e. the true outcome is known \textit{a priori}. However, as discussed above, a software investment is made under uncertainty and therefore does not invariably yield an economic return known \textit{a priori}. Therefore we cannot assume that software investment is a decision under certainty as done in the previous research discussed above. The difference between a decision under risk or uncertainty is whether it is possible, or if it is meaningful, to assign probabilities to a specific outcome. In the case of risk we assume that probabilities can be assigned and under uncertainty they cannot or it is not meaningful to do so. This type of uncertainty is often referred to Knightian uncertainty since it makes strong assumption about the lack of knowledge about the world, i.e. the setting in which the decision is made, or that the world is inherently uncertain which other scholars do not agree upon.

However, since decision making in a world under Knightian uncertainty is less precise we want to move the decision making into a world under Knightian risk instead. To do so we interpret the Knightian uncertainty as a decision setting where we cannot assign any probabilities and Knightian risk as a decision setting where probabilities can be assigned objectively or by other means, e.g. subjective probabilities or risk-neutral probabilities, i.e. martingale measures, see below for a discussion. This type of situation is what is normally discussed as uncertainty in financial economics and will be used here as well. By doing so we can use a larger, and a more relevant, set of models for the decision making and valuation of the investment. On a general level we can view risk as a way to operationalize the uncertainty by using probability theory.

Since this dissertation uses stochastic processes, i.e. uncertain cash flows over time modeled as a sequence of random variables (Aggoun and Elliot, 2004; Papoulis and Pillai, 2002), the above distinction and transfor-
mation of the setting becomes important in order to know how to handle the realization of the process. We motivate the use of stochastic processes since the realization of the different cash flows from e.g. developing software or using software are uncertain, as argued above. To be able to manage this randomness we assign values for the distribution of the various cash flows over time based on our degree of belief or by other means. The use of Knightian risk, i.e. a probabilistic approach, is also implied by the definition of an investment above.

A risk-neutral world
Before concluding the discussion about, and the setting for, Equation 2 above a note must be made to clarify the meaning of the terminology in the discussion of probability measures above. As noted above a probability is a measure of the degree of belief or the frequency of occurrence of an outcome in general terms. And since the cash flows of the software investment are uncertain we need to assign probabilities to different possible cash flows to take this uncertainty into account in the return calculation and when assigning the discount factor.

This is the catch 22 of valuation since assigning a correct discount factor, i.e. the risk-premium for taking on uncertainty, we basically need to know the cash flows from the investment in order to find a correct benchmark portfolio in an equilibrium model, i.e. avoiding arbitrage. So if we can assign a correct discount rate the valuation problem is solved. This catch can be resolved by transforming the setting into a risk-neutral world where the discount factor is set to the risk-free rate of return. To do so we have to assign risk-neutral probabilities to govern the uncertainty of the decision setting instead of the real world probabilities used otherwise. It shall be noted that risk-neutral probabilities are not real probabilities in the sense that they measure a degree of belief but merely a mathematical technique to overcome the risk-premium problem. The two techniques will give the same answers so choosing one before the
other do not result in a different economic return for the software investment. This technique will be used when suitable later on in this dissertation since it handles the underlying problem of assessing the economic return of a software investment. For a more theoretical discussion of the method the reader is referred to e.g. Chapter 5 below; Schreve (2004a; 2004b); Neftci (2000)

The assessment model and the research questions
The six papers that make up the main part of this dissertation are related to Equation 2 in the following way:

Paper 1: Modeling the Economic Return of a Software Investments, based on (Numminen, 2008c), analyzes how a cash flow function can be defined for a software investment and how a software investment can be valued based on the usage of the software. The assessment model incorporates the economic characteristics argued in previous research for the consequences of a software investment in the setting of no managerial flexibility. This paper analyses how cash flow from a software investment affects the value of the software investment, i.e. the first summation in Equation 2. Paper 1 is presented in Chapter 4 below.

The above is the essence of research questions 1 and 2 previously stated as:

- How can a cash flow function be defined for a software investment that takes into account the uncertainty in expected usage and the resulting consequences?

- How can the economic value of a software investment be modeled in the case of no managerial flexibility?
Paper 2: Hedging Uncertainty in Software Development – A Real Option Modeling Approach, based on (Numminen, 2010a), develops a model for how the most arbitrarily real options can be included in software development projects. The paper analyzes what value is added from this and what uncertainties are reduced. The analysis is generalized to also discuss how these options can be incorporated by an acquiring firm as well. Therefore, this paper also analyses how all three summation in Equation 2 affects the economic return of a software investment. Paper 2 is presented in Chapter 5 below.

Paper 3: Valuation of a Software Investment When you Have the Option to Customize it – The Case of Open Source Software, based on (Numminen, 2008b), addresses the issue of how much a software investment should be customized and how this is related to the cash flow function when the option to customize is included in the software. This paper analyses how all three summations in Equation 2 affects the value of a software investment. Paper 3 is presented in Chapter 6 below.

The above is the essence of research questions 3 to 5 previously stated as:

- How can managerial flexibility be incorporated in the software investments?
- How does managerial flexibility affect the economic return of a to software investment?
- How does managerial flexibility reduce the uncertainty in software investments?

Paper 4: Uncertainty Reduction in Software Development by the use of a Platform-Based Development Strategy, based on (Numminen and
Wrenne 2009), analyzes the usefulness of a platform-based development strategy to create options for future software development and how this strategy can be used to manage uncertainty during development. This paper analyzes the relation between created options and the cost of developing software, i.e. the ratio between the second and third summation in Equation 2. Paper 4 is presented in Chapter 7 below.

Paper 5: The Role of Platforms in Software Development – Creating Real Options to Manage Uncertainty, based on (Numminen and Wrenne 2010), further develops paper three and empirically validates the developed model. This paper is therefore also analyzing the relation between the second and third summation in Equation 2. Paper 5 is presented in Chapter 8 below.

Paper 6: Why Software Platforms Make Sense in Risk Reduction in Software Development – A Portfolio Theory Approach, based on (Numminen, 2010b), develops the underlying mathematical model for Paper 3 and Paper 4. This paper is therefore also analyzing the relation between the second and third summation in Equation 2. Paper 6 is presented in Chapter 9 below.

The above is the essence of research questions 6 to 8 previously stated as:

- How can the uncertainty in software development be managed by software platforms?

- What type of managerial flexibility is created by software platforms?
• What constitutes an efficient software platform for uncertainty management in software development?

Chapter 10 will extend the analysis and conclusions of the six papers into a general analysis based on the problem motivated in this chapter. The analysis will focus on how the various parts of the return function of a software investment, i.e. Equation 2, affects the economic return of a software investment in a general setting.

The six papers will be more thoroughly discussed in Chapter 3.

THE SIX PAPERS
The six papers that constitute the main body of this dissertation are based on the below papers. The papers will, as above noted, be more thoroughly discussed in Chapter 3.


In this chapter we will explore the different aspects of a software asserted by the definition of a software stated in the previously in Chapter 1. This is done to better understand the underlying economic properties of software from which the economic value is derived. The discussion in this chapter is mainly based on von Eisenhardt (2008) from which the definition of software in this dissertation also is from. The chapter concludes with a discussion about different types of software on a general level and their economic characteristics to suggest a more comprehensive view of what software can be.

PROPERTIES OF A SOFTWARE
This section will discuss software based on the different economic issues that can be derived from the definition of software stated in the previous chapter.

Data processing
The fundamental functionality of software is data processing. This is captured in the IPO-principle stating input-processing-output for the
exchange of commands in the interaction between the different parties involved. Depending on the setting, the exchange may occur between user and software, software and software or user and user. The value of this exchange in general terms is depending on compatibility between different parts of the system, i.e. hardware, software and user, where the software is implemented. This compatibility may results in network effects (Shapiro and Varian, 1999) which can explain the increase in demand for popular software as we see in real-life.

**System of commands or instructions**

Software is a logic construct of algorithms and instructions for data processing, performing one or several tasks in creating information. Software can thus be seen as an information good (Shapiro and Varian 1999). However, depending on the type of software analyzed we may end up with the information paradox (Thorp, 2003). In the case of proprietary software the buyer only gets the binary code and not the source code. This does not enable the buyer to validate the value of the information before the transaction. If the information, i.e. the source code, is available for evaluation then no one would buy the information. This constitutes the paradox. The same situation may not occur in the case of open source software (OSS) since the source code is distributed. The user can therefore validate the information prior to the exchange. This explains why there is no market, from an economic point of view, for OSS as such but for complimentary products and services instead. The user also has the option to make changes to the source code to have software that better fit hers or his needs if desired (Numminen, 2008b).

**A recombinant system**

Software is a digital good consisting of ones and zeros. These ones and zeros combined in designated ways becomes the algorithms and instructions for data processing, i.e. the exchange of data. In this sense these ones and zeros can be recombinated into new components and be used
when developing new software. The resulting uncertainty reduction and added economic value of this development strategy is studied in Numminen (2010a) and Numminen and Wrenne (2009; 2010).

**Discrete unit consumption**

Software represents from a standard economics point of view a non-ordinary type of a product. A software $x$ is consumed in discrete units and most often in only one unit, i.e. $x \in [0,1]$ in formal terms. This poses challenges when pricing software since the firm is only expecting to sell once to a customer in comparison to e.g. a grocery seller. So in order to gain the maximum from the customers the firm may try to price discriminate and sell complementary products (Shapiro and Varian, 1999).

Firms may also try to get the consumer to buy a new version by implementing a revolutionary development strategy (Beinhocker, 1999; Shapiro and Varian, 1999). An example of a firm using this strategy is Microsoft where backwards compatibility is limited when sufficient structural changes are made in new versions. It then becomes important not only to analyze what type of functionalities to include in new versions, as studied by e.g. Mukherji et al. (2006), but also when to release new versions, as analyzed by e.g. Kauffman and Wu (2006).

**A complex system**

Software can be viewed as a complex system of code based on logic operations. Modern software is made up of tens of millions of lines of source code. It is estimated that on average there is 0.51 errors in per one thousand lines of codes (von Eisenhardt, 2008). Given this, it is not surprisingly that there are errors in various types in software releases since not all of these errors are found and fixed before release. The cost of maintenance of a software is substantial (Zhang and Windsor, 2003)
Some research suggests it even accounts for 50%-80% of the total system life-cycle cost (Krishnan et al., 2004).

Since the quality of software is discovered by usage we say that software is an experience good (Shapiro and Varian, 1999). Being an experience good, the consumer does not know the quality of the software prior to the purchase and can therefore not be sure of the utility he or she will get from the software as discussed above. We therefore say that the decision is made under uncertainty. The problem of determining a priori utility from software on a general level is analyzed in Numminen (2008a; 2008b; 2008c).

**A intangible product**

By being made up of ones and zeros, software can be seen as an intangible good that is dependent on a carrying medium to be distributed and consumed. Being an intangible product gives software very specific economic characteristics. When software is duplicated the second copy becomes a perfect copy of the first one and there is in theory no natural limit to how many copies can be made. This means that there is no rivalry in consumption of software but only for the carrying medium, e.g. a CD-disk or a flash memory. In this sense software resembles a public good more than a private good.

**DIFFERENT TYPES OF SOFTWARE**

There are several ways different types of software can be categorized. The below discussion aims at differentiating types of software based on their general economic characteristics. The description is in no way complete but shows the various economic characteristics depending on the software type.
The legal issue

We can differentiate between different types of software based on their characteristics or based on the dimension of the software by which we would like to separate different types of software. From a legal point of view we can have a OSS, e.g. Linux, or an closed form of software (proprietary software), e.g. Microsoft Windows.

If the software is of proprietary type or OSS has economic implication for the acquirer. There is an economic advantage of the OSS in two ways (Numminen, 2008b). Firstly; generally an OSS can be downloaded for free and therefore there are no up-front costs for acquiring the software. Secondly; by acquiring an OSS you not only get the software but also the underlying source code which you do not have access to in proprietary software. This means that the firm also has the possibility to customize the software to better fit the needs of the organization and therefore increase the usage of the software. It shall though be noted that this option may not included in all OSS type of software products.

Investment cost

We can also differentiate software on the basis of the investment cost for buying the software, i.e. free-ware, e.g. Linux, versus buy-ware, e.g. Microsoft Windows. An issue that combines the legal and the acquiring matter is whether the consumer buys or licenses the software. This decision changes the timing of the cash flow between the parties and could also change the size of the cash flow between the parties. If we buy the software we pay the total cost up-front whereas if we license the software we pay over time for the software.

Another issue concerning the acquiring of the software is the uniqueness of the software. An off-the-shelf-software is the same software who ever buys it whereas bespoke software is tailored made based on the needs of the individual buyer. The bespoke software is therefore unique whereas
the off-the-shelf-software is general software aimed for a mass-market. We can also separate on the basis of whether this development is done in-house or paid for. A middle type in this differentiation is mass-market customized software where changes are made on general software to better fit the individual needs and represent a more cost-effective development (Kreuger, 2000).

One way of accomplishing the mass-market differentiation is to sell module-based software instead of complete feature software. Based on their needs the customers will decide which modules to buy, e.g. toolboxes in MatLab or different modules of an ERP-system. This differentiation of the product can also be made on the software level where some software is sold in bundles and other not, e.g. Microsoft Office versus MatLab. A bundling strategy instead of a tying strategy is beneficial if it reduces the variation in the willingness to pay among the customers (Shapiro and Varian, 1999)

**Functionality of the software**

We can also differentiate different types of software based on the tasks they perform. Underlying software, e.g. an operating system, performs the underlying tasks such as communicating with the hardware. An application performs the tasks that the user instructs.

Software can also be categorized based on independence, i.e. embedded software versus independent software. The former is when the software is part of a system of goods and only constitutes a part of the functionality of the system, e.g. software used in cars. The latter refers to when the software is independent, e.g. an ERP software. In a strict sense all software are embedded since they will not function without a medium by which the software can be utilized. The same distinction can be made between the number of functionalities the software performs. Some
software is designed for a single use whereas other software is designed in the line of general purpose technology.

**Operation of the software**

Finally, we can distinguish between software that are self-operating and those that require manual operation, e.g. an autopilot that flies an airplane by itself in comparison to Microsoft Word where the user controls the operations by commands. However there is in most cases the possibility to self-operating features in manually operated software as well, e.g. automatic save function in Microsoft Word.

The above discussion aims at showing the many economic dimensions of software. Depending on the type of software discussed different economic issues are relevant to take into account to determine the economic value. However, the assessment model developed in this dissertation is general enough to handle these differences on a general level. This issue will be returned to in Chapter 10.
CHAPTER 3
DISCUSSION OF THE SIX PAPERS

In this chapter we will introduce the six papers and discuss their main content. Each paper will also be discussed in the light of the previous research for the problem domain of the papers.

PAPER 1

Background
Previous research has argued that it is difficult to value a software investment (e.g. Irani, 2008; Gunnasekaren et al., 2006; Murphy and Simon, 2002). Some researchers have even argued that it is impossible or pointless to do so (e.g. Milis and Mercken, 2004, Lubbe and Remenyi, 1999; Anandarajan and Wen, 1999). The main argument has been that the usage of a software leads to economic consequences that cannot be included in formal valuation models. The aim of this paper is to analyze why some consequences pose problems from an investment point of view and develop a valuation model that incorporates these consequences.

Aim of the paper
This paper analyses the consequences argued to be difficult to assess. By defining a goal function for the investing firm and analyzing how and
when various consequences have an effect on the cash flow from the investment, a cash flow function and a valuation model is developed for the software investment.

Due to the characteristics of the consequences this paper argues for the use of a stochastic cash flow function to capture the effects on the cash flow from the investment. Due to the stochastic cash flow function, this paper proposes a valuation model based on a stochastic differential equation to value software investments.

Validation of the results
The empirical validation of the deducted results in the paper is suggested for future research. This can be done in either of two ways. The first way is to analyze relevant data from a software investment to see if it has the characteristics that the models assumes. The problem posed by validation in this way is that it is difficult to find the detailed data about what consequences did occur and the cash flow it resulted in. The second way is to empirically validate the assumptions underlying the model to see whether they hold in an empirical context.

PAPER 2

Background
Real option theory is not new in the field of software economics and was introduced due to the shortcomings of traditional valuation methods to incorporate managerial flexibility in the valuation, see e.g. Benaroch et al. (2007); Benaroch et al. (2005); Fichman (2004) or the paper refered to in the paper for a discussion of the literature on real option theory in software economics.

The common denominator for most of the research on real option theory in software economics is the focus on how to value options using continuous-time models.
Aim of the paper
The aim of this paper is to analyze the value-added to a software investment from the flexibility created by the three most arbitrarily real options. A focus in the paper is not just on the valuation of these options but also on how these options can be created in software development projects.

Further, a discrete-time model is developed for the analysis which is based on fewer assumptions in comparison to the continuous-time models typically used to value the same three real options. The three real options that are analyzed in this paper is the option to defer, the option to expand and the option to abandon. In the modeling a risk-neutral discount rate is derived to overcome the risk-premium puzzle.

Validation of the results
The deducted results in this paper are validated in the empirical discussion under which these options can be included in software investments.

PAPER 3
Background
The economic research on open source software (OSS) has mainly focused on three issues. Firstly; why individuals, and to some extent firms, participate in open source software projects (e.g. Roberts et al., 2006; Johnson, 2001; Lerner and Tirole, 2001). Secondly; what types of business models can be defined for firms to profit from open source software products (e.g. Mustonen, 2001; Lerner and Tirole, 2000; Raymond, 2000). Thirdly, organizational adoption issues of OSS (e.g. Aija and Wu, 2007; Katsamakas and Xin, 2005; Glass, 2004).

Aim of the paper
Previous research has focused on the cost advantage of open source software as the economic motivation for a firm to choose OSS. In this
This paper analyses under what circumstances an option to customize software shall be exercised and how much resources should be invested in customizing the software, i.e. what is the cap on the exercise price for the option, in order to maximize the economic value of it. It is also shown in the paper how to the valuation model changes depending on how the implementation cost are dealt with by the firm. The main part of the paper is developing valuation models for these decisions and discussing their validity. The 4 decision settings analyzed in the paper are: 1). When the firm does not make any adjustments to the software and there is no investment cost. 2). When the firm does not make any adjustments to the software but there is an investment cost. 3). When there is uncertainty about the future level of usage for a given level of customization costs. 4). When the customization cost is uncertain for the future level of usage. Finally, it is also discussed how the models can be generalized for proprietary software.

**Validation of the results**
The empirical validation of the deducted results in this paper is suggested for future research. The results can be validated by studying if firms have exercised the option to change the software in accordance to better fit their needs. Empirical result on this can be found in Shirky (2008) that partly validates the results.
PAPER 4

Background
Previous research has argued that developing a software product is an uncertain and costly venture (e.g. Dey et al., 2007; Tüysüz & Kahraman, 2006; Erdogmus, 2002). This paper focuses on how to reduce these uncertainties and costs during the development cycle of software products.

This paper uses the videogame industry as a case for analyzing how platforms have been used to create real options for developing new products. The paper is differentiated from previous research by taking a more general view of what constitutes a software platform in comparison to e.g. Fichman (2004) or Taudes et al. (2000) where the software platform is defined as the operating system or specific parts of the source code. This gives a technical perspective on what a software platform can be and may neglect important factors that may not be captured by the above. In order to get a more comprehensive view of what can be a software platform this paper uses the concept of a service platform instead, see e.g. Goldstein et al. (2002); Edvardsson et al. (2000) for a definition and discussion.

Aim of the paper
The aim of this paper is to analyze what role a software platform plays in reducing uncertainty in software development and what options are created by the platforms. For the analysis of this paper the video game industry was used as a case. The video game industry was chosen because it has been argued that the success of a videogame is more uncertain than a software product. Three specific examples of video games were chosen to analyze the role played by different types of platforms in reducing uncertainty.
In the paper, a model for the platform-based development strategy is proposed and it is also shown what type of uncertainty is reduced depending on the type of real option that is planted in the software development.

Validation of results
The empirical validation of the induced results of this paper is carried out in Numminen and Wrenne (2010).

PAPER 5

Background
This paper builds on the findings from Numminen and Wrenne (2009) and further develops the model presented there by incorporating a stronger supply side view on software innovations. This is done by developing an operationalized version of a technological innovation systems which is a part of the experimentally organized economy framework, see e.g. Carlsson and Stankiewicz (1991); Carlsson (1995); (1997) (2002); (2004) and Eliasson and Eliasson (1996) for a extensive discussion of the models.

Aim of the paper
The aim of this paper is to empirically validate the further developed model. The empirical study was conducted at a Swedish firm which develops and sells software solutions for the integration of IT and telecommunications.

The conclusion of the study is that software platforms are used and are a prerequisite for offering software at the speed and cost that the market demands. The study also shows that the term software platform has a diversified meaning. Depending on the setting and on the role of the person defining software platform there is a difference in the definition
which is in line with viewing a software platform as something more than just source code.

PAPER 6

Background
The model and the analysis in this paper can be seen as an extension of the ideas of using portfolio theory in software development as presented in Butler et al. (1999); Kazman et al. (2001); Asundi and Kazman (2001). It provides a more general modeling based on fewer assumptions than the model presented in Sivzattian and Nuseibeh (2001). The approach of using portfolio theory to guide software development investments is not without critique. Verhoef (2002) criticizes the approach on the basis of the great dissimilarity between the characteristics of a financial asset and software. It shall be noted that this paper is analyzing what functionalities shall be combined into a software platform based on the added returns from these functionalities and the reduction in market risk faced by the firm. So it not the characteristics of the functionality per say that are analyzed but the consumer’s preferences to pay for them. Therefore the basis of the critique is not valid for the aim and context of this paper.

Aim of the paper
The aim of the paper is to develop an underlying model for the approach used in Numminen and Wrenne (2009; 2010). It shows how a software platform reduces the market risk of a software investment project and what constitutes an efficient software platform. The model in this paper is developed is using a portfolio theory like approach.

Validation of the results
The deducted approach and supporting model is not validated in the paper but see Berinato (2001); Numminen and Wrenne (2009); (2010) for empirical results on the approach.
CONCLUDING NOTES

The above discussion aims at introducing the six papers that represents the main part of this dissertation. The introduction intends to show the various aspects that are taken into account in assessing the economic return of a software investments and how the return can be managed to maximize it. The point of doing this is to motivate that the study has a more comprehensive approach than previous research.

The contributions of the papers will be discussed in Chapter 10.
CHAPTER 4
PAPER 1


MODELING THE RETURN OF A SOFTWARE INVESTMENT

Emil Numminen
School of Management, Blekinge Institute of Technology, Ronneby, Sweden
emil.numminen@bth.se

ABSTRACT
The task of a priori valuation of software investments has attracted a lot of research for a long time. One of the main themes of this research has been which types of consequences software investments result in and how these consequences can be incorporated in the a priori valuation of that investment. Much of this research has stated the problem as how to incorporate intangible consequences in the valuation since intangible costs and benefits are assumed to represent a large part of the conse-
quences from software investment. These consequences are therefore highly relevant in the assessment of software investments.

This paper is concerned with the question of how intangible consequences can be incorporated in the \textit{a priori} valuation of software investments. To answer this question, the paper presents a theoretical model for the valuation of software investments based upon a continuous time discounted cash flow model. The general model argued for in this paper is that usage results in consequences which must be into cash flows to be incorporated in a discounted cash flow model. Usage is chosen as the underlying value creating function since it is the basic underlying function that creates all consequences specific to software investment. Some of these consequences can be measured and valued and thus expressed in cash flows and do therefore not cause any valuation problems. Intangible consequences on the other hand cannot be measured or valued when they occur. If these consequences never affect the cash flow they do not pose a valuation problem. It is more likely however that they will affect the cash flow but at a later time.

In this paper a stochastic cash flow model is developed to incorporate the uncertainty and characteristics of when the intangible consequences affect the cash flow. This is done by using a Brownian motion in the assessment model of the economic return from a software investment. The expectations of the future cash flows are transformed into risk-neutral expectations so a risk-free rate of return can be used as a discount factor.

**KEYWORDS**
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1. INTRODUCTION
From an a priori point of view the difficulty of software investment valuation is to assess the consequences that the investment results in. Hallikainen, et al. (2002), Fichman (2004) argues that the consequences from software investment are more uncertain and harder to estimate than consequences from a traditional investment. A stated reason for this is that the consequences from software investment are mainly intangible and with time lags, see e.g. Love et al. (2005), Lee and Kim (2006). This result in a valuation difficulty when the most common used methods for evaluating investments do not take intangible consequences into account, see e.g. Bacon (1994).

If the decision of the software investment is based only on traditional investment valuation models this could lead to the approval of the wrong software investments, as indicated above, because not all consequences may be correctly incorporated (Lubbe and Remenyi, 1999). This view is shared by Milis and Mercken (2004) who argue that software investments have special characteristics as high risk, long-time returns and large portion of intangible/hidden benefits and costs. Other researchers have argued that it is harder to estimate the benefits as well the total expense for the investment than in the case of traditional investments (Anandarajan and Wen, 1999). Some researchers (e.g. Bellantine and Stray 1998; 1999; Lefley, 1994; 1996 Small and Chen, 1995) even conclude that investment valuation techniques are not applicable on software investments as a result of the above.

This paper develops a discounted cash flow model for the assessment of the economic return a software investment. To do so, a simplified categorization over the consequences from a software investment is developed to determine which consequences are relevant to include in the assessment. The type of software analyzed in this paper is mainly soft-
ware that is acquired and not developed in-house. The rest of the paper will be structured as follows: Section 2 will present the setting for the paper by discussing and defining the goal function of the firm. The goal function is needed to determine which consequences are relevant to include in the assessment of a software investment. Section 3 will discuss previously used categorizations of consequences from a software investment and motivate a simplified categorization of consequences. In section 4 a suitable cash flow function for a software investment will be derived based upon the discussion in section 3. Section 5 will deal with the development of the analytic model for the assessment of a software investment based on the cash flow function from section 4. The paper ends with conclusions and suggestions for further research in section 6.

2. THE SETTING FOR INVESTMENT ASSESSMENT
Since the firm can have several goal functions we must define what we mean with a goal function to determine a useful goal function. For this paper a goal function is defined as the purpose of existence for the firm. For the goal function to be useful it must assist the managers of the firm running the firm and help them deciding which investments shall be undertaken and not. In this paper we set the goal function to be the maximization of the long run market value of the firm (cf. Brealey and Myers, 2003; Ross et al., 2007). This goal function is called the value maximization proposition (Jensen, 2001). Total value in this sense does not only include equity but debt, preferred stocks and warrants, i.e. the total value of the firm’s long-run financial capital. The firm maximizes the long run market value of the firm by maximizing the cash flow to the firm through activities with positive returns.
2.1 CASH FLOW BASED MODELS

Firms make investments in order to increase the long-run market value of the firm. In order for the firm to be able to know whether the investment increases or decreases the long run market value of the firm, the assessment of the investment must be based upon the incremental cash flows from the investment. A cash flow can be defined as the residual between the inflow and outflow of money for the firm due to the investment. More formally the cash flow can be defined as

\[ CF_i = OCF_i - \Delta NWC - \Delta Cap \] (1)

where

\[ OCF_i = EBIT_i + A_i - Tc_i \] (2)

and \( \Delta NWC \) denotes the change in the net working capital during the period. \( \Delta Cap = NFA_i - NFA_{i-1} + A_i \) where \( NFA \) denotes the net fixed asset, \( Tc_i \) denotes the corporate tax for the period and \( A_i \) denotes the depreciation for the period. \( OCF_i \) denotes the operating cash flow at time \( t \) and \( EBIT_i \) denotes the earnings before interest and taxes. It can be seen from Equation 1 and 2 that the cash flow is a residual measure of the relevant benefits and costs given the goal function of the firm. This is the reason why cash flow is used in the modeling of the economic return from software investment instead of other measures.

2.2 Investment criterion

In order to assess a software investment, a rule must be defined for when to accept and when to reject the investment. To support the value maximization proposition the firm the firm shall only undertake investments with positive return, i.e.
Equation 3 states that the firm shall only undertake a software investment if the Net Present Value (NPV) from software exceed the cost of the investment (I). If this criterion is met, the firm will act in accordance with its goal function. If NPV is 0 the firm shall be indifferent between undertaking and not undertaking the investment given the goal function of the firm.

3. DERIVING A SIMPLIFYING CATEGORIZATION OF CONSEQUENCES

In accordance with Renkema and Berghout (1997) a consequence is defined as an event that occurs because of the introduction of software. Since the event can represent a cost or a benefit, it is also assumed if a certain type of cost can be defined then the same type of benefit can also be defined and vice versa. Table 1 below summarizes the common categorizations of consequences from a software investment. Consequences in a parenthesis indicates that this type of consequences include the same type characteristics as the above mentioned consequence.
The distinction between direct and indirect consequences is made to differentiate the consequences that are directly related to a software investment and the consequences on the organization as well as the people within the organization, see Irani and Love (2001); Irani (2002). The distinction between direct and indirect consequences is related to whether the consequences are due to the implementation of software or not, see Love et al. (2005) for exemplification. These consequences share the same characteristics as quantitative and qualitative consequences discussed by Gunasekaran et al. (2001). This applies to social subsystem consequences discussed by Ryan and Harrison (2000) as well.

Whereas the above categorizations have all been made about the object affected by the consequence, the distinction between financial and non-financial consequences differentiate according to the activity inducing the consequence. Kusters and Renkema (1996) differentiate between consequences that can be directly traced to specific activities and those that cannot be directly traced. It is the casual relation that determines whether the consequence is financial or non-financial. A non-financial

<table>
<thead>
<tr>
<th>Direct consequences</th>
<th>Indirect consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Human and organizational consequences)</td>
<td>(Social subsystem consequences)</td>
</tr>
<tr>
<td>(Hidden consequences)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quantitative consequences</th>
<th>Qualitative consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial consequences</td>
<td>Non-financial consequences</td>
</tr>
<tr>
<td>Tangible consequences</td>
<td>Intangible consequences</td>
</tr>
<tr>
<td>Strategic consequence – Tactic consequences – Operational consequences</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Common categorizations of consequences from a software investment
consequence thus represents a consequence for which we cannot determine the cash flow driving activity.

The distinction between tangible and intangible consequences is the most common distinction made, see e.g. Love et al. (2006); Borenstein and Betencourt (2005); Gunasekaran et al. (2001). An intangible consequence is a consequence that cannot be measured or valued and a tangible consequence is thus a consequence easily measured and valued according to Gunasekaran et al. (2001). The intangible consequences are often discussed as strategic consequences as in e.g. Gunasekaran et al. (2001); Irani and Love (2001) where consequences are categorized according to if they have a strategic, tactical or operational affect on the firm. Irani and Love (2001) further differentiate if the consequence is financial or non-financial. It is therefore no real difference between tangible consequences and direct consequences whereas the intangible consequences resemblance the qualitative consequences. For a more thorough discussion concerning different categorizations of consequences the reader is referred to Irani et al. (2006).

Although the above discussion is concerned with one type of consequences at the time, a consequence must be discussed using several of the categorizations to be fully understood. An intangible consequence can be direct and financial as an example of this. To overcome this, the simplified categorization introduced below will be used instead in deriving the cash flow function for a software investment.

3.1 A simplified categorization of consequences

None of the above categorizations are meant to be mutually exclusive since a consequence can be differentiated according to several of the different categorizations since they focus on different perspectives of the consequences and the firm that makes a software investment. In this paper a simpler and a more manageable categorization is motivated since
it is directly related to the goal function of the firm. A question can be raised of why the categorization has to be linked to the goal function? The answer to this question is that since the goal function dictates the terms of existence for the firm we must know which consequences are relevant to take into account when assessing the economic return of a software investment. Given the NPV criterion in Equation 3, we need to know whether the consequences affect the cash flow from the investment.

To value the consequence, i.e. transform it into a cash flow, we need to be able to measure the consequence. The measuring do not have to done economically as long as we can assign a value on a different scale, e.g. frequencies, amount of time saved. The consequence can then be indirectly valued.

This gives the two types of unique consequences as presented in Table 1 below.

<table>
<thead>
<tr>
<th>Consequence</th>
<th>Effect on the net economic benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tangible at time ( t )</td>
<td>Tangible at time ( t )</td>
</tr>
<tr>
<td>Intangible at time ( t )</td>
<td>Tangible at time ( t+s )</td>
</tr>
</tbody>
</table>

Table 2. The unique feature of the different consequences and their effect on the net economic benefit

We differentiate between consequences that can be measured at time \( t \) and consequences that cannot be measured at time \( t \). To be able to measure the consequence at time \( t \) we need to be able to determine an expected value of the consequence expressed in the time value of when the assessment of a software investment is made. If we can measure the
consequence at time $t$ we can also express as a cash flow from the software investment, i.e. the consequence can be valued at time $t$.

For the consequences that cannot be measured at time $t$ we need to distinguish between two different types of consequences; the consequences that will never affect the cash flow from the software investment and the consequences that will affect the cash flow but at a later point in time, at time $t+s$. The time lag variable $s$ is a random variable since we cannot tell a priori when the consequences will affect the cash flow. The first types of consequences can be ignored in the assessment model since they do not have an affect on the long term market value of the firm. The second type of consequences will affect the cash flow but we not know when or to what extent. Figure 1 below presents the simplified categorization the consequences from a software investment. The dashed arrows denote a binary relation, i.e. a choice between two paths, and solid arrows denote paths where no choice is given.

![Figure 1. The simplified categorization of consequences from a software investment](image)

To cope with consequences that are not measurable at time $t$, the cash flow function for the software investment must be able to handle the
time lag and the lagged effect of these consequences, which is denoted by $\varepsilon$.

4. DERIVING THE CASH FLOW FUNCTION FOR A SOFTWARE INVESTMENT

To find the explicit behavior of the cash flow function for a software investment we need to find what drives the value for a software investment. In this paper we set the usage of software as an underlying process for the cash flow function, see Devaraj and Kohli (2003). The usage of software creates the consequences discussed above which have to be translated into cash flows. These cash flows are then to be used in the investment assessment model. In accordance with diffusion theory in IS/IT research, see e.g. Meade and Islam (2006) we expect the usage to increase over time, i.e. $E[\xi_t - \xi_{t+s}] > 0$, $0 \leq t \leq n \leq i \leq T$, where $E$ denotes the expectation and $\xi$ denotes the software usage. The usage is therefore viewed as a time-dependant variable, i.e. the amount of usage is dependant on the time that the software investment has been implemented. If the usage of the software investment is expected to increase over time, so is the cash flow from the investment, i.e. $E[CF_t - CF_{t+s}] > 0$, $0 \leq t \leq n \leq i \leq T$. The expected growth in the cash flow will govern by $\mu$.

Given the above the cash flow function will be decomposed so it functional dependency can be expressed explicitly. Let $X_t$ denote the consequences that can be measured and valued at time $t$ and $\varepsilon_{t+s}$ the effect of the consequences that cannot be measured at time $t$ but affect the cash flow at time $t+s$. The cash flow function can then be written as a function of these two variables plus the growth factor, i.e. $CF = f[\mu(X_t, \varepsilon_{t+s})]$. Since usage is the underlying function, we expect that both types of consequences will increase as the usage of software
increases, and the same will therefore happen to the cash flow. Since the behavior of $\varepsilon$ is not known, the affect on the cash flow has to be imposed on the cash flow function. We do so by introducing the Brownian motion.

4.1 The cash flow function as a stochastic process

Given a probability space, there is a continuous process $B(t)$ of $t \geq 0$ for each $w \in \mathcal{W}$ that satisfies $B(0) = 0$ and depends on $w$. The process $B(t)$, $t \geq 0$, is a Brownian motion if for all $0 = t_0 < \cdots < t_n$ the increments

$$B(t_i) = B(t_i) - B(t_0), B(t_1) - B(t_0), \cdots, B(t_n) - B(t_{n-1})$$

are independent and each of these increments are normally distributed with

$$E[B(t_{i+1}) - B(t_i)] = 0 \quad (4)$$

and

$$\text{Var}[B(t_{i+1}) - B(t_i)] = t_{i+1} - t_i \quad (5).$$

The Brownian motion is the continuous time version of a scaled symmetric random walk process with the difference that it is normally distributed and does not exhibit linearity between time steps, i.e. the trajectory is nowhere linear and has no natural time step. This is referred to as the self-similarity of the Brownian motion. Intuitively, the self-similarity means that no matter how small part of a trajectory of a Brownian motion is magnified, it still exhibits the same irregularity as the entire trajectory.
An example of a trajectory of a symmetric random walk and a Brownian motion are plotted below for 5 years \((T)\) in Figure 2 and Figure 3. The random walk is generated with one increment per time period and for the Brownian motion 100 increments have been used. The expected value of each increment is 0 since the up and down ticks is equal in size, on average, due to the distribution and since they have the same probability. The variance, given by the above formula, is thus 1 for the random walk and \(\frac{1}{100}\) for the Brownian motion.

![Figure 2. The trajectory of a symmetric random walk](image)

In Figure 2 we can see the same type of behavior as for the characteristics of how \(\epsilon\) has an effect on the cash flow from the software investment that was motivated above. Both examples show non-expected irregularities over time. The limitation of the symmetric random walk is that it is a discrete time process with only 1 increment per period of time. Since usage is assumed to be best approximated by a continuous process we will use the continuous time version of a scaled symmetric random walk instead, which is the Brownian motion seen in Figure 3.

---

1 For methods on how to generate Brownian motions using different software the reader is referred to e.g. Black (2005); Stojanovic (2002).
below. The scaled symmetric random walk is generated by scaling down the size of the steps taken by the symmetric random walk while speeding up the time in the function, i.e. adding more increments.

We shall make one technical note on the differences between the scaled symmetric random walk and the Brownian motion. The trajectories shown in the figures represent merely an example of both. For the case of the random walk it is one case of a finite set of trajectories. This is not true for the Brownian motion since the probability space for a continuous process is infinite. If we were to generate two examples of both processes, chances are that the second trajectory of the Brownian motion would differ more that the second trajectory of the scaled symmetric random walk due to the fact that it is a continuous process.

![Figure 3. The trajectory of a Brownian motion with $T=5$ and $N=500$](image)

Due to being a continuous process that is generated by letting $N \to \infty$, the Brownian motion provides us with a greater flexibility concerning when the effect of the consequences that cannot be measured at time $t$ can affect the cash flow. The trajectory in Figure 3 has a greater resemblance with the effect of $\varepsilon$ on the cash flow from the software investment then the trajectory in Figure 2. The effect of these consequences
with the time lag $\tau$ can now be modeled as a stochastic process, i.e. a sequence of random variables, on the probability space.

The Brownian motion is defined over a probability space which shall be defined rather intuitively. A probability space consists of the triple $(\mathcal{W}, F, P)$ where $\mathcal{W}$ denotes the sample space which is a set describing all possible outcomes of the cash flow. In a continuous time setting the sample space is infinite. The variable $F$ is the $\sigma$-algebra of subsets of $\mathcal{W}$, $F \in \mathcal{W}$, for which we assign measures, i.e. these are the events that are of interest for us. In continuous time $F$ will play the role of a filtration process. Finally, $P$ is a function assigning probability measures that assigns values from the set $[0,1]$, i.e. $0 \leq P(A) \leq 1$ to the event $A$ which is a subset of $F$. We also have $\sum P = 1$, $P(\mathcal{W}) = 1$, $P(\emptyset) = 0$, i.e. the sum of all probabilities equal 1 and the probability for the sample space is equal to 1 while the probability for the null set (denoted $\emptyset$) equals 0.

We will not go into more technical details here. The reader is referred to e.g. Aggoun & Elliot (2004); Jacod & Protter (2004); Papoulis & Pillai (2002); Shreve (2004) for a more complete discussion of probability theory and the underlying measure theory.

4.2 The explicit cash flow function for the software investment

Since the return is dependent on the consequences that can be measured and valued at time $t$ and time as a variable for expected usage which we allow uncertainty in, we must develop some methods for calculating the return over time. If the case of a deterministic function we would use total differentiation for expressing the total dynamics of the return and the chain rule for the rate of change in the chain reaction. Since stochastic functions are unpredictable, rules of deterministic calculus cannot be used. Rules of calculus for stochastic processes must therefore be used. These rules will be introduced after the stochastic cash flow function is
defined. Let the change, i.e. the derivative, of the cash flow function of the software investment be given by

\[ dCF = \mu(X,t)dt + \sigma(X,t)dB, \]  

(6)
given \( t \geq 0 \). In the above function \( \mu(X,t) \) is the drift of the process and \( \sigma(X,t) \) represents the diffusion of the process. The function states that the consequences that can be measured and valued increase over time. Time is included as a measure of usage which will increase over time. The function takes into account the uncertainty in the consequences that can be measured and valued at time \( t \), i.e. the time-independent consequences, as well as in the usage. The Brownian motion is included to capture the effect on the cash flow from the consequences that cannot be measured at time \( t \), i.e. the time-dependent consequences. We will use this stochastic differential equation (SDE) to model the cash flow.

The SDE above is suitable for the purpose of this thesis since it differentiates the changes in the deterministic trend, i.e. the drift, from the uncertain effect of \( \varepsilon \) which is captured by the diffusion of the process. In this way the time-independent consequences are treated separately from the uncertain effects from the time-dependent consequences that have an effect on the cash flow with a time lag \( s \).

### 4.3 The dynamics of the cash flow function

In order to express the dynamics of the above SDE we apply the stochastic counterpart of the chain rule, i.e. Ito’s lemma, on the SDE. Under the assumption that the cash flow function is twice differentiable with respect to \( X \) and once with respect to \( t \), the dynamics of the cash flow function is given by:
\[ dCF = \frac{\partial CF}{\partial t} dt + \frac{\partial CF}{\partial X_i} dX + \frac{1}{2} \frac{\partial^2 CF}{\partial X_i^2} (dX^2) \]  \hfill (7)

where

\[
(dX_i)^2 = (\mu, dt + \sigma, dB_i)^2 = \mu_i^2(dt)^2 + 2\mu_i \sigma_i dB_i + \sigma_i^2(dB_i)^2 = \sigma_i^2 dt
\]

given

\[
(dt)^2 = dtdB_i = 0, (dB_i)^2 = dt.
\]

This is the equivalent to:

\[
X(t) = X(0) + \int_0^t \mu(u) du + \int_0^t \sigma(u) dB(u) \hfill (8).
\]

There is no formal difference between the integral form and the differentiated form of a SDE since the integral only sums up the increments in the differentiation. Since we have the explicit form of the function we can rewrite the dynamics from the Ito formula into the form of our SDE and get

\[
dCF = \left[ \frac{\partial CF}{\partial t} + \frac{\partial CF}{\partial X_i} \mu(X_i,t) + \frac{1}{2} \frac{\partial^2 CF}{\partial X_i^2} \sigma^2(X_i,t) \right] dt + \frac{\partial CF}{\partial X_i} \sigma(X_i,t) dB_i. \hfill (9)
\]

The reader is referred to e.g. Malliaris (1983); Merton (1992); Øksendal (2003); Protter (2005) for the derivation and a more thorough discussion of Ito’s lemma and Protter & Jarrow (2004) for the history of stochastic calculus in finance.
Before solving the task of determining the return of the software investment we must define a martingale. We say that an adapted stochastic process is a martingale, \( M(t), 0 \leq t \leq T \), given a probability space if

\[
\mathbb{E}[M(t) | F(s)] = M(s)
\]

for all \( 0 \leq s \leq t \leq T \). This process has no tendency to rise or fall over time. If the process have a tendency to rise it is called it a submartingale and if the process have a tendency to fall it is referred to as a supermartingale.

Given the above we see that the Brownian motion is a martingale and so is our cash flow function if \( \mu(X_t) = 0 \), i.e. the cash flow function does not increase over time. Since we assume an increase in the cash flow function over time we need to transform the cash flow function into a martingale in order to find an explicit solution for return of the software investment. An intuitive interpretation of the above is to say that the martingale process maps the present value of the function. For a more thorough discussion of the above see e.g. Björk (2004); Karatzas & Shreve (2001; 2004); Musiela & Rutkowski (2005).

Given the above we can now develop the model which estimates the return of a software investment.

5. THE MODEL FOR ASSESSING THE ECONOMIC RETURN OF A SOFTWARE INVESTMENT

By applying Itô’s lemma, see e.g. Øksendal (2003); Shreve (2004), to explore the dynamics of the logarithm of Equation 6 we get the cash flow function for which the present value shall be calculated stated as
\begin{equation}
\frac{dCF}{dt} = \left[ \mu(X,t) - \frac{1}{2} \sigma^2(X,t) \right] dt + \sigma(X,t) dB_t
\end{equation}

in differential form. The expected value and the variance of Equation 10 are given by

\begin{equation}
E[CF_i] = CF_0 e^{\mu t}
\end{equation}

and

\begin{equation}
Var[CF_i] = CF_0^2 e^{2\mu t} \left( e^{\sigma^2 t} - 1 \right)
\end{equation}

with simplified notation, see Dixit and Pindyck (1994). By stating Equation 10 in integral form it becomes more obvious that it becomes the present value function for a software investment if a discount rate is added. Equation 10 can be written in integral form as

\begin{equation}
CF_i = CF_0 \exp\left\{ \int_0^t \sigma_s dB_s + \int_0^t \left( \mu_s - \frac{1}{2} \sigma_s^2 \right) ds \right\}
\end{equation}

with simplified notation where \( \exp \) denotes the exponential \( e \). The above formula shows how the continuous cash flows from the software investment are summed. In order to get the present value of the cash flows we introduce an adapted interest rate process \( R(t) \) and a discount process

\begin{equation}
D_t = \exp\left\{ - \int_0^t R_s ds \right\}
\end{equation}

with
\[ dD_t = -R_t D_t dt. \] (13)

The discounted cash flow function can now be stated as

\[ D_t CF_t = CF_0 \exp \left\{ \int_0^t \sigma_s dB_s + \int_0^t \left( \mu_s - R_s - \frac{1}{2} \sigma_s^2 \right) ds \right\}, \] (14)

and in differential form as

\[ d(D_t S_t) = \sigma_t D_t CF_t \left[ k_t dt + dB_t \right] \] (15)

where \( k_t \) is the market risk used as discount factor from Equation 3, which is defined as

\[ k_t = \frac{\mu_t - R_t}{\sigma_t}. \] (16)

For Equation 15 to be the final solution to the analytic model we must explicitly determine \( k_t \). This can be done by CAPM, see Sharpe (1964); Lintner (1965) and Mossin (1966). To use CAPM we need to predict the future return of the investment to be able to calculate the beta coefficient used in CAPM. In order to do so the return issue of a software investment is already solved. To overcome this problem we shall instead change the probability distribution for the future cash flows of a software investment. By doing so the cash flow function becomes a risk neutral process. Given a risk neutral process we can instead use a risk-free rate as a discount factor and still obey the law of one price.
5.1 The risk neutral solution

To change the cash flow process into a risk-free process, the Radon-Nikodym derivative, \( Z \), is introduced. The Radon-Nikodym derivative is defined as:

\[
Z = \frac{dQ}{dP}.
\]  

(17)

The Radon-Nikodym derivative derives the \( Q \)-probability measure, i.e. the risk neutral probability measure, from the \( P \)-probability measure for which the Brownian motion was defined. For it to be relevant to change measure form \( P \) to \( Q \), the two measures must be equivalent, i.e. \( Q(dZ) > 0 \) if and only if \( P(dZ) > 0 \). To ensure this we impose that

\[
Q(W) = \int W Z(w) dP = EZ = 1
\]

and by rules of complement the zero set must have a zero probability under either measure. For \( Z \) to be useful we state the process that is follows as:

\[
Z_t = \exp\left\{-\int_0^t k_s dB_s - \frac{1}{2} \int_0^t k_s^2 du\right\},
\]  

(18)

and

\[
\tilde{B}_t = B_t + \int_0^t k_s du
\]  

(19)

given

\[
E \int_0^T k_s Z^2 du < \infty.
\]  

(20)

The above is known as the Girsanov theorem, see e.g. Shreve (2004), which can be understood as Radon-Nikodym derivative for continuous
time processes. Equation 20 is known as Novikov’s condition which is imposed so that the variation of the Radon-Nikodým derivative stays finite. Equation 16 defines a new Brownian motion which is defined under the $Q$-probability measure. The point of using the Girsanov theorem is to change the mean of the process while leaving the uncertainty structure, i.e. the variance, unchanged. In that way the risk-free rate of return can be used as the discount factor instead of the market risk calculated by CAPM.

The new stochastic process for $Z_t$ is a martingale that we will use to change the mean of the cash flow function for the software investment while leaving the variance structure unchanged, i.e. we subtract the risk premium and make the process risk-free. We see that the process of $Z_t$ will do so by observing the way that $k_t$ is a part of the process. The last formula above (the Novikov condition) is imposed so that the Radon-Nikodým derivative process does not vary too much i.e. stays finite.

The process $\tilde{B}_t$ is a new Brownian motion which is a martingale defined over a new probability space $(Q, F, W)$ instead of $(P, F, W)$. This new probability measure $Q$ is a risk-neutral probability measure and the process thus becomes a martingale. The reason why we will use the risk-neutral measure is that we can then use the risk-free rate of return as a discount factor and thereby we do not have to determine the “correct” risk premium for the investment.

Given the above we can now state the final analytic model for assessing the economic return of a software investment. We do so by first by re-writing Equation 11, given the $Q$-probability measure, as

$$ D_s CF_t = CF_0 + \int_0^t \sigma_s D_s CF_s d\tilde{B}_s . \quad (21) $$
The cash flow function for the software investment has now a mean rate of return that equals the interest rate process under $Q$. This can be verified by substituting $dW_t = -kdt + dB_t$ into Equation 12 which then becomes

$$dCF_t = R_tCF_tdt + \sigma_tCF_tdB_t.$$  \hfill (22)

We can now solve for the analytic solution for the economic return of a software investment. We do so by first replacing the integrals in Equation 8 by their equivalents under the $Q$-probability measure, i.e.

$$\int_0^t \sigma_s dB_s - \int_0^t (\mu_s - R_s)ds.$$  \hfill (23)

The final step is to subtract the investment ($I$) from the function and by doing so we get

$$CF_t = CF_0 \exp\left\{\int_0^t \sigma_s dB_s + \int_0^t \left( R_s - \frac{1}{2} \sigma_s^2 \right) ds \right\} - I_0.$$  \hfill (23)

Equation (23) is the NPV function that by which the economic return of a software investment is assessed. For more about the used approach, see e.g. Shreve (2004).

6. CONCLUSIONS

This paper it has shown how the economic return of a software investment can be assessed. It has shown how the cash flow function for a discounted cash flow model can be developed and implemented. The discounted cash flow model is chosen since the value maximization proposition is seen as the goal function of the firm and the NPV is aligned with the value maximization proposition.
The assumption underlying the approach used in this paper is that usage leads to consequences which have to be transformed into cash flows. One class of consequences \( (X_t) \) does not pose any problems since we can measure them and value them, i.e. transform them into cash flows when they occur. The second class of consequences \( \varepsilon \) is more problematic to incorporate using traditional (naive) DCF models, i.e. DCF models based on deterministic cash flow functions, due to their characteristics. They are argued to be non-measurable at time \( t \) and therefore we cannot value them at the same time \( t \), i.e. the do not affect the cash flow at that time period. It is argued that the effect of \( \varepsilon \) on the cash flow is lagged with \( s \) periods, where \( s \) is a random variable.

To incorporate \( \varepsilon \) in the cash flow function a Brownian motion is used to impose the characteristics of \( \varepsilon \). The final step in deriving Equation 23 is the change of probability measure on which a new Brownian motion is defined to govern the effect of \( \varepsilon \) on the cash flows. By doing so the risk-free rate of return can be incorporated into the cash flow function as a discount factor and the economic return of a software investment can be assessed.

### 6.1 Suggestions for further research

Little is known the realization of the cash flow from different types of software investments. Do all types of software investments produce consequences that fit the categorization made in section 3? Can all consequences be mapped into cash flows using the developed model in this paper? Although being a categorization on a general level there ought to be differences between the characteristics in cash flows from different types of software investments.
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ABSTRACT
This paper shows how real option theory is useful to manage uncertainties in software development projects. The paper show how the option to defer, the option to scale up and the option to abandon create flexibility and add value while decreasing the project uncertainty. The numerical modeling in this paper is done in a two-period discrete time setting using equivalent martingale measures to enforce a risk-neutral expectation. The
cash flow uncertainty is modeled via a multiplicative binomial process. The analysis is concluded with an empirical validation of the circumstances under which these options can be created in most software development projects. The paper ends with suggestions for further research.
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1. INTRODUCTION
The valuation of a software investment has been argued to be an difficult task (e.g. Irani et al., 2007; Borenstein and Betencort, 2005; Milis and Mercken, 2004; Serafemidis and Smithson, 2000). To a large part this problem is argued to stem from the fact that software investment is inherently more uncertain than traditional investments (e.g. Fichman, 2004; Halikainen et al., 2002).

As a way to overcome the difficulty of software investment valuation, a great deal of attention has been devoted to real option theory, see below for literature review. Most of the papers that constitute this research apply continuous-time models to analyze the value of an option in the software investment. This paper adds to that research developing a discrete-time model that is based on fewer assumptions to show the added value form the three most arbitrarily real options. The paper also discusses how these real options can be incorporated in more or less all software investment projects.

The remainder of the paper is organized as follows. Section 2 introduces real option theory. Section 3 discusses how real option theory has been used previously in software economics. Section 4 develops the model
and shows the value added by the three options to a software investment decision. Section 5 draws the conclusion of this paper.

2. A BACKGROUND TO REAL OPTIONS
A real option can according to e.g. Amran and Kulatilaka (1999); Dixit and Pindyck (1994); Copeland and Antikarov (2003) be defined as the right to undertake an action for the future at a predetermined price for a predetermined period of time. From a valuation or point of view there is a great difference between static e.g. discounted cash flow (DCF) based models such as the net present value (NPV) calculation and dynamic valuation model. The difference is that the latter types of models can take into account the managerial flexibility in the sense that decisions can be altered which results in added economic value. This managerial flexibility is found in the possibility to adapt and revise previously made decisions when additional information becomes accessible. This results in reduced uncertainty being incorporated into the chain of decisions. The value of the investment therefore changes from value calculated by traditional NPV,

$$NPV = -I + \sum_{t=0}^{T} \frac{E(CF_t)}{(1+k)^t}$$

(1)

to

$$ENPV = NPV + O,$$

(2)

which will be denoted the expanded NPV (Trigeorgis, 1996) and where $O$ denotes the extra value that the new opportunities, i.e. real options, add. In the NPV calculation, Equation 1, $I$ denote the cost for the initial, $CF$ denotes the cash flow that the firm receives at time $t$ and $k$ denotes the opportunity cost of capital. $E$ is the expectation operator that takes
into account the uncertainty of the future cash flows when it is assigned values below one. If there is no uncertainty about the future cash flows \( E = 1 \) and Equation 1 is the traditional NPV criterion. More formally \( E \) is the probability measure for the state that yields the cash flow and is govern by \( 0 < p_i < 1, \sum_i p_i = 1 \) where \( p \) denotes a probability measure.

When \( E \) is assigned values below one as required above, Equation 1 assesses the investment value using decision three analysis (DTA), see e.g. De Reyck et al. (2008) or Smith and Nau (1995) for a discussion of the differences between NPV and DTA. Equation 1 is subjected to the constraint \( \text{MAX}[\text{NPV}, 0] \), which makes sure that decision maker acts according to the value maximization proposition as defined in e.g. Jensen (2001), i.e. only undertakes investments that creates more money than is consumed by the investment. This constraint is also valid for the expanded NPV decision for obvious reasons, i.e. Equation 2.

To benefit from the extra value added by real options there are three underlying assumptions that must hold true for the decision setting according to Dixit and Pindyck (1994; 1995a; 1995b). Firstly, we must be able to defer the investment if market conditions require so, i.e. it cannot be a now or a never investment decision. This assumption would not be controversial for most investments since most investments can be timed by the firm and started when most appropriate given a time interval. This would hold true for most software development projects.

Secondly, the investment must be fully, or at least partly, irreversible, i.e. it must involve a sunk cost. This assumption is likely to be true for most types of investments since if a project is abandoned or sold, the salvage value is not likely to cover the total cost spent on the project or the cost of purchase due to depreciation, in a wider sense, of the product. This
assumption implies that if it is a now or never type of investment then the investment must be fully reversible for the NPV criterion to make sense. Given that this study deals with software investments this is not a valid assumption since the secondary market for software is not an efficient market and we cannot capitalize the total value of the software.

Thirdly, there must be an uncertainty regarding one or several of the variables that determines the value of the investment, e.g. output prices or input costs. This assumption can be seen as a consequence of the assumption made about the world and more concretely implies that we do not possess full knowledge about the future. This assumption is valid for software investments as seen later in this paper.

2.1 Option terminology
As indicated by the term “option” it provides the right to undertake the action but not the obligation to do so. Given the definition of a real option it becomes clear that a real option plays the same role for real investments as the more known financial option does for financial investments. A financial call option gives the holder the right to buy the underlying asset at a predetermined price, the exercise price \((K)\), whereas a financial put option gives the holder the right to sell the asset for the exercise price. If the option is an European style the transaction takes place at a predetermined date, i.e. the exercise date and if it is an American style option the transaction can take place up until the exercise date.

Since the option provides the flexibility of whether to exercise the option or not we will only exercise if the option is in the money. In the case of a call option this means that the spot price \((S)\) of the underlying assets exceeds the exercise price of the option. For a put option we have the opposite relationship, i.e. the \(K\) should exceed \(S\) for option to be exercised. If we have the opposite relationship for the call and the put options the option is out of money and should not be exercised. Option pricing, i.e.
valuation, is therefore based on the optimal choice where we prefer more over less. The boundary condition for the value option value can be more formally stated as

$$\text{MAX}[S - K, 0]$$ (3)

for a call option and as

$$\text{MAX}[K - S, 0]$$ (4)

for a put option. The valuation of the option is based on a MAX-formula to capture the managerial flexibility. The reader is referred to Hull (2008) or McDonalds (2005) for a more thorough discussion concerning financial option pricing.

2.2 Different types of real options
Since real options define opportunities for the future we can distinguish between different types real options depending on the type of situation we analyze and the type of uncertainty we are trying to hedge. What is common to them all is that they can be defined with the help of their American financial counterparts. The following types of real options are discussed by Copeland & Antikarov (2003):

- **Deferral option**
  The option is the right to delay the undertaking of the investment, i.e. an American call option.

- **Option to abandon**
  The option to abandon the project at a predetermined price, i.e. an American put option.

- **Option to contract (scale back option)**
An option to sell of a part of the project, i.e. an American put option. The option to scale back can be viewed as special kind of a option to abandon where only a part of the of underlying investment is abandoned.

- **Option to expand**
  An option to increase the scale of the project, i.e. an American call option. This type of option is also referred to as a growth option.

- **Option to extend**
  An option to extend the life-span of the project, i.e. an American call option.

- **Switching option**
  A portfolio of call and put options depending on the type of strategies for the project that can be switched among at a predetermined price, i.e. input or output is changed for a predetermined price.

- **Compound option**
  Options on options, the existence of a sequential option is dependent on exercising a previous option, i.e. American call and put options depending on the underlying option.

- **Rainbow option**
  An option which value is driven by several sources of uncertainty.

- **Compound rainbow option**
  Options on options that derives their values from several sources of uncertainty.

In the above description the reference has been given to American options because it is more realistic that the decision must not be made on a single point in time but instead during a fixed interval of time. For an in-depth discussion about the seminal papers behind the different types of real options the reader is referred to Schwarz and Trigeorgis (2004) or
The first time the term real option occurred in a paper was 1977 when Stewart Myers discussed growth options in Myers (1977) as mean to describe the difficulty to use DCF based models to assess the value of sequential investments where the positive value comes from the subsequent investment. DCF based models do not capture this flexibility in the decision setting since they were developed to value static financial assets, e.g. fixed income assets and residual income assets. A similar analysis was also made by Kester (1984). Although these papers formalized the critique of DCF based models and argued for a different view on real investments due to the embedded options in many investments the term options and its relation to business owners was already discussed in Fisher (1930).

2.3 What drives the value of a real option?
The following six variables and their impact on the value of a real option are discussed by Copeland et al. (2000).

- The value of the underlying asset, i.e. the real investment
  Given the two boundary conditions for the call and put value above it is clear that the value of call based option is positively correlated with the value of the underlying investment. For put based option the opposite relationship is true.

- The exercise price
  Given the two boundary conditions for the call and put value above the value of a call based option is negatively correlated with the exercise price. For put based options the opposite relationship holds true.

- The time to expiration
As the time to expiration increases so does the value of the option regardless of whether it is a call or a put based option. This is because the time for entering the in-the-money zone increases and therefore also the value of the option.

- The uncertainty of the value of the underlying investment
  Both call and put based options values are positively correlated with uncertainty of the underlying asset since it provides a setting for managerial flexibility. The uncertainty referred to can be of two general types; inner and outer. Inner uncertainty relates to the technical uncertainty in the production of the goods or services and therefore drives the cost uncertainty. Outer uncertainty denotes the market uncertainty concerning the demand and prices that the goods and services are (expected to be) sold for. In most types of real options we only allow for one specific source of uncertainty but when valuing rainbow options we explicitly take into account the different sources of uncertainty and their effect on the value of the investment.

- The risk-free rate of return
  Call based option will be positively correlated with the risk-free rate of return. This is because the risk-free rate of return is underlying all returns and if it increases, the compounding of the funds needed to finance the exercise price increases with an increasing risk-free rate of return. For a put based option the relation becomes opposite, with the same line of reasoning.

- Dividends paid by the underlying asset
  Call based options will be negatively correlated with cash flows from the underlying investment. This is can be understood given the definition and usage of real options; if the option is not called, we do not own the underlying investment and therefore do not receive the cash flows. In the case of put based options the rela-
tion is the opposite since we receive the cash flows before we sell of parts of the investment or the entire investment.

3. REAL OPTIONS IN THE SOFTWARE ECONOMICS LITERATURE
Real option techniques have been used for some time now in the software economics literature and were introduced given the same critique of standard DCF based models in the corporate finance literature. However theses DCF based models are not widely used by companies when software investments are valued, see e.g. Klecun and Cornford (2005); Milis and Mercken (2004); Irani (2002); Ballantine and Stray (1998) for literature reviews and empirical evidence on the topic, and Walter and Spitta (2004) for critical review of a priori valuation techniques.

The use of DCF based models have been argued to less suitable, or even not suitable at all, for software investments due to the characteristics from these investments, see discussion and literature review in McGrath (1997); Lefley (1994) and see Powell (1992); Ashford et al. (1988) for an opposite view of the issue. The consequences form a software investment are said to be more uncertain than the consequences an “ordinary” investment in the sense to what extent and when they have an effect on the cash flow, see e.g. Numminen (2008a; 2008b) for a more thorough discussion about the consequences from a software investment and their effect on the cash flow.

Real options have been used in the software economics literature as one way to overcome the above problems and as a way to include flexibility in the development of software to decrease the uncertainty in the projects. Early works include Clemmons (1991), that discusses strategic opportunities in software investments, Dos Santos (1991) discusses embedded options in software for future investments based on the same
technology, i.e. compound options, using Magrabe’s (1978) model. Kambil et al. (1993) illustrate how different real options create value by future growth or cost saving by studying whether or not a pilot project shall be undertaken using Cox et al’s (1979) model. Common for the latter two papers is that they study the value dependency between a pilot project and a follow-up project that is created by exercising the embedded option. This methodology is also proposed by Chalasani et al. (1998) and Erdogmus (2002) when it comes to software development decisions instead of Bayesian decision theory, as pioneered by Boehm (1984), for settings when the prototyping decision can be deferred.

Other researchers have looked at how different models for real option valuation can be used to assess the value of IT and software investments. Benaroch and Kauffman (1999; 2000) studied how Black and Scholes (1973) model can be used to assess the flexibility value of a investment in an electronic banking system and how to manage the uncertainty in the investments. Panayi and Trigerorgis (1998) used the same model to analyze a two-stage decision in a telecom investment in Cyprus and modeled the growth option as an European call option. Schwartz and Zozaya-Gorostiza (2000; 2003) used Pindyck’s (1993) model and the model developed by Schwartz and Moon (2000) to evaluate under what circumstances a software shall be developed and when it shall be acquired. Benaroch (2002) and Benaroch et al. (2006) studied what types of real options to plant into software development project to manage different types of risks in software development.

Other problems that have been studied is the inter-uncertainties between two projects and value of exchange one project for another. Kumar (1996; 1999) used Magrabe’s (1978) model to evaluate the option to exchange an uncertain cash flow for another uncertain cash flow by studying the value of a decision support system in several settings.
Other studies in software economics using real options includes Favaro et al. (1998) where the strategic value to reuse software is studied based on contingent claim analysis, i.e. option analysis, to show the value of flexibility. Taudes (1998) and Taudes et al. (2000) studied how software platforms provide growth options for future applications and thus incorporating flexibility in the value creating process. A similar problem is studied in Fichman (2004) where a model is developed to analyze when a firm shall take the leading role in emergent technologies, i.e. software platforms.

The above discussion of the previous research of real options in software economics is provided to give a brief introduction to the different ways real options have been used in previous software economics literature. The main point is that due to the economic characteristics of a software investment, a real option approach to the investment valuation has been able to handle the present uncertainties, by incorporating flexibility, better than traditional static approaches. For more comprehensive literature reviews the reader is referred to e.g. Benaroch et al. (2005); or Fichman (2004).

4. HOW FLEXIBILITY ADDS VALUE IN A SOFTWARE INVESTMENT

This section will show how the three most basic real options add value to a software development project as well as how they can be used to manage different uncertainties for the software development project. The common feature for all three of them is that they can, more or less, easily be planted into most software developments projects. We will also show the resulting asymmetry in the payout of the option and why the NPV rule does not lead to optimal decisions under these circumstances.
Assume that a firm develops a software that will in one year either provide a cash flow of 90 million \((CF^+\)) or 30 million \((CF^-\)) depending on the market situation. Assume further that in two years the cash flow from the software will grow by 80% into 162 million \((CF^{++}\)) or further decrease by 60% to 18 million \((CF^-\)). The cash flow function is thus a stochastic process following a multiplicative binomial process with \(CF_{t=0} = 50\) that moves up with \(u = 1.8\) and down with \(d = 0.6\) given a risk-free rate of return of 8% \((r)\). Should the firm make the investment if the software costs 103 millions \((I)\) to develop given that the risk-adjusted cost of capital is 20% \((k)\), i.e.

\[
k = \frac{E_{t=0}(CF_{t=1})}{CF_{t=0}} - 1 = \frac{0.5 \times 90 + 0.5 \times 30}{50} - 1 = 0.2, \text{ and the probability for up } (p) \text{ and down movement } (1-p) \text{ in the economy is 0.5? See Figure 1 below for the complete graphical illustration of the cash flows for this decision setting.}
\]

\[
p = 0.5 \\
90 - 103 \\
54 \\
30 \\
18 \\
(1-p) = 0.5
\]

\[
t = 0 \quad 1 \quad 2
\]

Figure 1. General cash flow setting for the software investment decision
If behaving according to the static NPV criterion, i.e. Equation 1, the value of the software project is

$$NPV = -I + \frac{\hat{p}CF^+ + (1-\hat{p})CF^-}{(1+k)} + \frac{\hat{p}^2CF^{++} + (1-\hat{p})^2CF^{--} + 2\hat{p}(1-\hat{p})CF^{+-}}{(1+k)^2}$$

\[
= -103 + \frac{0.5 \times 90 + 0.5 \times 30}{1.2} + \frac{0.5^2 \times 162 + 0.5^2 \times 18 + 2 \times 0.5^2 \times 54}{1.2^2}
\]

\[
= -103 + 50 + 50 = -3
\]

and the firm should not proceed with the investment since the expected present value of the future cash flows is less than the cost for the development of the software. By going forward with the investment anyway would result in erosion of the value of the firm and is not inline with the value maximization proposition, i.e. the goal function of the firm.

In the above example we have used the marketed asset disclaimer (MAD) in the calculation of $k$ instead of the a market-based replicating portfolio in accordance to the arguments given by e.g. Copeland and Antikarov (2003).

4.1 The option to defer the investment
The above calculations are based on the assumption that the firm can make the investment now or never. This may not always be the case. If market conditions, e.g. competition, copyrights, etc, may allow the firm to wait until the market uncertainty has been reduced before the investment is made. Instead of making the investment at $t = 0$, the firm can choose to wait one year before developing and releasing the software and by that base the decision on the realized information of the market condition. The question is whether this would make a difference for the value of the software development project.
To simplify the valuation of the new mutually exclusive opportunity we are going to introduce risk-neutral valuation. The reason for doing so is that by introducing the option to the decision setting we change the cash flows yielded given the investment. The cash flows now becomes asymmetrical and require that \( k \) is not a general measure for the opportunity cost of capital but must be determined for each node in the decision tree that is effected by the option. Introducing risk-neutral valuation makes the valuation more general and allows us to use the risk-free rate of return as a discount rate, which is not determined by the uncertainty inherent in the individual investment. The risk-neutral probabilities are determined by Equation 5 below,

\[
q = \frac{(1 + r) - d}{u - d}
\]

(5)

given \( d < (1 + r) < u \) for an up movement and \((1 - q)\) for a down movement, see e.g. Copeland and Antikarov (2003) or Trigeorgis (1996) for a derivation of Equation 5 or the seminal papers by Harrison and Kreps (1979); Harrison and Pliska (1981) for a more technical discussion on the mater. This gives us \( q = \frac{(1 + 0.08) - 0.6}{1.8 - 0.6} = 0.4 \) and \((1 - q) = 1 - 0.4 = 0.6\) for the present setting.

Note that the value of the investment is the same under the two measures given the same setting, i.e.

\[
NPV = -I + \frac{qCF^+ + (1 - q)CF^-}{(1 + r)} + \frac{q^2CF^{++} + (1 - q)^2CF^{--} + 2q(1 - q)CF^{-+}}{(1 + r)^2}
\]

\[
= -103 + \frac{0.4 \times 90 + 0.6 \times 30}{1.08} + \frac{0.4^2 \times 162 + 0.6^2 \times 18 + 2 \times 0.4 \times 0.6 \times 54}{1.8^2}
\]

\[
= -103 + 50 + 50 = -3.
\]
since the risk-neutral probability for higher cash flows are lower whereas the probability for lower cash flows are higher. It must be stated, however, that risk-neutral probabilities are not a measure for the degree of belief that an event will occur but simply mathematical measures that allows risk-free valuation. Risk-neutral probabilities simplify the valuation since fewer variables must be estimated empirically.

We can now value the software project when we have the option to defer the investment one year. If investment is not made at $t = 0$ but instead at $t = 1$ we can instead deposit the $I$ for a year in a bank account earning the risk-free rate of return and therefore the true cost of the investment at $t = 1$ is $103 \times 1.08 = 111.24$ in a risk-free world. The cost for making the investment at $t = 1$ will be denoted $I_D$. The setting for the new investment decision can be depicted as shown in Figure 2 on the following page.

The difference between this valuation setting and the original setting is that there may occur a negative cash flow at $t = 1$ and that we are using the risk-neutral probabilities and thereby the risk-free rate of return as a discount factor.
The keyword in the above paragraph is *may* since the firm has the option to take the action but not the obligation. The firm will therefore only exercise the option if it is in line with the value maximization proposition. To value the decision, let the value of the first up state $V^+$ and the value of the first down state $V^-$, and let $+$ and $-$ denote up and down state generally. Then,

$$ENPV^+ = \text{MAX} \left( V^+ - I_D, 0 \right)$$

(6)

and

$$ENPV^- = \text{MAX} \left( V^- - I_D, 0 \right).$$

(7)

The intuition behind Equation 6 and 7 is that the firm will only undertake the development if the responding value is greater, if not; the firm
chooses not to exercise the option and get 0 in cash flows from the option. This makes sense according to the value maximization proposition since the value of the node consists of the cash flow of the period plus the present value at $t = 1$ of the expected future cash flow, i.e.

$$ENPV^+ = \max[90 + (0.4 \times 162 + 0.6 \times 54)/1.08 - 111.24, 0] = 68.76$$

and

$$ENPV^- = \max[30 + (0.4 \times 54 + 0.6 \times 18)/1.08 - 111.24, 0] = 0.$$

The value of the investment at $t = 0$ is then

$$ENPV = \frac{qENPV^+ + (1-q)ENPV^-}{1+r} = \frac{0.4 \times 68.76 + 0.6 \times 0}{1.08} = 25.47$$

and the value created by the flexibility in the deferral option is worth according to Equation 3.2

$$O = ENPV - NPV = 25.47 - (-3) = 28.47.$$

The numerical example above shows that the value of the investment increases substantially if we take into the ability to time the investment. The ability to time the investment turned an investment with a -$3 million NPV into an investment worth undertaking, $ENPV = $25.47 million, when the market uncertainty was reduced by deferring the development one year. In the above case, the option premium accounted for more than 27% of the investments gross value. The flexibility to defer a software investment could be planted in most software development projects where there is no contractual release date, or when breaking the contract is more beneficial due to value from the option. There could
exist market conditions that make planting options pointless, e.g. no future uncertainty over critical variables or first mover advantages. The reader is referred to e.g. Shapiro and Varian (1999) for a more thorough discussion on the latter point.

4.2 The option to expand
Assume that the firm goes ahead with the investment based on the static NPV calculation anyway although the negative NPV as indicated by the software economics literature on evaluation, see e.g. Irani (2002) or Small and Chen (1995) for discussion of this. Could this be justified from an economic standpoint of view?

Assume that the firm can choose to invest an additional $50 million \((I_E)\) to develop complementary software in \(t = 1\) that reuses vital components from the initial developed software. The development of the new software will influence the cash flow for the firm by doubling the cash flow in \(t = 2\) but will otherwise, apart from the additional investment, resemble the original decision setting, i.e. the static NPV case. The additional investment requires that the initial investment is made can be viewed as an sequential investment in the form of a growth option, i.e. an option to expand the business. The growth option enables the firm to expand the portfolio of software for a lower investment cost by reusing components from previous software. This is more cost effective than starting from scratch every time new software is developed.

How will the growth option change the value initial decision setting? The first thing to note is that the additional investment is an opportunity for the firm and must not be undertaken. So, for the decision setting to change, the firm must choose to exercise the option. The firm should only do so if it provides a greater value than otherwise in accordance with the value maximization proposition. The cash flows for the new decision setting can be depicted as below in Figure 3
The value of the investment can then be determined by assessing the value of $V^+$ and $V^-$ by modifying Equations 6 and 7 to see if the firm should undertake the additional investment i.e. exercise the option to expand the software project. The value of the decision in the up and down state in $t = 1$ can now be stated as

$$ENPV^+ = \max(0, V^+ - I_E)$$  

(8)

and

$$ENPV^- = \max(0, V^- - I_E).$$  

(9)

The intuition behind Equations 8 and 9 is the same as in valuation of the option to deferral; the firm will only undertake the additional investment if incremental value is created. This is implemented in the above equations only looking at the maximum of the two choices. So, zero in the
equations refers to getting no value from the decision and the node is valued as in the initial investment setting. The value of the up and down state is then

$$ENPV^+ = \text{MAX} \left[ 90 + \frac{0.4 \times 324 + 0.6 \times 108}{1.08} - 50, 90 + \frac{0.4 \times 162 + 0.6 \times 54}{1.08} \right] = 220$$

and

$$ENPV^- = \text{MAX} \left[ 30 + \frac{0.4 \times 108 + 0.6 \times 36}{1.08} - 50, 30 + \frac{0.4 \times 54 + 0.6 \times 18}{1.08} \right] = 60.$$

The above calculations show that if the market conditions are favorable, the firm shall go ahead the sequential investment. But, if market conditions turn unfavorable, the firm shall not go ahead with the sequential investment since the discounted expected cash flow does not exceed the investment cost for the additional software.

The value of the software development project at $t = 0$ with the option to expand is

$$ENPV = \frac{qENPV^+ + (1-q)ENPV^-}{1+r} - I_0 = \frac{0.4 \times 220 + 0.6 \times 60}{1.08} - 103 = 11.81$$

and according to Equation 2 the flexibility to expand the investment is worth

$$O = ENPV - NPV = 11.81 - (-3) = 14.81.$$
The above example shows that the option to expand an investment can turn an investment that should be rejected into an investment that should be undertaken.

The option to expand the software or parts of it in other software projects is common in many types of software project. Examples of this is platform based software development where the same platform is used as an underlying component for more than one software, see e.g. Nummien and Wrenne (2009; 2010). Another type of development strategy where this line of reasoning can be seen as the underlying value creation is software product line engineering. A software product line is a portfolio of software systems that are created from a shared set of software resources and components see e.g. Clements and Northrop (2001) for further discussion. The most simple and general setting for the option to expand is the possibility to launch a subsequent version or add-ons to already existing software. By the same line of reasoning, investments in the software architecture can be motivated as options to expand rather than just viewing them as costs as suggested by e.g. (Kazman et al., 2001).

4.3 The option to abandon
This section will discuss another setting under which the software project could be justified even though the firm chooses to go ahead with the investment in $t = 0$, i.e. the initial setting with the standard NPV-valuation.

Assume that the firm can sell of the software or parts of it if the firm cannot capitalize it due to market conditions as discussed by e.g. Brereton et al. (2002); Traas and van Hillegersberg (2000). The term option to abandon is instead of option to abandon or scale back to simplify to notation without loss of generality.
Assume that the abandonment will yield $40 million if the firm chooses to do so in $t = 1$. The firm will only do this if it is profitable for the firm to do so. The firm will only exercise the option to abandon the software project if this increases the value of the investment. The cash flow for software development project can be depicted as shown in Figure 3.4 below when the abandonment option is included.

\[
\begin{align*}
q &= 0.4 \\
V^+ &\land 40 + 90 \\
-103 &\land V^+ &\land 40 + 54 \\
(1 - q) &= 0.6 \\
V^+ &\land 40 + 18 \\
\end{align*}
\]

$t = 0$ $1$ $2$

**Figure 4. The cash flow setting for the option to abandon**

The intuition behind the cash flows in Figure 4 is that the firm will choose the highest cash flow it can get in $t = 1$. The choice is to keep the investment and get the cash flows from $t = 2$ or to sell of the investment and get the pre-contracted or known salvage value of $40 million. The choice of the firm is based on the value in the up and the down state which can be stated as

\[
ENPI^+ = MAX( A + CF^+, 0 )
\]  

(10)

and
\[ ENPV^{-} = \text{MAX}(A + CF^{-}, 0), \]  

(11)

where \( A \) denotes the value of the abandonment value of the software and \( CF^{+} \) and \( CF^{-} \) denotes the cash flow in the up and down state. The 0 denotes as previously the value of the option if it is not exercised.

The value of the of the up and down state is then

\[ ENPV^{+} = \text{MAX}[90 + 40, 90 + (0.4 \times 162 + 0.6 \times 54)/1.08] = 180 \]

and

\[ ENPV^{-} = \text{MAX}[30 + 40, 30 + (0.4 \times 54 + 0.6 \times 18)/1.08] = 70. \]

Based on the above calculations, the firm will choose to exercise the option to abandon if the market turns down since the abandonment value of the option is greater than \( E[CF_{i=2}]/(1+r) \), i.e. the expected cash flows at \( t = 2 \) discounted back to \( t = 1 \).

The value of the software development project with the option to abandon it is then

\[
ENPV = \frac{qENPV^{+} + (1-q)ENPV^{-}}{1+r} - I_0 = \frac{0.4 \times 180 + 0.6 \times 70}{1.08} - 103
\]

\[ = 2.56 \]

and the value of the flexibility that the option has added is

\[ O = ENPV - NPV = 2.56 - (-3) = 5.56. \]
The possibility to abandon the software project has turned negative NPV investment which should not be undertaken into an investment which adds value to firm instead and should be undertaken. This will hold true as long as the firm can resell the software project above to a minimum price which can be determined for this example by solving

\[ ENPV' = \frac{qENPV^+ + (1-q)ENPV^-}{1+r} - I_0 = 0 = \frac{0.4 \times 180 + 0.6 \times A_{MIN}}{1.08} \]

\[-103 = 0 = 35.4\]

where \( A_{MIN} = CF^+ + A \). As long as the firm can resell the software project for a higher price than $35.4 million the investment is worth undertaking from an economical stand point of view in accordance to the value maximization proposition.

In this example the abandonment option is discussed in the case where the firm can resell the software or parts of it. This opportunity is only created if there is someone else who can use the software or the components that is sold. The value of the exercise price can therefore be argued to be negatively correlated with the degree of asset specificity since low degree of asset specificity increases the potential area of use for the software or the components of the software that is being sold, see Zaher and Venkatraman (1994); Malone et al. (1987); Williamson (1985) for a discussion of the different dimensions of asset specificity. For software components, this would imply that more general components such as e.g. software architectures and software platforms would yield a higher exercise price than specific applications as implied by Numminen and Wrenne (2009).
5. DISCUSSION
The fundamental conclusion from the examples in this paper is that real options decrease uncertainty by creating flexibility and therefore adds value to the investment. The value added creates a asymmetry in the cash flows from the investment which makes it cumbersome to use the standard NPV-calculation in the valuation. To use the NPV-calculation the marginal cost of capital ($k$) must be recalculated throughout the cash flow nodes to cover the correct risk. From a theoretical point of view, this paper has shown that a software development project meets the conditions previously discussed for option valuation to better capture the true value of the investment.

The three basic real options exemplified in this chapter, the option to defer, the option to expand and the option to abandon, each have added value to the investment and turned an investment not worth undertaking into a profitable investment worth undertaking. The options have not only added value but have also hedged the underlying uncertainty present in the setting for the decision, i.e. the cash flow uncertainty.

The valuations of the three different types of real options in this chapter are all based the general valuation of financial call and put options. The options to defer and to expand is a call option for the entire investment or for parts of the investment whereas the option to abandon the investment is put option for the underlying asset or a part of it. This similarity can be seen by comparing the boundary conditions used in the valuation of the different options with Equation 3 and Equation 4. More specifically, the types of options used in this chapter resemble European style options based on dividend paying underlying assets. This makes the Black and Scholes option pricing model not applicable. On a general level, most software developing projects would resemble American style options, as argued before, but since the exercise time has been predeter-
mained in the numerical examples discussed in this chapter the options are of European style.

By creating different portfolios of the basic real option exemplified in this chapter, all real options discussed earlier can be derived. Depending on the uncertainties present in the decision setting, different types of real options become relevant to plant by redefining the decision setting. The portfolios of these options would in most cases be as easy to plant into software investments and could hedge more kinds of uncertainties than exemplified in the examples presented here. By adopting the methodology presented in this chapter, more complicated and realistic investment decisions can thereby be analyzed.

Finally, the examples in this paper analyze the investment from the developer’s point of view. However, the methodology is general and same type of examples could be set up for an acquiring firm’s point of view as well to hedge the uncertainty in those decision settings. The option to expand exists every time when the firm is buying module-based software. Buy buying the basic module the option to expand this software exists and should be exercised when needs for additional modules occur. The firm is at the same time using an option to defer the acquisition of modules that are not needed in the present. When the firm has acquired the software it always has the option to abandon by stopping the usage of the software. If it is leased software the firm gains the savings on not having to pay for the leasing. If the firm has the ownership over the software the firm will exercise the option if cost of usage exceeds the gains from usage.

5.1 Suggestions for further research
This paper has shown the value that is added by three different types of real options and how they can be incorporated in most software development projects. Most papers using real option theory in software eco-
nomics is still theoretical papers and there thus exists a need for empirical studies on the topic.

There is a need for studies that analyses the effect on software developments project given an option based development strategy. To be able to further develop the theoretical basis for option theory in software economics it is important to understand the setting of the decisions that are analyzed.

Further, there is need for a reality check on if and how option theory is used by software developing firms so that appropriate models can be developed. If option theory is not used to the extent it can to help managers in making these decisions under uncertainty due to the complexity of using some of the real option models, there is an even greater need for empirical research on how to overcome this. There may also be need for theoretical work on developing simplified models that still captures the essence of option theory but are easier to implement.
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ABSTRACT
The research about open source (OSS) software has mainly been focusing on three issues: Firstly, why do individuals, and to some extent firms, participate in the developing these software. Secondly, what types of business models can be derived for firms from OSS:s, and thirdly, some
research has focused on the adoption issues of OSS. This paper takes a different view on the third issue in relation to previous research by viewing OSS as a software investment where the option to customize the software is included. The main part of this paper analyses the value that is created by that option and how much the software shall be customized.
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1. INTRODUCTION
The economics of software has taken the full loop to some extent. In the early time of the personal computer (the 1950’s) software was freely distributed with the computer that you bought and it was not until later that you had to pay for the software that you wanted for your computer (Glass, 2004), see Glabel (1991) for a historical discussion on the matter. Today software has to some extent become free again via open source software. Some even predict that OSS will lead to the end of proprietary software (Raymond, 2000). If OSS will lead to the end of proprietary software is for the future to show it will have some impact on the market for proprietary software since it changes the market structure and the equilibrium under which the software market is functioned under. Some general evidence for this can be found by studying other markets where a low-price alternative has entered, see e.g. the effect on the European aviation industry when Ryanair and other price-cutters entered the market.

Under what circumstances is software OSS? According to the open source initiative (www.opensource.org) there are 10 criteria that must be met for the software to be classified as an OSS. The 10 criteria for the license are:
1. Free redistribution of the software
2. The software must include the source code
3. You are allowed to modify the source code
4. Must respect the integrity of the authors source code
5. May not discriminate against person or group
6. May not discriminate against field or endeavor
7. The rights to software is freely redistributed
8. The rights to program is not attached to an eventual distribution that the software is a part of
9. The license may not restrict use of other software
10. The license must technology neutral

For more on the specific meaning of the different criteria the reader is referred to www.opensource.org or sees Riehle (2007) for the implications or Krishnamurthy (2003) for discussion about different types of OSS licenses. Open source software can be found in many of the major types of software applications; Linux among operating systems, MySQL among database applications, Open Office among office software packages and Firefox among web browsers just to name a few. For a greater discussion concerning the history and origin of OSS see Lerner & Tirole (2002; 2005).

2. PREVIOUS RESEARCH ON OSS
Research about the economics of OSS has been conducted for some years now. As with any research, several streams of research have evolved within the field. The larger scope of this research has been focuses on incentives of individuals to participate in OSS development. Lerner & Tirole (2001) discusses career concern incentives and ego gratification as examples of benefits from participation. Johnson (2001) develops a game theoretical model to show why an purely self-interested
programmer would want to participate in an OSS project. Engelbrecht (2006) adds on to this research by analyzing how trust and the average happiness in a country correlates with OSS. Roberts et al. (2006) studied the Apache project to see how intrinsic and extrinsic motivation affects participation and performance.

Other research focus on the business models for profit seeking firms participating in OSS projects. Raymond (2000) indentifies seven different types of business models that a firm can apply involving OSS and also discuss real-life firms who have done so. Mustonen (2001) develops a model to analyze the economic interaction between a proprietary software monopolist and the open source community. Lerner & Tirole (2000) also looks at the interaction between closed form software and OSS and the reasons for why the firm encourages their employees to participate in OSS projects.

Other research has focus on the adoption of OSS, Katsamakas & Xin (2005) develops a model to analyze under what conditions a firm will adopt an OSS. They conclude that the decision is based upon network effects, the fit with existing applications used by the firm and the IT capability of the firm. Aija & Wu (2007) empirically studied the issue of reusing components of OSS and found that companies can get productivity increases and quality increases given reuse of code. Another stream of research has focused on at the overall success of OSS by its parts, Bonaccorsi & Rossi (2003) apples Schumpeter’s three-phase innovation axis (invention, innovation and diffusion) to study the motivation to participating in free development and how this development is coordinated with our proprietary rights, and finally the diffusion of OSS in a proprietary surrounding. Glass (2004) looked at the general economic circumstances for OSS.
This literature review is in no way complete and for more about the different research conducted concerning on OSS see the literature reviews in Schiff (2002) and Katsamakas & Xin (2005).

2.1 Aim of the paper
Although the above research, there is however little research conducted concerning the decision making in the individual firm that faces the choice between OSS and proprietary software and the investment it involves. This paper looks at four different adoption decision as investment decisions. These four decision situations are differentiated based upon the firms approach towards the software. In this paper we see usage of the software as the underlying value creation process. Given this, the firm has an option to increase the usage by customizing the software for the users and specific needs of the organization. Further, since the firm does not have the same total cost for the software as they would have for a strict proprietary similar software on the market, the level of usage do not need to be as high for the investment to be justified.

This paper will analyze four different situations: 1). When the firm does not make any adjustments to the software and there is no investment cost. 2). When the firm does not make any adjustments to the software but there is a non-zero investment cost. 3). When there is uncertainty about the future level of usage for a given level of customization costs. 4). When the customization cost is uncertain for the future level of usage.

To show the value of the option, a one period model will be developed for both situations. The underlying assumption for the modeling is that the uncertainty is resolved after one period. The second situation will be used as a base case for the analysis. This situation will use a traditional Net Present Value (NPV) valuation to assess the value of the decision and will be used as a benchmark for situation 3 and situation 4.
The rest of paper will be organized as follows. Section 3 will lay the basis for the assumed economic behavior of the firm and Section 4 will develop the underlying theoretical tools used in the analysis of the decision settings. Section 5 will present the analysis of the four different decision situations analyzed in this paper and section 6 concludes the paper with discussion and conclusions as well as suggestions for further research.

3. THE SETTING FOR THE DECISION
Since this paper examines the economics behind various situations concerning the adoption of an OSS we need to assign the economic view of the firm. We need to do this so an decision rule can be designed for the firm to act in accordance with. Therefore, throughout this paper we therefore make the assumption that the firm is acting in a rational manner. To do so the firm will only make decision for which the outcome will create more benefits in comparison to the cost associated with that decision. This behavior is referred to as the value maximization principle by e.g. Jensen (2001a; 2001b) or Rose (1999) and is a somewhat standard assumption about the firms behavior in financial economics.

4. Underlying theories for the modeling
In this paper, the cash flow function $CF$ is modeled as a function of the usage of the software:

$$CF = f(u)$$

(1)

where $u$ denotes the usage of the software. A cash flow is defined as the residual between cash in to the firm and cash out from the firm, see e.g. (Berk & DeMarzo, 2007) for a more precise definition and discussion. The intuition behind the functional form of the cash flow function comes from the IS/IT literature, see e.g. Straub et al. (1995), Devaraj &
Kohli (2003) or Venkatesh et al. (2003) for a discussion concerning software usage and the effect on firm performance. The actual usage of the software is uncertain in most cases and hence also the expected usage. However, in accordance with the software economics literature, in order to affect the cash flow the usage must be affected. Davis (1989) and Taylor & Todd (1995), among others, argue that perceived ease of use and perceived usefulness is positively correlated with software usage. This is the core of what creates the need for adjusting the software for the individual needs of the organization. If the firm adopts an OSS they will have the option to do so because of the access to the source code of the software, which according to above must be distributed with the software. In this way the firm has acquired a real option to increase the usage of the software and hence increase the cash flow. The firm can thereby decrease the uncertainty of the expected usage.

In this paper, a real option is defined as a right, but not an obligation, to take some action in the future and in most cases the right would be for a predetermined price and for a predetermined time, see e.g. Dixit & Pindyck (1994; 1995), Trigeorgis (1996) or Copeland & Antikorov (2003). Real options have clear resemblance to financial options and any real option can be designed by using standard American call options and put options, see Hull (2006) for more on financial options.

4. THE FOUR DIFFERENT DECISION SITUATIONS
This part of the paper will present the four different situations that the firm faces concerning the OSS. For each situation we will provide the conditions under which the firm shall undertake the investment that the decision concerns and also the value of the OSS.
4.1 Situation 1

Under this situation the firm does not plan to make any changes to the software and hence chooses not to exercise the option embedded in the software. The value of the software can then be assessed by calculating the NPV as follows:

\[
NPV = -I + \sum_{t=0}^{T} \frac{CF_t}{(1 + k)^t} = \sum_{t=0}^{T} \frac{CF_t}{(1 + k)^t}
\]

(2)

where \(k\) denotes the opportunity cost for the capital used for the investment, \(t\) denotes time and other variables as above defined. Although the software is free of charge for the firm there still exists an opportunity cost for the firm. The opportunity cost of capital is the measure for the cost of forgoing the best use of these resources. The resources used in this situation are captured by \(I\) which is assumed to be zero.

According to the decision rule

\[
\text{MAX}[NPV, 0]
\]

(3)

the investment shall be made iff, i.e. if and only if, the discounted cash flows exceed the resources used. This result is under the assumption that the firm uses its funds in a rational way.

Situation 1 would capture the situation if the firm is adopting the OSS from a strict cost saving perspective compared to proprietary software. Under this situation the firm shall adopt the software under any level of usage however low it may be since it results in a positive \(CF\). By doing so the firm would act in accordance with Equation 3. Since the firm is not customizing the software it is assumed that it will start receiving cash flows immediately.
4.2 Situation 2

In situation 2 the firm is still not considering making any changes to the software but \( I \) is non-zero. The value of the software can then be assessed by:

\[
NPV = -I + \sum_{t=0}^{T} \frac{CF_t}{(1+k)^t}
\]

(4)

where variables as above defined and the firm is expected to decide according to Equation 3.

Even though the software is an OSS we assume that \( I \) in Equation 2 is non-zero because of e.g. implementation costs for software. The firm shall therefore not adopt the software under any level of usage because it provides a positive \( CF \) as in situation 1 given the type of software discussed. The result in situation 2 is true even under no uncertainty because of the non-zero \( I \) since the investment is irreversible, i.e. \( I \) is a sunk cost. The implication of going from situation 1 to situation 2 is that the investment is no longer fully reversible since the non-zero \( I \). The firm cannot disinvest at a zero cost at a later time period if the usage of the software turns out to be lower for any reason. Since the firm is not customizing the software it is again assumed that it will start receiving cash flows immediately.

4.3 Situation 3

In situation three we will make the decision setting more realistic by introducing uncertainty in the future usage resulting in uncertainty in the expected future cash flow. That expected usage is an uncertain variable is a key factor underlying much of the research in the software economics field (e.g. Taylor & Todd, 1995) and much research is conducted to develop models to predict and explain individual usage of software, see e.g. Venkatesh et al. (2003) for a review of these models.
But as we will show below, it may be rational for the firm to spend additional resource, i.e. increase $I$, in adjusting the software under the assumption that it will increase usage and therefore increase the expected cash flow from the software. This, on the other hand, makes the investment more irreversible compared to situation 2, since additional resources have been spent that the firm cannot recover if the investment turns out to be a bad investment.

In order to incorporate the uncertainty in the usage and hence the cash flow we assume the cash flow can either increase by $u$ or decrease with $d$ and that the uncertainty is resolved after one period. This means that if the cash flow goes up, it stays up, i.e. usage has increased and has stabilized, or if the cash flow decreases, it stays down, i.e. usage decreases and stabilizes. This period can be seen as an adoption period for the software where we learn the actual stable usage over time, i.e. the diffusion curve of the software, see e.g. Fichman & Kemerer (1997; 1999). Since there is an uncertainty to whether the usage will increase or decrease, we will incorporate this uncertainty by stating that there is a $q$ probability that $u$ will occur and a $1-q$ probability that $d$ will occur. We can now express the value of the software as

$$\sum_{t=1}^{T} CF_u^t - \sum_{t=1}^{T} CF_d^t$$

We apply the same decision rule to Equation 5 as to the above situations, e.g. Equation 3. The main difference between Equation 5 and Equation 4 is that Equation 5 for takes into account the change in the cash flow and the likelihood of that change; we therefore call it $NPV_{DTA}$ where $DTA$ stands for Decision Tree Analysis.
If the firm chooses to exercise the option to customize software Equation (4) will no longer capture the value of the software. We assume that it takes one period to adjust the software for the organization and that the total investment cost for the software is then $I^+$ including the costs for adjustments. Not that the firm will not receive any cash flows under the first period since the software is not in use. This means that the firm will have to take that into account that the customized software must earn additional long time cash flows to compensate for the loss of first year cash flow. We will denote this long term level of cash flow $CF_{BE}$ and define $p^*$ as the probability that the break even cash flow will be the true state. Given this, it will be rational for the firm to go ahead with the investment if

$$NPV_{ROA} = -I^* + p^* \sum_{t=1}^{T} \frac{CF_t^*}{(1+r)^t},$$

s.t. $CF_t^* > CF_{BE}$ where $CF^*$ denotes the cash flow from the customized software. The decision rule for Equation 6 is same before, i.e. Equation 3. The value of the option ($OV$) will then be

$$OV = NPV_{ROA} - NPV^*.$$  

The intuition behind Equation 7 comes from flexibility that is included in Equation 6 but not in Equation 4 because Equation 6 includes the value created by the fact that the firm has an opportunity to make a choice to customize the software to increase the perceived ease of use and perceived usefulness of the software. Note that according to the constraint for Equation 6 states that the option only adds value of the customization makes results in cash flow exceeding the break even cash
flow level. If not, the customization only increases the investment cost for the firm and yields no added cash flow.

### 4.4 Situation 4

The last situation to be analyzed is how much money is rational for the firm to invest in customizing the software. In order for the firm to act in accordance with Equation 3 the firm can either maximize the cash flows for a given amount of invested funds, or the firm can minimize the invested funds for a given level of cash flows. Given situation 3 the firm faces a threshold level for the cash flow that must be exceeded for the firm to exercise the option to customize. This threshold level for the customized software is the break even cash flow. If the cash flow does not exceed $CF_{BE}^*$ the additional costs for the customization will be a sunk cost for the firm. So for the firm to minimize the investment for a cash flow above the break even cash flow the shall go ahead with the investment if

\[
NPV_{ROA} = -I_{MIN}^* + \rho * \sum_{t=1}^{T} \frac{CF_t^*}{(1 + \delta)^t}
\]  

\[s.t. \ CF_t^* > CF_{BE}^*.\]  

The decision rule for Equation 8 is the same as previously, i.e. Equation 3 and the value of the option can be assessed by Equation 7.

The intuition behind Equation 8 is that the firm wants to minimize the total cost of the software for a given level of cash flow above the break even cash flow. The firm will therefore only invest at the minimal level for each marginal increase of usage given the restriction to the optimization problem.
5. DISCUSSION AND CONCLUSIONS

This paper has shown that cost savings may not be the only reason why a firm will adopt an OSS. The greater value from an OSS may come from the option to customize the software in an effort to maximize the cash flows from the usage. Given an OSS the firm has the flexibility to decide upon how much to customize the software and therefore different firms may use the same software to a different extent. This flexibility is not included in proprietary software or at least not at the same cost. For the option to be included in proprietary software it would most likely have to be bespoke software. The decision to order bespoke software would change the decision setting entirely because of the increase in the cost that the firm faces.

The main conclusions of this paper are if the firm is only adopting OSS for cost reasons it shall do so if it results in usage and therefore positive cash flow. By doing so, however, the firm misses out on the value from the option to customize the software and increase the cash flow. The latter is due to increased usage because of if perceived ease of use and perceived useful of the software. The firms shall however only invest in customization as long as it provides marginal increase in usage that motivates the cost of customization.

As a final note about the analysis in this paper it should be noted that the analysis is not limited to the case of OSS. The analysis is general and also applies for proprietary software as well. The difference is that we would have a non-zero investment for the software and therefore, C. P., it would require higher usage for the investment to break-even. Therefore it could be argued that customization is even more important to increase the adoption of the software although the firm must pay for this option.
The managerial implication of this paper is that the firm has to decide upon how the OSS is going to be adopted based upon the expected result. An OSS is from an economic standpoint a resource as any other asset in the firm and shall therefore also be treated under the value maximization proposition. The basic underlying message to management from this paper is that an OSS provides an opportunity not included in standard proprietary software and could increase the value of the investment if dealt with correctly.

Since the economic circumstances concerning OSS from a firm point of view is still rather unknown, there needs to be more research conducted concerning how firms reason about adopting OSS. The common view is that adopting OSS is a cost saving strategy but it instead be a benefit increasing strategy. It is therefore proposed that more empirical studies are conducted concerning the adoption of OSS and especially at firms that have made modifications of the OSS to study the economic outcome of it.
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ABSTRACT
The process of developing software requires a substantial investment and the project has several sources of uncertainty. One part of this uncertainty is the inner uncertainty, i.e. the uncertainty related to the cost and time for developing the software. The second part of the uncertainty
is the outer uncertainty, i.e. the market uncertainty whether the investment will yield a positive return or not.

This paper looks at how the uncertainty associated with software development can be managed. For this purpose, a development model is constructed by analyzing three video games that have become successes for different reasons. The video game industry is used as a benchmark since video games exhibit the same type of uncertainties as software but in a more extreme way while sharing the same product characteristics which makes the comparison possible.

The theoretical point of departure for the analysis is based upon the latest innovation and strategy research. Recent innovation and strategy literature stresses that flexibility in the development not only adds value to the project but also decreases uncertainty in the project because of real options planted into the project. In this paper we focus on how these options were planted into the video games and the result of it. We argue that the possibility to plant these real options is directly related to the use of a platform based development strategy. These video games were chosen so that three different types of platforms could be identified. Each of these platforms resulted in a different type of a real option for future product development.

The analyses focus on the uniqueness in the different platform in the sense that they lead to a competitive advantage for the firm from which different types of real options for future product development can be derived. The general analysis of the platform based development strategy results in three implications for software development. The paper ends with conclusions and suggestions for further research.
KEYWORDS
Platforms, Real options, Software development, Video game Uncertainty

1. INTRODUCTION
The market for software has grown rapidly in the last decades as a result of this and software developing thereby has evolved into a major industry. When developing software, there are several different types of uncertainties facing the project; see e.g. Tüysüz & Kahraman (2006); Pennock & Haines (2002); Ropponen & Lytinen (2000) for discussions concerning this. In general terms these uncertainties are associated with the cost of developing the software, the time to market for the software or the return that the software will yield. On the other hand, this is general for more or less all projects but these uncertainties have been argued to more severe for software projects (Fichman, 2004; Hallikainen et al., 2002; Anandarajan & Wen, 1999).

This paper will use successful examples from the video game industry as a benchmark to draw lessons about how the software industry can manage the uncertainties associated with developing new software. From an investment point of view, developing a video game is an uncertain and expensive project with costs exceeding several million US dollars (Jacobs & Ip, 2005) and this would be the same for more or less any software. The uncertainty in recovering the investment cost is due to the shorter and shorter shelf-time a video game gets because consumer preferences are becoming more and more diversified and changing in a faster pace (Jacobs & Ip, 2005; Readman & Grantham, 2006). This aspect is more extreme in the video game industry because of greater competition in comparison to the general software industry. This and the general similarity between the products make the video game industry a suitable benchmark industry.
In analyzing the video game industry, this paper draws upon recent findings from the strategy and innovation literature to analyze how the uncertainty in the videogame development can be managed and ultimately reduced. Innovations, according to Schumpeter (1949) are classified in five different types: new products, new production methods, new sources of supply, exploitation of new markets and new ways of organizing activities. The focus in the literature has been primarily on the first two (Fagerberg, 2003). These two, also known as product innovation and process innovation, is about new or improved products and improved ways to produce these products.

This paper focuses on new and improved ways of developing software, i.e. process innovation by the use of platforms. In this paper we refer to a strategy as, according to e.g. Johnson and Scholes (2006), the direction and the scope of an organization over the long time. A development strategy is then about how a product goes from an idea to a finished product. This paper will be based on the recent literature from the innovation and strategy literature about service platforms and real option as the theoretical framework.

The analysis in this paper is based upon three different video games to highlight different aspects of the developing phase. The focus is on what type of platform that was created and what kind of options for the future this provided and ultimately, how did this affect the uncertainty in the development phase. Because of this focus, the descriptions of the specific video games will be deliberately kept short. In the discussion of the three video games references to other games may occasionally be made to further point out the relevance of platform or the option. The three video games were chosen so that three different uses of platforms can be analyzed.
This paper differs from previous research in the area by not focusing on the platform as an operating system or as parts of the source code from other software as e.g. Taudes et al. (2000) and Fichman (2004). In this paper the platform is viewed more generally as the underlying fundament that provides the opportunity for developing a new product. In similar way this paper differs from other papers using real options not as a capital budgeting technique, see e.g. Benaroch et al. (2006) for a literature review, but by viewing real options as a flexible method for implementing and executing strategies. The remainder of the paper is organized as follows: Section 2 introduces service platforms and real options and Section 3 discusses the three examples from the video game industry. Section 4 provides the analysis of the three examples and section 5 discusses the implications for software development. The paper ends with conclusions and suggestions for further research in section 6.

2. SERVICE PLATFORMS AND REAL OPTIONS

We define service platform as "a combination of established service processes and service systems within an organization that forms the basis for the development of two or more service concepts." This definition is based on the literature on services and service development and the fact that services are often described as consisting of three parts: service concept, service process and service system (Edvardsson et al, 2000). The essence of a service platform is that it creates conditions for a number of different service concepts. Service concepts show how the company meets a customer and what the customer receives. This is the part that the customer pays for and where the great variety is needed and also where alternatives exists.

Service processes and service systems may with this approach be standardized and made common to a number of different service concepts.
Somewhat simplified it can be said that the service process and service system is uninteresting for the customer. Yet much of the focus of service research has been in these areas (Goldstein et al, 2002).

The definition above means that a service platform may consist of a complex combination of e.g. a process and a number of physical or technical resources. This combination is developed in order to be used alone or as part of a larger process and service system, to develop a number of different concepts and services.

The platform can be developed in two fundamentally different ways. The platform can be developed as such from the beginning or the platform can be identified in an existing service or from a part of a service. In this paper the platforms are generated in the latter way.

A real option can, according to Copeland & Antikarov (2003), be defined as the right, but not the obligation, to undertake an action for the future at a predetermined cost for a predetermined period of time. This definition is similar to the definition given by Dixit & Pindyck (1994) and Amran & Kulatilaka (1998). There are several types of real options suitable for different type of settings; see Copeland & Antikarov (2003) for a discussion about the different types of real options.

However, the common denominator for all different types of real options is that they all can be defined by their financial counterparts, i.e. American call and put options. This simplifies the terminology without loss of generalization and is the terminology used in this paper. An American call option gives the right, but not the obligation, to buy the underlying asset for a predetermined price until a predetermined time. An American put option gives the owner the right, but not the obligation, to sell the underlying asset for a predetermined price until a predetermin-
terminated time. We will refer to these options as call and put options in the rest of the paper. The value of a real option is therefore depending on the same underlying variables as a financial call option or put option. The reader is referred to e.g. Hull (2005) for the technical discussion about the underlying variables and how the affect the value of the different financial options.

In this paper we will focus on how these options can be planted by the use of platforms and what opportunities it has created for the future actions as well as the effect on the uncertainty in the innovation cycle. The main idea behind an option perspective is to incorporate flexibility in the decision making by realizing that decisions concerning tomorrow is best made based on tomorrow’s information, although we must make the decision today. To do so we must move away from static decision making models and plant options to allow for flexibility in the decisions we make today and postpone the final decision until we have the relevant information.

There are three circumstances that must be present in the decision setting for the option view to be relevant according to Dixit & Pindyck (1994); firstly, the investment cost must be (or at least partly) irreversible, i.e. involve a sunk cost. Secondly, there must be a possibility to defer the investment if needed or wanted, i.e. it cannot be a now or never setting. Thirdly, there must be some uncertainty about the future regarding. This uncertainty can be of an inner kind or of an outer kind as well as a combination of the two. Inner uncertainty refers to the cost uncertainty of the production of the product. Outer uncertainty is the measure for the uncertainty about the market conditions for the product.
3. THE THREE VIDEO GAMES

This part of the paper will discuss the three video games that will serve as examples for the analysis of how a platform based strategy can be used to manage uncertainties during the development of software innovations. Besides a short description of the different games, the discussion will outline the platforms in the different examples and what type of option that was planted for future actions.

3.1 Sims

The first type of platform discussed is the game concept behind the award winning and commercially successful Sims. The first Sims was released in 2000 and was developed by Maxis and published by Electronic Arts. Since then several expansion packs and sequels have and are planned to be released. For more information concerning Sims the reader is referred to http://thesims.ea.com/

What we refer to as the game concept here is the real-life simulation and the game environments in which different characters play a role in Sims, i.e. the different types of societies where the game is played. The success with Sims gave Electronic Arts the call option to reuse the game concept as a platform for developing new versions of Sims. The sequential versions of Sims also became successes as result of the well established platform. The game concept also included toolkits which gave the player the option to customize the gaming experience (Prügl & Schreider, 2006). These toolkits were developed by Electronic Arts as well as by other players.

3.2 Unreal

The second type of platform discussed in this paper is the award winning game engine Unreal Engine developed by Epic for their first-shooter game Unreal that was released in 1998. The game engine has then been further developed into Unreal Engine 2, Unreal Engine 2.5 and Unreal
Engine 3. For more information about the video game Unreal and the Unreal Engine the reader is referred to http://www.unreal.com/

Given the functionality of the game engine, Epic got a put option to license their game engine as a platform for other studios to use when developing their games. Examples of video games developed with the Unreal Engines, apart from later releases of the video game Unreal, include Medal of Honor, Army of Two as well as cartoon shows as Lazytown on the Nickelodeon channel.

3.3 World of Warcraft
The third type of platform discussed in this paper is the use of extension packs for video games. The example explored here is the various paths, i.e. expansion packs that have been released to World of Warcraft developed by Blizzard Entertainment. World of Warcraft was first released in 2004 with two expansion packs released in 2007 (The Burning Crusade) and 2008 (Wrath of the Lich King). For more information about World of Warcraft the reader is referred to http://www.worldofwarcraft.com/

The platform in this case is the original game itself that provided the call option to expand the game by releasing different paths for the game giving new functionalities by introducing new parts to the game environment.

4. ANALYSIS
Based on Section 2 and 3, this section discusses what kind of uncertainty was reduced by the use of a platform to plant options for future actions. The section is concluded with a discussion of the proposed model in this paper.

The common denominator for all three examples above is that the uncertainty in the development cycle was reduced due to the options
planted by the investment made in the platforms. These investments created future opportunities for the firm to exercise. In the Sims example outer uncertainty was reduced since sequential products were based on the same concept that made the original game popular. The new versions were developed given a large customer base with a known preference for the game. By innovating within the boundaries of the game concept, Electronic Arts kept renewing the game given the players preferences. This is not the same as saying that given a strong first release a sequential product should be released but merely that the firm has an option to do so. There are numerous examples of where the sequential video game has failed and the option should not have been exercised since the platform was not strong enough.

In the second example concerning the game engine Unreal, Epic reduced the inner uncertainty for further innovations, not only by using Unreal as game engine for later games, but by using its put option to license the game engine to other studios and thereby partly financing their own development costs. From a different view this also reduced the outer uncertainty for Epic since their games was no longer the only source of revenues. By this, Epic will make money even when their competitors are selling video games given that they are using the Unreal platform. In this case the platform resulted in a broadening of the product portfolio and Epic has now a more diversified product portfolio made up of different types of products.

In the third example about World of Warcraft, Blizzard reduced inner and outer uncertainty. By releasing paths instead of entirely new video games, the installed customer base could be recapitalized and made further locked in. This decreases the uncertainty of losing the customers to a competing game which is sold for a higher price than the path. The inner uncertainty is reduced for at least two reasons. Firstly, most of the
inputs to the paths are based upon World of Warcraft and thereby already developed. Secondly, the paths represent smaller developing projects and would therefore require less development funds ceteris paribus.

The great difference between the three above examples is what constitutes the platform that provides the option. In the Sims example it is only a part of the product, i.e. the game concept that constitutes the platform that defines the option for future innovations. This is similar to the Unreal example where the development of the video game led to the development of the platform, i.e. the game engine that was used in the game. The great difference of what constitutes the platform becomes clear in comparison with the World of Warcraft example where the entire game is the platform that is reused with the paths. Another difference between the examples is type of option created and the implication of that option.

The options created in the Sims example as well as in the World of Warcraft example are options that have provided the firm itself with the opportunity for sequential investment for new games. The opposite can be seen from the Unreal example where by using the option to license the game engine other firms can innovate using the platform. This strategy has made Epic less sensitive to the outcome of their own games since they made money on the licenses from the game engine. So in this example the platform provided a diversification of the risk rather than only a platform for future innovations for Epic.

Although the above, it should not be concluded that strong platforms always results in successful games and that the options always should be exercised. An example of this is the Godfather game series by Electronic Arts that is based upon the successful film series with the same name. In this example we see the story behind the movie series as the platform
and the games as product developed based on that platform. Although
the strong story to develop games from, the released games received
rather poor reviews. The point to be made here is that no matter how
strong the platform is, it only serves as an option to develop a game. It is
then up to developers to make the best out of the platform for the final
game to became well received, i.e. even though the option creates flexi-
bility, management skills is needed to determine which options to exer-
cise and which not to.

4.1 Model of the proposed strategy
Based on the discussions above, Figure 1 below shows the general model
depicting the relationship between platforms, options and software de-
velopment with reduced uncertainty.

![Figure 1. Platform based development strategy](image)

Figure 1 highlights the underlying methodology for software develop-
ment proposed in this paper whereas Figure 2 below shows the implication of how the platform can evolve during a development cycle and how new options are created that results in different new products. The key issue is that the platform can evolve in different ways depending on the type of products that is developed using it and therefore different options for the future are planted. In Figure 2 this is exemplified by products $A, \ldots, F$. All these products are in one way or another based on that product $A$ is developed. Product $B$ and $D$ are made possible by differ-
ent parts of product $A$, i.e. there is an option to develop these prod-
ucts based on the platforms from product $A$, as shown by the arrows in
Figure 2. These platforms then evolve when products $C, E$ and $F$ are
developed by including more of the former products into the platform.
The point of doing so is to make the development less uncertain and to decrease the development cost and time.

To pinpoint the role of and the relation between the platform and the resulting options, the below distinction is made concerning the type of uncertainty that is reduced by the different types of platforms:

<table>
<thead>
<tr>
<th>Type of Platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept</td>
</tr>
<tr>
<td>Kind of uncertainty</td>
</tr>
<tr>
<td>managed</td>
</tr>
<tr>
<td>Options planted</td>
</tr>
</tbody>
</table>

Table 1. The relation between the type of platforms and the of options

From the examples above we distinguish between what constitutes a content platform and a production platform. The former is illustrated in the examples of Sims and World of Warcraft where the platform is made up by the concept of the game, i.e. what the customer (the player) perceives. The second type of platform which is referred to as a production platform is illustrated in the Unreal example. This type of platform does not necessarily influence what is perceived by the customer but how it is
produced by the developers. The concept and the production platform play different roles in managing the uncertainty in the development of the product. A concept platform primarily influences the outer uncertainty, i.e. what is developed. The concept platform takes advantage of maintaining the consumer preferences from previous products and thereby decreasing the outer uncertainty. A production platform is managing the inner uncertainty, i.e. how the product is produced. The production platform reuses production processes and therefore reduces the inner uncertainty.

Finally, we differentiate between the types of options that are created by the platform. A production platform provide the developing firm with a new developing process that they can use themselves in the future but they can also sell the license to others. In this way they can decrease their own development costs but also earn revenues from the platform. The concept platform, on the other hand, primarily creates new opportunities to develop new versions of the product or similar products based on the original product.

As a final note to the analysis it would be ideal, based upon the proposed strategy in this paper, to develop the platform first since it maximizes the available options for future product development. Although this may not be the typical development strategy we are shortly going to mention one game developed in this way. Skate is a skateboarding game developed by EA Black Box that was released in September 2007. The game was developed around its “flick it” control system that was developed long before the game concept was finalized. The “flick it” control system can be seen as the platform that made big difference between how Skate is played in comparison to other similar games, e.g. Tony Hawk Pro Skate, and what created the intuition behind how the game was played, which made the game into a great success. The game became the best-selling
game in its genre and the sequel, Skate 2, has also, much anticipated, recently been released. For more information about Skate the reader is referred to http://www.skate.ea.com/.

5. IMPLICATIONS FOR SOFTWARE DEVELOPMENT

As a result of the analysis we will discuss three implications for software development. Firstly, software developers should develop a more insightful view of what the core product really is that customers, today and in the future, are willing to pay for. As seen in the Unreal case, the core product became the Unreal game engine which made development of new product possible not only for Epic but to other via suing the Unreal engine. The platform thus created the different options for future strategies.

Secondly, the software developer should have a more portfolio based view on their product line when it comes to the development strategy instead of focusing on the individual software, as suggested by Krueger (2006). Beinhocker (1999) discusses Microsoft in the early days as an example of a firm using a portfolio based development strategy for planting options for the future.

Thirdly, developing firms and individual developers shall adopt more evolutionary strategies, as in the Sims example, instead of revolutionary strategies. This gives a more adaptive strategy and decreased the irreversibility of the development and therefore reduces the uncertainty during the development as well as shortening the time-to-market for the software. Another important aspect of evolutionary strategies is that they keep the options alive longer which allows the firm to exercise the options when it is most profitable to do so and when the uncertainty has been minimized.
6. CONCLUSIONS

This paper has shown the advantages of implementing a platform based strategy when developing software and that platform advantages can be explained with option theory. However, it is wrong to say that a platform based development strategy is always successful. This paper has shown that even the use of a strong platform can lead to products that turn out to be less successful.

This paper identifies two different types of platforms depending on the function they play. The two types of platforms identified in this paper are called production platforms and concept platforms. The definition given in this paper of a service platform maps the combination of established service processes and service systems as the basis for the development of new services. This is in line with the production platforms discussed in this paper. The latter type, the concept platforms, identifies the platform in another part of the service, the service concept. This is not how platforms are discussed in previous service platform literature.

As shown in the analysis, the two types of platforms manage different uncertainties in the development. Production platforms reduce the uncertainty in how software is developed which was referred to as inner uncertainty in the discussion concerning real options, while a concept platform reduce uncertainty in what is developed and how the product is accepted by the market, i.e. the outer uncertainty. As a result there is a difference between which type of options are planted by the two types of platforms. A concept platform would primarily plant call options for future development. A production platform on the other hand may plant call and/or put options depending on how it is managed.
6.1 SUGGESTIONS FOR FURTHER RESEARCH

Based on the conclusions, the two types of platforms have implications for the definition of a service platform. These implications need to be further analyzed through more research in the aim of finding a unified definition that can include both types of platforms. Moreover, the two types of platforms need to be confirmed by further studies. An appropriate way to do this is through empirical studies of the software development processes. These studies should also take into consideration whether there are differences between how various types of development companies manage their platforms.
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ABSTRACT
The innovation process of developing new software is a challenging job and an uncertain process because of the tasks associated with the development. These uncertainties can be categorized based on what drives the uncertainty. In this paper we separate between inner and outer uncertainty. Inner uncertainty stems from how a software product shall be
developed and the cost associated with it. The outer uncertainty stems from what software product shall be developed and the revenues associated with it.

This paper draws on theories from innovation and development research to develop a model to analyze how the uncertainty during a software development project can be managed. In doing so, we take a supply side view on software development where the firm does not merely respond to given market needs in the development cycle but instead plays a more active role. We operationalize the supply side of the innovation process in the software development by developing a model where we analyze how service platforms create real options for future innovations. An empirical study has been conducted to examine whether and how platforms are used in software development to plant options for future innovations as suggested by the model. The study was conducted at a company that primarily develops IT-phone-service products.

This study shows that the company use platforms for the development of their products. Further, it is a prerequisite for developing software at the pace as well as the cost and the quality demanded by their customers. The platforms play different roles in the development depending on the product being developed. The study describes the development of two different products and how the platforms are used in different ways in the development of these products. The differences in the use of platforms is partly because of the different nature of the products but also due to the market maturity of the software, this result in a difference in the kind of real options that is created for the future. The study shows that both inner and outer uncertainties are reduced by the use of platforms in the development phase.
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Innovation, Platform, Real Option, Uncertainty Reduction, Software Development

1. INTRODUCTION
The role of developing software is challenging due to the different types of uncertainties in the process, see e.g. Tüysüz and Kahraman (2006); Pennock and Haimes (2002); Ropponen and Lyytinen (2000) for a more thorough discussion about this. In this paper, in accordance with e.g. Dixit and Pindyck (1994), we use a general categorization of the different types of uncertainties in a software development project based on what drives the uncertainty. Inner uncertainty is referred to for the activities that drive the cost uncertainty of the project, e.g. the time it takes to develop the software and the cost attached to it. Outer uncertainty is referred to for the activities that drive the market uncertainty for the project, e.g. consumer preferences for the type of software developed and ultimately the profit gained from selling the software.

This paper deals with how these uncertainties can be reduced in the development of software. Based on the recent literature in innovation and strategy research, a model is developed and empirically tested. The basis for the model is to explore how the uncertainties can be reduced in software development. This paper differentiates from previous research by taking a declared supply side of view of development. What we refer to as a supply side view of development is that the firm will not only react to current and expected future customer preferences, i.e. market needs. The firm will instead actively try to be proactive to form the market that they operate in by trying to stay one step ahead.

The reminder of the paper is organized as follows. The theoretical discussion underlying this study is presented next. This is followed by a
presentation of the developed model. The subsequent section will discuss the empirical validation of the model. The paper is concluded with suggestions for further research based on the conclusion of this paper.

2. BACKGROUND TO A TECHNOLOGICAL INNOVATION SYSTEM ON A FIRM LEVEL

The model that is developed in this paper can be seen as an operationalized version of a technological innovation system (Carlsson and Stankiewicz, 1991; Carlsson, 1995, 1997, 2002, 2004) on a firm level in the sense it tries to explain how software innovations come about. A technological innovation system is a part of the experimentally organized economy as described by Eliasson and Eliasson (1996). A technological system consists of three dimensions: 1) the cognitive dimension that defines the clustering of technologies which results in new technological possibilities, 2) the organizational and institutional dimension that defines the actors and the interaction that contributes to the creation of these technologies, and 3) the economical dimension that defines the actors who transforms these technical possibilities into business opportunities. Technology as referred to in this paper is the set of combinatorial design spaces formed by clusters of complementary technical capabilities (Stankiewicz, 2002).

Since the above model is mainly valid on a macro level we have to find a way of making the theory suitable on a firm level. We will do so by looking at what role software platforms plays in planting real options for future innovations and to deal with the uncertainty during the experimentation, i.e. development. To make the use of software platforms more general than e.g. Taudes et al. (2000) and Fichman (2004) we will not only refer to source code or other underlying programs, instead we will base it on the concept of service platforms since software has more re-
semblance to a service than a product, see e.g. Shapiro and Varian (1999) for a greater discussion on the topic.

3. SERVICE PLATFORMS AND REAL OPTIONS
In this paper, we define service platform as "a combination of established service processes and service systems within an organization that forms the basis for the development of two or more service concepts."

The definition is rooted in the literature on service management and service development. In that literature a service is often described as the combination of: 1) a service concept, 2) a service process and 3) a service system (Edvardsson et al, 2000). The essence of a service platform is that it creates conditions for a number of different service concepts. Service concepts show how the customer is approached by the firm and also what the customer receives. This is the part that the customer is interested in and where competing firms are offering alternatives.

The service processes and service systems may, given the above, be standardized with the aim of making them common to several different service concepts. The service process and service system are less interesting for the customer than the service concept since this is what the costumer sees and pays for. Yet, the main body of research has focused on these areas (Goldstein et al, 2002). The combination of these is what we refer to as the production knowledge of a service.

The definition above means that a service platform may consist of a complex combination of e.g. a process and a number of physical or technical resources. This combination is developed in order to be used alone or as part of a larger process and service system, to develop a number of different concepts and services.
The platform can be developed in two fundamentally different ways. The platform can be developed as such from the beginning or the platform can be identified in an existing service or from a part of a service. In this paper the platforms are generated in the latter way.

A real option can accordingly to Copeland & Antikarov (2003) be defined in the following way: A real option gives the owner the right, but not the obligation, to undertake an action for the future at a predetermined cost for a predetermined period of time. This definition is also given by Dixit & Pindyck (1994) and Amran & Kulatilaka (1998). There are a number of different types of real options which are suitable for different types of decision settings; see Copeland & Antikarov (2003) for a discussion about this. But, the common denominator for all real options is that they all can be derived from their financial counterparts, i.e. American call and put options.

This simplifies the terminology without loss of generalization in this paper. An American call option gives the right, but not the obligation, to buy the underlying asset for a predetermined price until a predetermined time. An American put option gives the owner the right, but not the obligation, to sell the underlying asset for a predetermined price until a predetermined time. We will refer to these options as call and put options in the rest of the paper. The value of a real option is therefore derived out of the same underlying variables as a financial call option or put option. Since this paper is not about the pricing of real options but how to use real options as a strategic tool in the development of software, the reader is referred to Hull (2005) for a thorough discussion about option pricing.

In this paper we will focus on how these options can be planted by the use of platforms and what opportunities it has created for the future actions as well as the effect on the uncertainty in the innovation of new
software. The main idea behind an option perspective is to incorporate flexibility in the decision making by realizing that decisions concerning tomorrow is best made based on tomorrow’s information. Real options are relevant given three circumstances according to Dixit & Pindyck (1994): 1) the investment cost must be (or at least partly) irreversible, i.e. a sunk cost, 2) there must be a possibility to postpone the decision if suited, i.e. it cannot be a now or never setting, and 3) there future is assumed to be uncertain. This uncertainty can be of an inner kind or of an outer kind as well as a combination of the two.

4. THE DEVELOPED MODEL
In the firm-level model for the technology innovations system we see the platform as the driver of the cognitive dimension that creates the real options for future innovations for the firm to develop. It can be argued that the platform decreases the time-to-market for the innovation but at the same time it decreases the design space. The main difference from traditional technology innovation systems and the model posed in this paper lies in the two remaining dimensions which are assumed to be within the boundaries of the single firm instead of being a cluster of several actors. The general model as proposed by Numminen & Wrenne (2009) can be illustrated as:

![Figure 1. A firm-level technology innovation system](image)

Figure 1 above shows the relation between the platform and the real option and the role it plays in the innovation process concerning new software. In Figure 2 below each matrix illustrates one software product, consisting of a couple of modules. The figure shows how the platform could evolve over time as noted by the horizontal axis and into new
software product lines (see e.g. Pohl et al., 2005 for more on software product lines) as noted by vertical axis. It could be argued that the former strategy can be seen as an evolutionary innovation strategy whereas the latter would resemblance a revolutionary innovation strategy better, see e.g. Beinhocker (1999) or Shapiro & Varian (1999) for more on this.

In Figure 2 above the example concerns six software products in two different product lines that are all in one way or another related to one or more of the four modules developed for software $A_1$ in the left upper corner. The point of developing in this way is to decrease the uncertainty during development and to decrease the time-to-market for the software.

To clarify the relation between the platform and the resulting real option and what type of uncertainty the below difference is made:

\begin{figure}[h]
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\caption{The evolution of the platform in technological innovation system}
\end{figure}

In Figure 2 above the example concerns six software products in two different product lines that are all in one way or another related to one or more of the four modules developed for software $A_1$ in the left upper corner. The point of developing in this way is to decrease the uncertainty during development and to decrease the time-to-market for the software.

To clarify the relation between the platform and the resulting real option and what type of uncertainty the below difference is made:
<table>
<thead>
<tr>
<th>Type of platform</th>
<th>Concept</th>
<th>Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncertainty managed</td>
<td>Outer</td>
<td>Inner</td>
</tr>
<tr>
<td>Real option planted</td>
<td>Call</td>
<td>Call/Put</td>
</tr>
</tbody>
</table>

Table 1. The relation between the platform type and the option type

A concept platform is related to what the customer sees and pays for. In software this could be the graphical interface of different software. This is assumed to reduce the outer uncertainty since customers have a lower adoption cost in newer versions. The firm may capitalize on this by developing new software using the same concept, i.e. exercising their call option. A production platform is a combination of processes and systems that are reused in the production of additional software. Given this reuse the inner uncertainty is reduced since the new software is developed given the knowledge and structures from previous development. It could be argued that the firm thereby has a call option to reuse this knowledge when developing new software given that an idea for the new software exists in the same software product family or in a new one. The firm may have a put option if the production knowledge can be packaged and sold or licensed to other firms to use, see Numminen & Wrenne (2009) for a discussion and empirical observations of this.

5. THE EMPIRICAL STUDY

The empirical study was conducted at a company that develops and sells solutions for interaction between IT and telecommunications. The product range consists of speech driven products, contact center solutions and reference systems for companies and organizations. The company is relatively young, with their first delivery in 2002 and has since had a steady growth. The industry is highly competitive and has low margins, which creates high demand on efficient development processes, i.e. high
developing phase at low prices. Many of the customers are large companies or organizations, such as telecom operators, call centers, municipalities, hospitals, etc. The customers are often knowledgeable and make great demands on the products. The company was formed by a merger of three different companies. A large part of the ongoing development work is therefore to integrate the products from the three previous companies. The study was conducted through interviews at site with developers, product owners and development manager at the company. In addition, written material was studied to enhance the understanding of the company's development processes and products.

One of the company’s competitive advantages is that they are flexible in their development. This means that they have the ability to relatively easily adapt to customers' individual demands. This has always been a deliberate strategy and a way for the company to be competitive in the market against large competitors. The merger has reduced this natural flexibility to some extent, which requires that they are actively working to build in flexibility in the products and processes. The creation of platforms is an important part in accomplishing this.

5.1 The two platforms
The study is focused on the development of two different products based on two different platforms. Because of the complexity of the products and the focus of the paper, we have chosen not to describe the products and its features in detail. In brief, the products can be described as a speech-driven operator and system, including reference and customer service. What is interesting about the products in this study is how they are developed and how they are structured with a special focus on the use of platforms in development. The products are of different nature. One product, which we might call product A has been on the market a rather long time and is considered mature. It has evolved subsequently and is now functioning and adaptation is now confined to small
details. The second product, product B, is facing major changes. Development work is broader and includes the essential elements of the product.

Platform is a term used frequently in the company. However, it is a concept that is found not easy to define and describe. It is used in several ways. Platform is used as a selling term meaning the products the company sells. In the industry they operate in, a platform is used as a way to illustrate that they do not sell a single product but a more complex system, to be used by itself or in combination with other products. Platforms are also used synonymously with software product lines to describe the different categories of products of the product line. The company also uses the platform concept technologies, i.e. a third way of looking at platforms.

It is thus clear that the platform concept is relevant to the company and that it is used. The question is how the platforms are used in the development and what the role they play? Do they create opportunities for innovation and reduce the uncertainty of development? What types of platforms have we have identified at the company? Based on our theoretical framework, we have identified platforms of different nature in the company. Both of the studied products are based on a platform, but in different ways.

One product, product A, is based on a platform that does not change very often. The platform is stable and the adjustments are made for different customers at the concept level. As new product versions are released the impact on the platform is normally low. The second product, product B, relates to the platform in a slightly different way. New versions of the product also results in changes in the platform. Large parts of the platform are the same between the products but the platform is
still in a developmental stage and therefore not as stable as for product A. It also implies that the boundary between what is product and what is platform is harder to distinguish.

It may seem to be an obvious way to develop software, to base them on a platform. This is true to some extent, but what separates the studied company from its competitors is that they build their own platforms. One of the interviewed product owners claim that “there is, to my knowledge, no one else than us, that build a custom platform. Most others use standard platforms, which can be bought”. It is no doubt that most of the industry use platforms in the development. It reinforces the idea that the platform has significant advantages for software development and that the issue is not if platforms are used but how they are used.

The company’s choice to build their own platforms instead of using standard platforms is a strategic choice primarily to become more cost-effective, when price pressures in the market do not allow that they are paying for a standard platform. Large volumes will pay the costs of developing their own platforms in the long term. The interviewed product owner continues, “we also would be able to offer other things and have control in a better way”, on the choice of developing their own platforms. “We want to be flexible” is the third way that the product owner justifies the choice of their own platform above standard platforms.

5.2 What does the company achieve with the use of platforms?
"It is extremely important to reduce uncertainty. We spend years on an application. Then to rebuild everything when an external condition changes, it does not work. It takes months or even years to rebuild and we have not won anything” (Product owner/developer of the company)

We have shown that the company uses platforms in the development of their products. It is used in the development of both the studied prod-
ucts, albeit in slightly different level. What is achieved by the use of platforms? The firm deliberately uses platforms when developing products. What we see is that the company through this approach achieves several advantages.

1) The cost of developing new products is reduced. Much of the content of a new product is reused from the software developed earlier. One of the interviewees puts it as follows: “It’s the same platform with small changes in applications that we deliver to a large, multinational company and a small company with 100 employees.” All development costs, the cost for the hours used to develop the new version but also planning and managing/controlling the development could be reduced if the proportion of reuse is increased. This could be achieved by further development of the platforms so it can be used in additional software product lines.

2) The time for development of software decreases. This allows a new product can reach customers more quickly, which in turn can have positive impact on the revenue side.

3) The quality of the products increases. Large parts of the product, it is included in the platform, has been tested and gradually improved. This means that the risk of bugs in software is reduced which reduces the development cost additionally since you would only include stable modules in the platform.

4) The learning curve for the customers concerning new software is reduced since the customer recognizes the graphical interface from previous versions of the software.

5) The platforms increase the possibilities for flexibility in the development of the products. If you don’t have to devote time and resources for
the production of the product, you can add this to find solutions that are unique to the customer. The company claims that one of their major competitive advantages is that they are flexible. It is a relatively small company and as such needs to be easily movable in order to compete with larger competitors. Flexibility is a deliberate strategy and the use of platforms to plant option for future development is one way to achieve this.

Previously in the paper, we argued that the development of software is a process associated with different types of uncertainty and these uncertainties can be categorized into inner and outer uncertainties. What the studied company achieves when using platforms is to reduce both of these categories of uncertainty. They reduce inner uncertainty, i.e. how to develop software, by reducing costs. It also reduces the outer uncertainty, i.e. what one develops, for example by offering great flexibility to customers.

Another way to explain how uncertainty is reduced is the use of real options, as discussed in the introduction of this paper. With the assumption that a real option is a right but not the obligation to undertake an action in the future we may see that the company through its conscious creation of platforms creates options to develop and sell products in the future. By building platforms they have the ability to develop new products that are personalized to lower cost and in less time than would have been possible without the platforms. They have not the obligation but the right to develop the products. Since there was no way to manage the costs of developing a platform from the ground and then start thinking about developing software that can be sold, the company were forced to develop products to customer at the beginning. That product has since been the basis for a platform, which in turn created the real option to
develop the next product. This is illustrated by the general model in Figure 1.

Although the firm acknowledges the flexibility created by an option view on software development they are not as proactive now in planting options as they ones were. Nowadays the time the developers may use to implement anticipated updates is reduced. The update is instead developed for the next scheduled release at a higher cost. Further, they are not as active in developing prototypes for the salesmen to pitch for customers on sales visits. On the other hand they have created an application for their customers to use in creating their own small applications that are not part of the original system delivered. The system can thus be seen as the platform that gives the customer the option to fine-tune it for their specific needs.

We can see that the company’s development of the platforms over time is a complex process. The two platforms in this study are in different stages. However they have both been developed in almost the same way. The platforms that the company uses today were developed over a long time and has gradually built up to what they are today. They are loaded with new elements that previously remained at the application level, but which proved to be so general and well-functioning that they are suitable to integrate into the platform. This way to develop platforms is similar to Figure 2 that shows the evolution of the platform in technological innovation system.

6. CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

This paper has shown how a technological innovation system can be applied on a firm-level. To do so the theory has to be changed in the respect to what constitutes the different dimensions. In this paper we
have shown that the properties from a service platform combined with the flexibility of real options can be used to do this. The model, and its underlying approach, developed in this paper has been shown to decrease the uncertainty in developing software and is in fact utilized the studied company.

The studied company uses platforms in their product development. The paper has shown that this is a prerequisite for developing software at the pace as well as the cost and the quality demanded by their customers. The company sees the platforms implicitly as options in the development of new products. However, it is difficult to be as proactive nowadays as before because of the severe competition on the market and the rather homogeneous demands from the buyers.

Although the results presented in this paper highlights the role platforms play in the development of software we should be aware that there is more to be done to confirm, clarify and strengthen the results. More research is therefore needed in this area to clarify the role of platforms in software development and what really constitutes a platform for development. One way to do this is to conduct studies in different types of companies. This will give a more diverse picture of the role platforms and options play in software development. Greater knowledge is needed about what types of platforms are being used and how these platforms can contribute to uncertainty reduction. This would create conditions for development of models as in e.g. Numminen & Wrenne (2009) which are further developed in this paper. Better founded models could in turn help industry to manage uncertainties and decrease costs when developing software.
REFERENCES


WHY SOFTWARE PLATFORMS MAKE SENSE IN RISK REDUCTION IN SOFTWARE DEVELOPMENT – A PORTFOLIO THEORY APPROACH

Emil Numminen
School of Management at Blekinge Institute of Technology, Ronneby, Sweden
Emil.Numminen@bth.se

ABSTRACT
Software development is generally characterized by risk and uncertainty. The uncertainty can be argued to be of two general types, either a technical uncertainty and/or a market uncertainty. From an economical standpoint we view technical uncertainty as the cost uncertainty for develop-
ing the software whereas the market uncertainty is the uncertainty regarding the revenues later gained from the sales of the software.

A great deal of research has focused on how to overcome these types of uncertainties by developing models for exploring them with the aim of increasing the ability to manage them. This research has shown that reuse of previous software functionalities in the form of software platforms or as components in software product line engineering can reduce the uncertainty of a software investment. Employment of these strategies can also be seen empirically by studying firms in the software industry.

This paper adds to that research by developing an underlying model that explains why and how platform based developing strategies for software development reduce market uncertainty. The model also explains why certain types of software functionalities are better combined with other types of software functionalities into software platforms in order to reduce market uncertainty. The developed model is based upon portfolio theory which is a branch of financial economics that deals with uncertainty reduction in investments.

The main part of the paper consists of numerical analysis to show why and how the platform strategy reduces the uncertainty in the software development without an equal reduction in the expected return of the investment in the software development. The analysis begins with a decision setting consisting of two types of software functionalities that can be developed. It is shown that different proportions of the two types of functionalities result in different risk and return profiles. It is also shown that the two functionalities should be developed as a platform instead of developing each functionality separately if the market uncertainty is to be reduced.
The analysis is then extended and generalized into a decision setting consisting of several types of functionalities that can be developed and added to the platform. The analysis is concluded with a real option based discussion to explain why the market potential is increased with a platform based developing strategy. The paper ends with a discussion about managerial implications and suggestions for further research based on the presented results in this paper.
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1. INTRODUCTION
Software development is characterized by risk and uncertainty (Boehm & DeMarco, 1997; Baccarani et al., 2004) where risk is an operationalized measure of the uncertainty. Software development uncertainty can be divided into two general issues; what shall be developed and how shall it be developed. The former type of uncertainty is referred to as market uncertainty, i.e. uncertainty concerning the expected revenues from the software. The latter type is referred to as technical uncertainty, i.e. uncertainty concerning the development cost. The literature on software development uncertainty is vast and the research to find methods to manage these uncertainties has been an ongoing quest for several decades now, see e.g. Lyytinen et al. (1998) for an extended discussion and literature review.

One way of reducing uncertainty in software development discussed to a great extent in the software economics literature is reuse of software components, see e.g. Kreuger (1992) for the history of software reuse. A component based developing strategy will not only reduce the technical uncertainty given that the reused components are tested and their behav-
ior is well known, but may also reduce the market uncertainty since time to market will be decreased (Brereton et al., 2002).

Another development strategy that is based on reusing software components is software product line engineering (Clements & Northrop, 2001) with the aim of leading to the same benefits; see e.g. Sugumaran et al., (2006) for discussion. The difference between the two is that software product line engineering is applied to portfolios of software systems rather than individual software. The common denominator for both of the approaches, i.e. the reuse of software components, can be traced back to a paper presented 1969 by McIlroy (McIlroy, 1969) at the NATO software engineering conference which initiated the research in software reuse.

A third strategy used by firms to reduce the uncertainty for developing software is to do it for the mass-market rather than for specific customers (Brooks Jr., 1987). A version of this strategy is to customize the mass-market developed software. The economic reasoning for doing so that it leads to a higher revenue than selling the mass-market version to the customer in comparison to the cost of customizing the software (Shapiro & Varian, 1999).

To capitalize any of the above discussed strategies there must be an ability to reuse parts of the software. In order to do so the firm must have a deliberate development strategy that supports this. One way of doing so is to develop the software based on a platform consisting of the key functionalities that is demanded by the different software and of the expected future software versions. A key question then becomes which functionalities this software platform should include. The problem is that different software will have different needs of functionalities and differ-
ent customers will have a different willingness to pay for different functionalities.

From the developing firm’s point of view, the question becomes what functionalities should be included in the software platform and what functionalities should be developed for the individual software. In order to reduce the market uncertainty of the line of software that the firm is developing, or is expecting to develop, the firm wants to develop a platform that is most usable for this strategy. From an investment point of view it means that the firms should invest in software platform that minimizes the market uncertainty to the greatest extent. The combinations of software functionalities that accomplish this will be denoted as efficient software platforms. From an economic point of view the firm wants to maximize the return of the investment while minimizing the risk. To do so the firm will invest different amount of money in different functionalities.

This paper will show what type of software platforms decreases the market uncertainty the most and why. The analysis will also show why such software platform is therefore the most suitable software platforms in a reuse development strategy.

The rest of the paper is organized as follows; Section 2 will introduce the theoretical frame of reference used in this paper to develop the model for efficient software platforms. Section 3 will provide a numerical analysis to show that the market uncertainty is reduced by implementing the developed model. Section 4 will discuss the implications of the model and the approach. The paper is concluded with suggestions for further research.
2. THEORETICAL FRAME OF REFERENCE

The theoretical frame of reference in this paper is portfolio theory. Portfolio theory is a branch of financial economics which aims at minimizing the risk of an investment strategy for a given level of expected return by choosing different combinations of assets (Constantinides & Malliaris, 1995; Sastri et al., 1997; Elton & Gruber, 1998). The risk is measured by the volatility of the asset, i.e. the standard deviation of the expected or historical return of the asset. The two main variables for achieving the minimization of the risk is which assets one invest in and also the size, i.e. weight, of the different investments in relationship to the total investment. Depending on the return characteristics of the different assets there exist some combinations and weightings of assets that result in lower risk than other alternatives. These are the portfolios that will be held by the investors and are called efficient portfolios.

Given the above, the underlying problem in portfolio theory is to find the weights of the different assets that minimize the risk in the portfolio given the different assets return characteristics.

The development of modern portfolio theory has its roots in the seminal works by Markowitz (1952; 1959), Roy (1952) and Tobin (1958). These results were later generalized and extended e.g. by Sharpe (1964), Lintner (1965), Mossin (1966), Samuelson (1969) Merton (1973) and Ross (1976). Since it is not within the aim of this paper to give an extensive coverage of portfolio theory as such, so the interested reader is referred to e.g. Bernstein (2005) for an intuitive presentation or e.g. Elton et al. (2003) for a more technical coverage.
3. SOFTWARE PLATFORMS AS PORTFOLIOS OF FUNCTIONALITIES

Given the discussion above, a software platform can be seen as a portfolio of different software functionalities. The problem of selecting what functionalities to develop is thus similar to the classic portfolio optimization problem in financial economics in a simplified setting in the way it will be analyzed in this paper. We can therefore use portfolio theory to analyze what constitutes an efficient software platform in order to guide the investments made by the firm. An efficient software platform is, as denoted above, a combination of functionalities that yields a lower risk then other combinations of functionalities for a given level of return. If the firm wants to minimize the market risk for its software development this is the platform they wish to develop and use as an underlying platform for future development of software.

The reminder of this section will show why a platform based development strategy decreases the market risk and how functionalities shall be picked to be included in the platform for the market risk to be reduced. In order to do so, we will use a numerical case where the numbers and functionalities are arbitrarily chosen.

Assume that a firm has two functionalities, X and Y, which it is considering to develop. Theses functionalities may be used in any of three software, i.e. $S_1$, $S_2$ and $S_3$, which are planned to be developed in the future. The functionalities will provide different incremental returns in the software since the different users of the software have different willingness to pay extra for the functionalities. Further, assume that there is a probability of 1/3 that the customers actually are willing to pay extra for the software given the added functionality, i.e. the firm faces market uncertainty. This probability will be denoted as $p$ and is assumed to be the same for all functionalities. Given the below assumed returns for the
three functionalities in the three different software, how shall the firm proceed if it wants to minimize the expected risk?

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$1/3$</td>
<td>$10%$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$1/3$</td>
<td>$30%$</td>
</tr>
<tr>
<td>$S_3$</td>
<td>$1/3$</td>
<td>$20%$</td>
</tr>
</tbody>
</table>

Table 1. The setting for the development of functionality $X$ and $Y$

To calculate the volatility of the two functionalities we first need to calculate the expected return for the functionalities which is done using Equation 1 below,

$$E[R_f] = \sum_{i=1}^{N} p_i \times R_i$$

were $R = \frac{CF - I}{I}$. The return is thus a measure of difference between the cash flow ($CF$) from the functionality and the investments cost ($I$) for developing it divided by the investment cost to get a relative measure.

The expected return is thus the sum of the different returns times the different markets shares of the software. The expected return for $X$ is $20\%$ and $Y$ is $20\%$ and $15\%$ respectively. So if the firm can only finance one of the functionalities and wants to maximize the expected return it should develop $X$. The volatility of the expected return from two functionalities is calculated by Equation 2 below given the variance formula in Equation 3.

$$\sigma_{R_f} = \sqrt{\sigma^2_{R_i}}$$
where

\[ \sigma^2_{R_j} = \sum_{i=1}^{N} p_i \times (R_j - E[R])^2. \] (3)

The volatility for both X and Y is 8.16%. Given the expected return and the volatilities of the functionalities the rational choice would be to develop functionality X since it provides a higher expected return for the same market risk. What if the firm would instead combine the development of the two functionalities into a software platform by investing in the development of both functionalities? What effect would this have on the expected return and the volatility of the investment?

Assume that the firm invests \( a = 70\% \) in the development of functionality X and \( b = (1 - a) = 30\% \) in the development of functionality Y since X has a higher expected return. The expected return would then become 18.5% for the software platform given Equation 4 below where \( w \) denotes the weights in the different functionalities.

\[ E[R_p] = \sum_{i=1}^{N} w_i \times R_i \] (4)

The expected return of the platform is thus lower than the expected for functionality X but main question is what happens to the volatility of the project. To calculate the volatility of the platform we use Equation 2 once again but have to modify the way we calculate the variance, i.e. Equation 3, of the expected return to include co-variation between the returns of the individual functionalities, see e.g. Falmagne (2003) for the properties of variance calculations. The variance for the expected return of the software platform consisting of functionality X and Y is by Equation 5 below instead,
\[ \sigma_p^2 = a^2 \sigma_X^2 + (1-a)^2 \sigma_Y^2 + 2a(1-a)r_{XY} \sigma_X \sigma_Y, \] (5)

Where \( r_{XY}, \sigma_X, \sigma_Y \) is the covariance between the expected returns of the two functionalities calculated using the correlation \( r \) between the expected returns from functionality \( X \) and \( Y \) as defined by Equation 6,

\[ r_{XY} = \frac{E[(R_X - E[R_X])(R_Y - E[R_Y])]}{\sigma_X \sigma_Y}, \] (6)

where the numerator of Equation 6 defines the covariance between the returns of functionality \( X \) and \( Y \).

The volatility of the software platform is then 7.26% which is lower than the volatility for either of individual functionalities. This result supports the idea that software platforms do reduce the market risk in software development in comparison to investing in software functionalities separately. Given that the volatility is reduced in the above setting, what is then the optimal investments in \( X \) and \( Y \) if the firm wants to minimize the market risk in the investment of the software development? The question is answered by calculating the first-order condition of the variance function, i.e. Equation 5, and set it to zero and solve for the proportion of functionality \( X \) that minimizes the volatility. By doing so we get

\[ \frac{\partial \sigma_p^2}{\partial a} = 2a\sigma_X^2 - 2\sigma_Y^2 + 2a\sigma_Y^2 + 2r_{XY} \sigma_X \sigma_Y - 4r_{XY} \sigma_X \sigma_Y = 0, \] (7)

\[ a^* = \frac{\sigma_Y^2 - r_{XY} \sigma_X \sigma_Y}{\sigma_X^2 + \sigma_Y^2 - 2r_{XY} \sigma_X \sigma_Y}. \] (8)
Given the above setting we get $a^* = 50\%$ and $b^* = (1 - a^*) = 50\%$. The expected return of investing accordingly is 17.5\% by Equation 4 and a volatility of 7.07\% given Equation 2 which is derived using Equation 5 and Equation 6. This is lower than the volatility for the platform when 70\% where invested in functionality X and 30\% invested in functionality Y. We therefore conclude that an equal investment in the two functionalities yields the lowest market risk. We will return to discuss the validity of this result and show that 50\%/50\%-investment is the optimal investments scheme.

### 3.1 Generalizing the setting

Assume now that the setting for the decision changes and a third functionality is introduced as shown in Table 2 below, does this change the optimal investment scheme derived above?

<table>
<thead>
<tr>
<th>$S$</th>
<th>$p$</th>
<th>$X$</th>
<th>$Y$</th>
<th>$Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$1/3$</td>
<td>10%</td>
<td>5%</td>
<td>40%</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$1/3$</td>
<td>30%</td>
<td>15%</td>
<td>20%</td>
</tr>
<tr>
<td>$S_3$</td>
<td>$1/3$</td>
<td>20%</td>
<td>25%</td>
<td>1%</td>
</tr>
</tbody>
</table>

*Table 1. The setting for the development of functionality $X$, $Y$ and $Z$*

The expected return and volatility of functionality $Z$ is 20.33\% and 15.92\% calculated by Equation 1 and Equation 2, given Equation 3. Functionality $Z$ has thus, more or less, as high expected return as functionality $X$ but almost twice as high volatility. So based upon a risk-to-reward ratio analysis functionality $Z$ is inferior to both functionality $X$ and $Y$ and would not be prioritized in the development. Is there a reason for the firm to consider functionality $Z$ since it is inferior to the other two functionalities?
To find out assume that the firm invest 35% in the development of both functionality \( X \) and \( Y \), and 35% in the development of functionality \( Z \) given the high expected return of functionality \( Z \). Then the expected return of the software platform is 18.35% using Equation 4 and the volatility is 2.54% using Equation 2 and substituting Equation 5 into Equation 9 below to take into account the co-variation between the expected return of all three functionalities. In that way Equation 9 can be seen as an extension of Equation 5, see Copeland et al. (2005) for a derivation.

\[
\sigma_p^2 = a^2 \sigma_X^2 + b^2 \sigma_Y^2 + c^2 \sigma_Z^2 + 2abr_{XY} \sigma_X \sigma_Y + 2acr_{XZ} \sigma_X \sigma_Z + 2bcr_{YZ} \sigma_Y \sigma_Z
\]

(9)

Although the functionality \( Z \) on its own is not a preferred investment alternative it is does reduce the volatility of the platform and since individually it has the highest expected return, it also increases the expected return of the portfolio. As in the case of two functionalities, we can solve for the optimal proportions of \( X \), \( Y \) and \( Z \). However, since we cannot rewrite the variance function as dependent of only one of the weights, we solve for the optimal weights using the Lagrange multiplier for the variance-covariance matrix for the expected returns of the functionalities. We therefore get after imposing the condition that \( a + b + c = 1 \), i.e. the proportions of the investments must equal one,

\[
g(a, b, c, \lambda') = \sigma_p^2 + \lambda'(1 - a - b - c),
\]

(10)

or in matrix form

\[
X^TAX + \lambda'(1-a-b-c) = g(a, b, c, \lambda')
\]

(11)
where $X$ denotes the weight vector of the investments made in the three functionalities and $T$ denotes the transpose of the vector. $\mathcal{A}$ denotes the variance-covariance matrix and $\lambda$ denotes the Lagrange multiplier. Given the above setting we get can solve for the weight of $X$, $Y$ and $Z$ by equaling the below first-order conditions to zero

\[
\begin{align*}
\frac{\partial g}{\partial a} &= 0, \quad \text{(12)} \\
\frac{\partial g}{\partial b} &= 0, \quad \text{(13)} \\
\frac{\partial g}{\partial c} &= 0, \quad \text{(14)} \\
\frac{\partial g}{\partial \lambda'} &= 0. \quad \text{(15)}
\end{align*}
\]

Equation 12 to 14 stated in a matrix form gives

\[
\mathcal{A}X = \lambda e \quad \text{where} \quad e = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} \quad \text{and} \quad \lambda = \lambda' / 2. \quad \text{(16)}
\]

We can now solve the system of linear equations for the weights using Cramer’s rule, i.e.

\[
X_j = \frac{\lambda_j}{|\mathcal{A}|}, \quad \text{(17)}
\]
where $|\hat{A}|$ is the matrix obtained from $A$ by replacing the $i$ th column with the constant vector and $|A|$ is the determinant of the matrix, see e.g. Sydseater & Hammond (2002) and Sydseater et al (2005) for the method. The proportions of functionality $X$, $Y$ and $Z$ that minimizes the market risk for the software platform is then $a = 1.24\%$, $b = 65.17\%$ and $c = 33.70\%$ given two decimals. The expected return and volatility for this portfolio is 16.88\% and the 0.009\%, respectively. The volatility for the three-functionality platform is thus lower than the volatility for the two-functionality software whereas the expected return is slightly less due to the higher proportion of functionality $Y$. We therefore conclude that adding additional functionalities to the software platform will decrease the volatility its volatility further. We will return to the circumstances for this below.

### 3.2 Optimality

The above analysis has shown that a software platform will reduce the market risk. This section will discuss how general these results are. The answer to this lies in Equation 6, i.e. the correlation coefficient for which $-1 \leq r \leq 1$ holds. As long as the added functionality has a correlation below one with the expected return of the platform the risk will be reduced for every functionality that is added. The greatest risk reduction is gained when the functionality has a negative correlation with the expected return from the platform.

In the above analysis we used the Lagrange multiplier explicitly or implicitly and treated the problem as a linear programming problem by imposing the condition that proportions of the functionalities sums up to one. From an empirical point of view it is more relevant to impose the condition that $a, b, c \geq 0$ which states that the investment in a functionality is non-negative, i.e. we do not allow short positions in any of the
functionalities. The problem then becomes a nonlinear programming problem and for the solution to be optimal it must satisfy the Kuhn-Tucker conditions

\[
\frac{d\sigma^2_p}{dX_j} + U_j = 0, \quad (18)
\]

\[
X_j U_j = 0, \quad (19)
\]

\[
X_j \geq 0, \quad (20)
\]

\[
U_j \geq 0. \quad (21)
\]

In the above equations, \(a\), \(b\) and \(c\) are denoted by \(X\) to simplify the notation and \(U\) is the slackness that is imposed to get an equality in the problem, see e.g. Sydseater & Hammond (2002) and Sydseater et al (2005) for more on non-linear programming. Our solutions satisfies Equation 18 through 21 since \(a\), \(b\), and \(c\) are non-negative and \(U\) is zero.

We know that we have a strictly convex function and therefore and therefore solve for a local minima since

\[
\frac{\partial^2 \sigma^2_p}{\partial a^2} \geq 0, \quad \frac{\partial^2 \sigma^2_p}{\partial b^2} \geq 0, \quad \frac{\partial^2 \sigma^2_p}{\partial a^2} \frac{\partial^2 \sigma^2_p}{\partial b^2} - \left( \frac{\partial \sigma^2_p}{\partial ab} \right)^2 > 0, \quad (22)
\]

\[
\frac{\partial \sigma^2_p}{\partial a} \frac{\partial \sigma^2_p}{\partial b} - \left( \frac{\partial \sigma^2_p}{\partial a \partial b} \right)^2, \quad \frac{\partial \sigma^2_p}{\partial a} \frac{\partial \sigma^2_p}{\partial c} - \left( \frac{\partial \sigma^2_p}{\partial a \partial c} \right)^2, \quad \frac{\partial \sigma^2_p}{\partial b} \frac{\partial \sigma^2_p}{\partial c} - \left( \frac{\partial \sigma^2_p}{\partial b \partial c} \right)^2 > 0.
\]

(23)
The case where the software platform consists of two functionalities satisfies Equation 22 and the three functionality case satisfies Equation 23. Since the variance function is quadratic and strictly convex it can only have one minima so the local minima we solve for must also be the global minima. The above is verified by the positive eigenvalues for the variance matrix. Therefore, there will always exist two or more different weights of the investments in the functionalities that result in the same volatility depending on the number of functionalities in software platform. The difference between them is that one will yield a higher expected return and it is therefore these weights that the firm shall invest accordingly to.

This is depicted in Figure 1 below where \( a \in (0,1) \) and \( b = 1 - a \) for the two-functionality software platform and \( a, b, c \in (0,1) \) and \( a + b + c = 1 \) for the three-functionality software platform. It shall be noted that the graph for the three-functionality software platform is concentrated around the optimal investment from which the weight of one functionality at the time is increased in order to have the graph two-dimensional and this is why not all return/volatility options are depicted. The firm will therefore invest in the optimal software platforms as long as the firm chooses proportions of the functionalities north-east of the minimum variance platform. If the firms want the lowest market risk for the software platform it will stick with investing according to the minimum variance proportions, as shown in Figure 1 below for the two cases analyzed in this paper.
Figure 1 above also shows the main result of this paper which is that combining functionalities into platforms reduces the market uncertainty, the more functionalities that are combined the more is the uncertainty reduced. This can be seen by comparing the curves for the two-functionality platform and the three-functionality platform. For this result to hold the return characteristics of the functionalities cannot be perfectly positively correlated and the more negatively correlated the functionalities are the greater is the diversification effect.

4. DISCUSSION
The above analysis has shown that combining individual functionalities into software platforms do reduce the market risk faced by the developer. This result holds for any functionality as long as the correlation between the incremental expected return from the added functionality and the platform is below one. If this condition is met, the added functionality will keep on decreasing the market risk of the software portfolio. If the return characteristics of the functionality are perfectly positively correlated with the platform return characteristics it is, from a risk
point of view, better to develop the functionality for an unique software and not including it in the software platform.

In order for the correlation to be below one it must increase the market for the software in such a way that new customer preferences are capitalized. It is therefore beneficial from a risk management point of view to include functionalities that may not be used directly but may be needed by future software. The firm will thus profit from planting options for the future today in the form of a reduced market risk for the functionalities that are needed today.

For the firm to capitalize the most from the software platform it has to view functionalities not only as source code. Functionalities have to be viewed as the pieces of the puzzle that creates value for the buyer. By having this broader view it also becomes easier to find functionalities can be combined in order to reduce the market risk since the entire experience will be taken into account.

As a final note to the above analysis something has to be mentioned about the underlying assumptions of the approach in this paper and its limitation. The model is based on the expected return of the different functionalities where the cost of development is implicitly included. The firm can therefore only get risk reduction shown above if the development cost can be covered given the optimal proportion for the functionality, i.e. if the revenues in the return are large enough. If not, the firm cannot achieve the cost coverage directly and should consider the incremental cost as the cost for planting an option for future development or deviate from the optimal risk reduction schedule.

The second underlying assumption for the modeling in this paper is the market type that the developing firm is operating under. The modeling in
this paper is only relevant for competitive firms. If the firm has a monopoly power in its market there exists no market uncertainty to reduce. The monopoly firm can always control the demand for its software by using revolutionary developments strategies (Beinhocker, 1999; Shapiro and Varian, 1999). This could be done by not including backward compatibility in the new version or to terminate support for previous versions when new versions are released to persuade customers to adopt the new version.

4.1 Suggestions for further research
The models and analysis in this paper are derivations for risk reduction in fund management. So it is relevant to test them empirically to see how they work in the setting of software development. The key issues to study are whether the approach is applicable and useful for managing the market risk in software development. It may not be relevant for all firms to implement the full modeling of this paper. So it is relevant also to take a more general view of if, how and why firms use software platforms.

If empirical studies show that the approach is not applicable in the setting it ought to provide relevant input of how the approach can be further developed for it to be applicable and useful for risk reduction in software development.
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CHAPTER 10
CONCLUDING DISCUSSION

In this chapter we will extend and generalize the discussions of the contributions of the six papers. Suggestions for further research will be discussed based upon the findings in this study. We will begin the chapter by summarizing the main aspects of the six papers and the main conclusions from this dissertation.

POSITIONING THE STUDY
The purpose of this study, as introduced in Chapter 1, is to “explore how the economic return of a software investment can be assessed and managed”. More or less the same problem has been studied for more than 55 years from different theoretical perspectives using various approaches as reviewed by Banker Kauffman (2004). Different research has focused on various aspects of this based on different aims of the research. Some research has focused on the macro-economic effects of software investments (e.g. Aral et al., 2006; Brynjolfsson, 2003; Dedrick et al., 2003) whereas other research has focused on the organizational impact of and changes due to software investments (e.g. Orlikowski, 2009; 2007; Orlikowski and Scott, 2008). On the organizational level research has also
focused on user adoption issues (e.g. Davidson and Heslinga, 2007 Venkatesh et al., 2003; Venkatesh and Davis, 2000; Fichman and Kemerer, 1999). The level of analysis for this study is the micro-economic level, i.e. the firm level. Previous research on the micro-economic level can be divided into two streams. One stream has focused on the *a posteriori* evaluation of the effect of software investments (e.g. Standing et al., 2006; Gottshalk and Karlsen, 2005; Dehning et al., 2007). The second stream of research, which this study belongs to, have addressed the problem of *a priori* assessing the economic return of a software investment (e.g. Chaou et al., 2006; Irani; 2002; Irani and Love, 2002).

This study differs from previous research using the value-maximization proposition as the basis for decisions of which investments the firm shall accept or reject. In order to know which software investments to undertake we need to incorporate the intangible consequences into the cash flow function, a problem that previous research has not solved. If this is not solved, the basis for the decision will not reflect the true return of the software. Hence, we do not know whether we have made a rational decision or not. Finally, since the decision is made *a priori* it includes uncertainty which we need to incorporate ways to assess and manage the uncertainty in the decision.

**SUMMARY OF THE STUDY AND CONTRIBUTIONS**

**The problem**

In this study we have analyzed how the economic return of a software investment can be assessed and managed. This has been argued to be difficult, impossible or even pointless in previous research due to the characteristics of a software investment (e.g. Rehesaar and Mead, 2005; Irani, 2002; Banker et al, 1993; Ashford et al, 1988). The foundation for
this view stems from the problem of defining a cash flow function for a software investment and the inherent uncertainty in a software investment. The problem of defining a cash flow function is due to the consequences that a software investment results in (e.g. Fichman, 2004; Halikainen et al., 2002; Gunasekaran et al., 2001). These consequences are claimed to be mainly intangible and are not easily to measure in time-dependent economic terms, i.e. cash flows. This results in uncertainty concerning the cost and benefit from a software investment (e.g. Lee and Kim, 2006; Love et al., 2000). The uncertainty also extends to the development of software and especially if the developing firm is a non-monopoly firm. In this setting the firm needs to take into account not only the technical uncertainty, i.e. cost uncertainty, of development but also the market uncertainty (e.g. Day et al., 2007; Liu and Mintram, 2005).

In the six papers which Chapter 4 to Chapter 9 is based on we analyze the various parts of the above problems from an economic perspective in the attempt to develop a more comprehensive solution. To do so the main constructs of economic value from a software investment are analyzed. It is also studied how various constructs create value and how these can be managed to maximize the economic return of the software investment. The main features of the studies that make up the main part of this dissertation will be summarized shortly here to show how they are related to previous research and the solution of the overall problem.

**A static solution to the problem**
The main focus in Chapter 4 is the analysis is how the economic return of a software investment can be assessed in the case of no managerial flexibility. Underlying the modeling in the chapter is the analysis of why intangible consequences pose a problem in assessing the economic return of a software investment. As a solution to the problem, given the stated goal function for the firm, a basic categorization is developed
based on how consequences affect the cash flow from the investment. Based on this analysis it is argued for a stochastic cash flow function to incorporate the relevant economic characteristics from the consequences of a software investment when modeling the economic return.

The above adds to previous research (e.g. Love et al., 2005; Milis and Mercken, 2004; Fichman, 2004; Irani, 2002) in two ways. The first contribution is the basic categorization of consequences from a software investment. Having a basic categorization that captures the relevant economic characteristics of a software investment makes it easier to define a relevant cash flow function. The second contribution is the analytical model for assessing the economic return from a software investment. The model is based on a stochastic cash flow function to incorporate the argued economic characteristics of the consequences.

**Uncertainty reduction and software platforms**

In Chapter 7 and Chapter 8 we study the role played by software platforms in managing uncertainty in software development. Depending on which type of software platform is created the main type of uncertainty that is managed differs. In the analysis we differentiate between a “concept platform” which is mainly used to manage market uncertainty and a “production platform” which is mainly used to manage cost uncertainty in development. A second aspect of software platforms is also studied the chapters. We analyze what types of options are created by the two types of software platforms. It is concluded that concept platforms mainly creates call-style options for future development whereas production platforms can create call-style options as well as put-style options for the firm. The models underlying the analysis in the chapters are mainly developed in Chapter 7 and the discussion of the empirical study is presented in Chapter 8.
The role of software platforms in uncertainty reduction has been studied previously in different ways in e.g. Pohl et al. (2005), Fichman (2004), Birk et al. (2003), Clements and Northrop (2002), Taudes et al. (2000). The result from Chapter 7 and Chapter 8 contributes to this research in two ways. Previous research has not separated different types of software platform and the type of uncertainty which is managed by each type as done in Chapter 7 and Chapter 8. The second contribution from the chapters is the analysis of the relation between the different types of software platforms and the types of options they create.

**The efficient software platform**

Chapter 9 further develops the analysis of the role played by software platforms in uncertainty reduction in software development. This is done by applying portfolio theory to model how software platforms should be constructed and what constitutes an efficient software platform for reducing the uncertainty in software development the most. The discussion of the relation between a software platform and options created is extended to conclude that the efficient platform is also the platform that creates the most valuable options for the future.

Chapter 9 adds to previous research by developing a model that shows why platforms reduce uncertainty in software development. It is also analyzed what constitute an efficient software platform and the role it plays to create options.

**Real options and managerial flexibility**

The focus in Chapter 5 and Chapter 6 is to analyze how real options contribute to reduce the uncertainty in the cash flow from a software investment. It is shown that the managerial flexibility created by real options to handle different types of uncertainty is depending on the type of option being created. The chapters differ in the type of setting analyzed; Chapter 6 analyzes the value created by options in different decision set-
tings when the software investment is acquired. The example used in the chapter is open source software but it is also discussed how to generalize the results to the case of proprietary software. The analysis in Chapter 5 concentrates on the value created by different options when developing software and the empirical circumstances when these options can be created. A common feature of both papers is the analysis of the value added by the real options.

Applying option theory into software investment decisions is being done since the seminal papers Clemmons (1991); Dos Santos (1991) and Kambil et al (1993). Later studies include e.g. Benaroch et al. (2007); Benaroch et al. (2006); Fichman (2004); Schwartz and Zozaya-Gorostiza (2003); Erdongmus (2002); Taudes et al. (2000). The common denominator for much of the research that the above exemplifies in software economics is that it is either based on analytical continuous-time models or analyzes cases given the existence of an option. Analytical continuous-time models make it easy assess the value of the option but are based on restrictive assumptions that may not be empirically validated. The results in Chapter 5 and Chapter 6 add to this research using discrete-time models for the modeling underlying the analysis in the chapters. The discrete-time models used have the advantage of being based on fewer assumptions and hence more applicable in real-life. Further, the chapters add to the research in discussing how various options can be created in different settings.

We shall return to the use of real options when extending the discussion of intangible consequences below.

CONCLUSION

The main conclusion of this dissertation is that the return of a software investment can be assessed and managed by applying the models and
methods proposed in this study. It is shown that applying a real option and portfolio theory approach provides a more comprehensive approach compared to previous research. This different approach yields the method to manage the uncertainty of a software investment and create opportunities for future development and hence maximizes the return of the investment. It is also shown that it is possible to define a cash flow function for a software investment by analyzing the economic characteristics of the consequences from a software investment. By knowing these characteristics we can use appropriate methods for modeling their economic impact on the cash flow. So, by using more sophisticated economic models the return of a software investment can be assessed and strategically managed.

Much of the discussions throughout the study have assumed that it is a one-firm setting that is analyzed. However, Equation 2 in Chapter 1 is not only valid for a one-firm setting but also for the case when the developing firm and the acquiring firm is not the same. Hence it can be seen as a general economic return function for a software investment.

On a general level the main contribution of this study is that is shown how the economic return of a software investment can be assessed and managed. To do this a more comprehensive approach must be applied in comparison to previous research.

**DISCUSSION**

This section will extend the analysis of the findings on how the various parts affect the return of a software investment. It will also be discussed how the various results affect the economic return of a software investment as assessed by Equation 2 in Chapter 1.
Value added by software platforms

Chapter 7, Chapter 8 and Chapter 9 have shown that a firm can reduce the uncertainty when developing software. By reducing the uncertainty, the opportunity cost of capital, i.e. $k$, in the numerator of Equation 2 in Chapter 1, is reduced since $k$ is determined by the relation between the systematic risk of the investment and the market portfolio, i.e. a perfect portfolio; see e.g. Elton et al. (2006); Copeland et al. (2005) or De Matos (2001) for a thorough discussion and a derivation of this result. This means that the expected value of future cash flow increase in value and as a result the return of the software investment increases in value. This result is regardless of if it is the market uncertainty or the technical uncertainty that is reduced. By using a software platform as a base for developing software, we can reduce the investment cost for the development, i.e. $I$ in Equation 2 in Chapter 1, which increases the return of the investment.

Another advantage of a software platform is that it creates option for future development given the reuse of already developed components. Depending on the type of platform developed, different types of options are created and different types of uncertainty can be managed. This will also have a positive effect on the return of the software investment since these should be viewed as sequential investments. So, software platforms do not only reduce uncertainties but may also create valuable investment opportunities as seen in Chapter 7. This further increases the value of the software investment since it has a positive effect on $O$ in Equation 2 in Chapter 1.

Software platforms and general purpose technologies

In order to reduce uncertainty to increase the value of the investment, the firm must have a deliberate strategy when developing the software platform. This issue is the focus of the analysis in Chapter 9. To decrease the uncertainty the firm shall develop a software platform that suits to
the most consumer preferences. The intuition behind this is that the platform is then the most usable for developing software from. If a functionality does not reduce the market risk of the platform, it is, from a uncertainty reduction point of view, better to develop that functionality for a unique software instead of including it in the software platform. This result can be extended to the analysis of the technical uncertainty as well. The platform that would appeal to most consumer preferences also minimizes the variance of the return in a general setting. This platform is the platform that we refer to as the efficient software platform.

The result is in line with the development of a general purpose technology. Given general purpose technologies, it may not be the number of functionalities that has the greatest impact on the risk reduction but the type of functionality included. As an analogy of this we may think of electricity being one product with many ways of use depending on our preferences.

Another way of viewing an efficient platform is to consider it as the optimal bundling scheme where bundling refers to packaging \( n \) products in fixed proportions (Shapiro and Varian, 1999). We conclude that the minimum-variance software platform is the efficient bundling scheme since this platform is made up of different proportions of \( n \) functionalities which minimizes the volatility of the software platform by appealing to the most customer preferences.

**Software platforms and managerial flexibility**

By developing the software platform the firm also acquires put and/or call options on that platform for future actions. In most cases this would be a call option. However, there are also cases where the firm acquires a put option from the platform, see Chapter 6 and Chapter 7 for discussions of empirical results on this. The call option would in most cases refer to the option to reuse the software platform in future software de-
velopment. For the option to be as valuable as possible the software platform must meet as many needs as possible. Since the minimum-variance software platform is the platform that appeals to the most consumer preferences it is the software platform that creates the most options for the future.

It is shown in Chapter 6 and Chapter 8 how real options can be incorporated on a general level into software development project and the added return from this, i.e. the effect on $O$ in Equation 2 in Chapter 1. The key is that the flexibility can be included in most software development projects. The way to do so is in most cases to change how we view the decision setting under which the software is developed. Given that the cash flow function of software investment is stochastic (Numminen 2008a) there is more need for incorporating options to manage negative outcomes. Doing so we can make the cash flow easier to predict and less uncertain and which gives us a lower discount rate since the required risk-premium is reduced.

Although options for future action can be incorporated in the decision setting it does not mean that all options shall be exercised. Before exercising the option it must be assessed that the value added by the option exceeds the exercise cost. In the end, the software investment must still have a positive economic return when the added values by the options are taken into account.

Real options do not only add value or reduce uncertainty during the development of software. An acquiring firm can also benefit from creating options to maximize the uncertain economic return from the software investment. One way of doing so is to invest in module-based software when possible. Doing so creates valuable flexibility in the adoption of the software compared to acquiring the full system at once. Acquiring
additional modules can be seen as options to expand the software. These options shall only be exercised if the expected added economic return exceeds the exercise price, i.e. the investment cost. A module-based investment strategy also reduces the uncertainty of the economic return in comparison to acquiring the full system at once due to the managerial flexibility. This managerial flexibility also derives value from the possibility to defer investments in additional modules until needed.

**An option view on intangible consequences**

As discussed in Chapter 1 previous research has argued that the true value of a software investment is not possible to assess using traditional investment models. A main reason for this is the presence of the intangible consequences that make up an important part of the value of a software investment. To overcome this problem a different view on intangible consequences is needed. Instead of viewing intangible consequences as a problem that makes valuation of software investments pointless, they should instead be viewed as additional sources of economic value that has to be realized, i.e. an option for future cash flows. As with any option they require an effort to be exercised, i.e. there is an exercise price for killing the option and receiving the underlying asset.

The line of reasoning above is in line with the conclusions in e.g. Brynjolfsson (2003) and Brynjolfsson et al. (2003) where the full economic return from a software investment is reached when it is combined with an organizational change, i.e. the organizational change is the independent variable that separates the economic return that different organizations have received from a software investments. This is also validated empirically by e.g. Stratopoulus and Dehining (2000) where evidence is shown that it is not the amount of money that is invested in software that make the difference but how the software is managed by the organization where it is implemented. Similar results but from another point of view can also be found in e.g. Orlikowski and Scott (2008) and Or-
likowski (2007; 1992) where it is argued from an organization theoretical point of view that it is meaningless to separate the software and the organization where it is used since it is value of the co-effect that can be observed. On a general level this is equivalent of saying that you cannot separate the usage of the software from the software when it comes to the creation of economic return.

**The role of managerial skills**
The prerequisite for an organization to fully capitalize on a software investment is by the above discussion the managerial skills of how to utilize the software in the organization. A part of the managerial skill is to understand of which complementary investments must be made to gain the maximum economic return from a software investment. The same software can be used by different organizations with different economic returns as a result depending on the firm-specific settings (Peteraf, 1993). The more general the software is, the more important the managerial skills become to fully capitalize the software investment in order to get the desired outcomes from the software investment. General software can be used for more tasks than specific software which has designated tasks for which it is developed for. An investment in general software, i.e. a general purpose technology type of software, would therefore also result in more intangible consequences than the specific software. It would therefore require more managerial skills for the economic return from the software to be maximized. The level of intangible consequences from a software investment is therefore positively correlated with the level of efficiency of the software platform from which it is derived.

The managerial skills needed to maximize the cash flows from the software can then be argued to be the knowledge of what type of effort is needed to exercise the options for future cash flows. This is depending on the type of option that the organization has. In general terms these
can be of two types; growth call-type options or protective put-type options (Cheung and Bagranoff, 1991). In the case of growth-call type options the firm expects to increase the cash flow by capitalizing on the intangible consequences, i.e. the intangible benefits, when exercising the option. The exercise price may then be reorganization of staff as discussed above or customizing the software as discussed in Chapter 6. Another type of investments that can be seen as an exercise price is the cost for increased training of the staff in using the adopted software. If the firm wants to receive less of the intangible consequences, i.e. the intangible costs, the firm may use a protective put-type option and scale down the usage of the software as discussed in Chapter 5.

SUGGESTIONS FOR FURTHER RESEARCH
This dissertation has partly aimed to show that the use of economic models to the field of software development and adoption may provide better basis for decision making. Although research in the field of software economics has been growing there is still a need for more research in the area. More research in exploring the use of more sophisticated models and methods from economic theory may further improve the decision-making in the field of software economics. Based on the conclusions from this study and the state of previous research the below suggestions for further research are motivated.

The concept of platforms has been used in a wider sense than in previous research in software economics in this study. There is still a need for more empirical and theoretical research on software platforms in a wider sense in software economics. From a managerial point of view, we would like to know how platforms can be used to manage uncertainty in different settings. It is also relevant to study what types of opportunities, i.e. real options, for future software product development are created by different types of software platforms. To decrease uncertainty and to
create the most options for the future it we need to know how the relation between platforms and options look in different settings.

Real options modeling have been applied for some time now in the software economics field. Most of this research has been devoted to applying option valuation methods given an option. This is a well-explored branch in financial economics. Less research has been devoted to the question of how options are created in software investments. There is need for more research on a managerial level but also on a more operational level on this matter. More research is also needed on how managerial skills can be used and what type of managerial skills is needed to create the flexibility, to manage the outcomes of software investments and to fully capitalize the possible economic return from the investment.

Finally, there is a need for more research on the realization of the economic characteristics of a software investment during the development stage as well as after the adoption of the software. By knowing this, the right type of underlying process for the cash flow function can be derived and thereby make the economic modeling more accurate and useful. The realization may not look the same for all types of software and therefore it needs to be studied for different types of software.
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The purpose of this dissertation is to explore how the economic return of a software investment can be assessed and managed. This topic has been studied in research and has been a concern for firms making software investments. In order to study this we need a model of the underlying factors affecting the economic return. Assessing and managing the return of a software investment is been argued to be difficult due to specific economic characteristics of a software investment, i.e. high degree of intangible consequences and uncertainty about the total investment cost. Given these characteristics it is has been concluded that it is difficult to derive a return function.

In this dissertation we question this conclusion and propose a comprehensive model to assess and manage the intangibles and the underlying uncertainty. The model is deduced from general assumptions of the economic behavior of the firm. To develop the model we analyze the relevance of intangibles in relation to the economic purpose of making a software investment. Based on this a new way of deriving a cash flow function for a software investments is defined.

Further it is analyzed how the underlying uncertainty of a software investment can be managed. The analysis uses a quantitative approach and methods from financial economics. It includes how the application of a real option and portfolio approach can reduce the uncertainty in a software investment and the role of efficient software platforms. The relation between software platforms and the opportunity to create different types of real options for future development is inferred from empirical studies. The studies in this dissertation show how a managerial view on a software investment corresponds with the overall economic goal of the firm. They also show how a strategic value of a software investment can be created, assessed and managed.
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