THE N-DIMENSIONAL STERN-Brocot TREE

HÅKAN LENNERSTAD

Blekinge Institute of Technology
Research report No. 2012:04
The $n$-dimensional Stern-Brocot tree

Håkan Lennerstad
School of Engineering, Blekinge Institute of Technology, S-371 79 Karlskrona, Sweden
Hakan.Lennerstad@bth.se

Abstract
The $n$-dimensional Stern-Brocot tree consists of all sequences $(p_1, ..., p_n)$ of positive integers with no common multiple. The relatively prime sequences can be generated branchwise from each other by simple vector summation, starting with an ON-base, and controlled by a generalized Euclidean algorithm. The tree induces a multiresolution partition of the first quadrant of the $(n-1)$-dimensional unit sphere, providing a direction approximation property of a sequence by its ancestors. Two matrix representations are introduced, where in both a matrix contains the parents of a sequence. From one of them the isomorphism of a subtree to the entire tree of dimension equal to the number of parents of the top sequence follows.

A form of Fibonacci sequences turn out to be the sequences of fastest growing sums. The construction can be regarded an $n$-dimensional continued fraction, and it may invite further $n$-dimensional number theory.
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1 Introduction

The Stern-Brocot tree can be regarded as a tree of all pairs of integers $(p, q)$ that are relatively prime, starting with an ON-base $(1, 0)$ and $(1, 0)$ [21]. It
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is in this paper generalized to the \textit{n-dimensional Stern-Brocot tree} - a tree consisting of all sequences of relatively prime integers \((p_1,...,p_n)\), i.e. so that \(GCD(p_1,...,p_n) = 1\). Exempting the \(O\)-base which is the zeroeth generation of the tree, this tree also represents all distinct directions in \(\mathbb{Z}^n_+ = \{(x_1,...,x_n); x_i \in \mathbb{Z}, x_i > 0, 1 \leq i \leq n\}\).

In this introduction, we start by the basics of the two-dimensional tree, proceed with an overview over research in different areas that involves the Stern-Brocot tree, and conclude the section with previous research and main results for the present paper.

\subsection{Basics of the tree}

The mathematician Mouritz Stern and the clockmaker Achille Brocot presented their tree 1858 [34] and 1861 [10], and it has received increasing attention since the publication of [21], which is the main reference for the tree and its basic properties. The well known tree (for \(n = 2\)) is, except for the first two entries, usually described as a binary tree of ratios in lowest terms as follows:

![Fig. 1.](image)

This view hints that each ratio has one parent, which is only appropriate in the matrix description. Each relatively prime pair is constructed generation by generation by vector addition \((a, b) + (c, d) = (a+c, b+d)\), which for ratios...
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sometimes is called mediant addition: \( \frac{a}{b} \oplus \frac{c}{d} = \frac{a+c}{b+d} \) [21]. So \((a + c, b + d)\) appears in an intermediate position between \((a, b)\) and \((c, d)\) in the left-to-right increasing size order as ratios. The size order follows from regarding the mediant addition as a weighted mean of \( \frac{a}{b} \) and \( \frac{c}{d} \) with positive weights: 
\[
\frac{a+c}{b+d} = \frac{a}{b} \frac{b}{b+d} + \frac{c}{d} \frac{d}{b+d}.
\]
The algorithm starts with the vectors \((0, 1)\) and \((1, 0)\) that constitute generation 0. Thus each entry has two parents, where one parent belongs to the previous generation and the other to an earlier generation.

A pair of parents \((a, b)\) and \((c, d)\) can be characterized by that \(cb - ad = 1\) assuming \(c/d > a/b\) [21], from which it follows that \(GCD(a, b) = 1\) and \(GCD(c, d) = 1\). Each pair \((a + c, b + d)\) can also be represented as a matrix \(\begin{pmatrix} c & a \\ d & b \end{pmatrix}\) where the parents are columns. This is a matrix of positive integers of determinant 1, hence forming a submonoid of the modular group [2], [32]. The representation can be described by a one-to-one function \(f: \begin{pmatrix} c & a \\ d & b \end{pmatrix} \rightarrow \frac{a+c}{b+d}\). Furthermore, in matrix formulation the generating algorithm can be represented as right-multiplication by the matrices 
\[
R = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad L = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix},
\]
the two matrices that constitute the second generation in the tree. In this representation each ratio/pair/matrix has only one parent.

It also follows that each matrix in the tree is a product \(R_{a0} L_{a1} \cdots R_{an-1} L_{an}\) for some integers \(a_0, \ldots, a_n\) which all are positive except \(a_0\) that may be zero. The product of matrices is equivalent with a continued fraction [21] in the sense that

\[
f(R_{a0} L_{a1} \cdots R_{an-1} L_{an}) = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{\cdots + \frac{1}{a_n}}}} := [a_0, \ldots, a_n],
\]

providing a geometric interpretation of a continued fraction as a walk in the Stern-Brocot tree. This can also be reformulated with the Euclidean algorithm, since if \(\frac{a}{b}\) is in lowest terms and \(q_0, \ldots, q_n\) is the sequence of quotients delivered by the Euclidean algorithm, then

\[
\frac{a}{b} = q_0 + \frac{1}{q_1 + \frac{1}{q_2 + \frac{1}{\cdots + \frac{1}{q_n}}}}.
\]
Continued fractions, in [32] connected to geodesics of a modular surface, furthermore provide the best possible approximation of a real number with a rational number that has minimal denominator [21]. In Theorem 15 the \( n \)-dimensional Stern-Brocot tree is connected to an \( n \)-dimensional continued fraction.

A Farey series \( \mathcal{F}_n \) contains all fractions in lowest terms in size order with denominator at most \( n \), which is a subtree of the Stern-Brocot tree. As we have seen, a rational number \( x \in [0, 1] \) \((a_0 = 0)\) can be mapped onto \( L^{a_1} \cdot \ldots \cdot R^{a_{n-1}} L^{a_n} \) by \( f^{-1} \), a mapping that can be extended to irrationals by allowing an infinite expansion. The Minkowski question mark function \(? (x)\) [25] [1] performs this mapping of \( x \in [0, 1] \) to the \( L^{a_1} \cdot R^{a_2} L^{a_3} \cdot \ldots \) expansion in terms of a binary number expansion:

\[
?(x) = a_0 + 2 \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{(a_1 + \ldots + a_k) - 1}.
\]

The function \(? (x)\) is continuous and increasing but has derivative zero in all rational points. It has furthermore a multifractal structure. The formula (3) is due to Denjoy [14].

1.2 Research areas involving the tree

We next describe examples of research where the two dimensional Stern-Brocot tree has turned out to be important, starting with research within mathematics, and later concerning applications. In [4] the authors find algorithms that provide the entry at generation \( g \) and position \( j \) from the left in the tree, as well as algorithms for the reverse problem. The tree has also been used to find fast algorithms for efficient representation of real numbers on computers [27], [19]. The paper [18] takes an analytic view by building a multifractal analysis for Stern-Brocot intervals, i.e., intervals whose end points are adjacent rationals in the same generation. Analytic properties of the Stern-Brocot pressure function and the multifractal spectrum are studied also together with corresponding results for continued fractions. In [17] the classical Diophantine quadruple problem is addressed. The paper involves a generalisation from \( 2 \times 2 \) matrices to similar \( 4 \times 3 \) matrices, which are defined in terms of the Diothantine problem. The solutions of a modular Diohantine inequality \( a x \mod b \leq c x \) are in [11] proven to be equivalent to finding the right Bézout sequences, which turn out to be specific paths in
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The Gauss map $1/x - \lfloor 1/x \rfloor$ acts as a shift operator for a continued fraction. In [5], relations between clusters of this map and branches of the Stern-Brocot tree are proved. Also, a generalised tree is given including also negative rationals, and results for a Gauss map that is enlarged outside the unit interval.

The growth of random Fibonacci sequences, $t_{n+2} = \pm t_{n+1} \pm t_n$, $t_0 = t_1 = 0$ was in [38] found to be 1.13198824... with probability 1, the Viswanath’s constant, to be compared to the golden ratio 1.61803398... in the non-random case. It was found by finding a probability measure that is invariant over the division of the real line in Stern-Brocot intervals. This was later generalised in [15] to the random recurrence $t_{n+2} = t_{n+1} \pm \beta t_n$. Such random sequences has applications in ergodic theory, dynamical systems, heavy-tailed statistics, spectral theory and condensed matter physics. A central observation in these papers is that Stern-Brocot intervals are mapped onto Stern-Brocot intervals by a map that resembles a dilation equation, which in turn is fundamental for the construction of wavelets [35]. Wavelets are sets of real functions with compact support that are orthogonal and usually display fractal characteristics - supporting a so called multiresolution analysis. They are based on a multiresolution partition, in [36] used for analysis of earthquake data, that is needed in this paper (Definition 1).

In applications, the Stern-Brocot tree has been used not only for the design of cog wheels, which was the start [10]. The two-dimensional tree has been used in discrete geometry and applications, such as studies of digital straight lines - an area of application prone to benefit from a generalization to tree dimensions. One such is presented in [37], for straight segment recognition in discrete linear algebra. Here evolution of slopes corresponds to walks in the Stern-Brocot tree, meaning among other things that that these operations are related to the mediant addition. This addition turned out to be an important tool in the proofs in [23] for comparing ratios, delivering tight bounds on the Euclidean minimal distance valid for any phase shift keying block code with given code size, alphabet size and word length. In [6] the combinatorics of sets of words with certain periodicity properties is examined with the aid of the Stern-Brocot tree, inducing corresponding trees consisting of words. The mapping of $\frac{a}{b}$ to the sequence $a_0, \ldots, a_n$, defined by $R^{a_0} L^{a_1} \cdot \ldots \cdot R^{a_{n-1}} L^{a_n}$, is sometimes called the Stern-Brocot transform, and has been proposed for string matching problems in security systems [20].

Dynamics of mixed-mode oscillators are since long studied in signal process-
ing, and are relevant in chemistry and neuroscience. The oscillatory patterns are in [16] shown to be organized efficiently by the tree. The paper [8] implements a finite difference equation for solving the non-linear first order differential Hamilton-Jacobi-Bellman equation that is fundamental in statistic control. The two dimensional problem is studied, which can be formulated as a linear programming problem that is solved by means of the Stern-Brocot tree.

Finally we mention two examples from music theory. In [28] correspondences between the elements of well-formed scales and properties of the modular group and the Stern-Brocot tree are investigated. This provides among other things a language for a discussion about the interface between sound perception and musical thought. The article [12] discusses how Farey series and the Minkowski question mark function emerge in music theory from pitch perception perspectives as well as from musical scale approaches.

1.3 Main results and related research

The purpose of [24] was to, for a ratio $a/b$ in lowest terms, find sets

\[ \{a_1/b_1, a_2/b_2, ..., a_c/b_c\}, \]

where $\sum a_i = a$ and $\sum b_i = b$, and which for fixed $c$ maximizes

\[ \left[ \begin{array}{c} a \\ b \end{array} \right]_{c} = \min \{a_1/b_1, a_2/b_2, ..., a_c/b_c\}, \]

and minimizes

\[ \left[ \begin{array}{c} a \\ b \end{array} \right]_{c} = \max \{a_1/b_1, a_2/b_2, ..., a_c/b_c\}. \]

These functions are generalizations of the ceiling and floor functions, which they reduce to when $b = c$. The problem was solved using the (2-dimensional) Stern-Brocot tree. It turned out that the same set \{a_1/b_1, a_2/b_2, ..., a_c/b_c\} provides both the maximum and the minimum, and that it contains at most tree distinct entries, which are parents to each other in the tree. This result allows a solution to a parallel computer performance optimization problem [22], which is a generalized solution to [7], which in turn is a generalization of the famous 4/3-conjecture in computer science [13].
The usual way to find a ratio $a/b$ in the two dimensional tree is by binary search [21], i.e. by exploiting the left to right size order. In [24] a different algorithm is used, starting with an ON-base $(0, 1)$ and $(1, 0)$, and writing and rewriting as

\begin{equation}
(a, b) = a(1, 0) + b(0, 1) \text{ (start)}
\end{equation}

\begin{equation}
x(p, q) + y(r, s) = \begin{cases} 
x(p + r, q + s) + (y - x)(r, s) & \text{if } x < y \\
(x - y)(p, q) + y(p + r, q + s) & \text{if } x > y
\end{cases}
\end{equation}

Thus the vectors are descending in the Stern-Brocot tree, while the factors $x$ and $y$ perform a weak Euclidean algorithm: with a quotient that always is one (see page 12). This algorithm is easily generalized from pairs to $n$-tuples (Definition 1), starting the iteration with an $n$-dimensional ON-base. Thus the $n$-dimensional tree can be generated branchwise (Section 2) by a very simple algorithm. The algorithm provides a well defined tree since the conic hull of the sets of vectors produced are disjoint successive refinements of parts of the unit sphere $S^{n-1}$ or $\mathbb{R}^n$, which is appropriately described as a multiresolution partition (Definition 5 and Theorem 1). In the remainder of the paper the tree is described without factors, i.e. generationwise rather than branchwise. A side result of the approach is a generalization of the Euclidean algorithm from 2 to $n$ integers (Definition 3 and Lemma 2).

A difference from the two-dimensional tree is that not all sequences have the same number of parents. The degree $d$ of a sequence is its number of parents: $2 \leq d \leq n$. The conic hull of the sets of parents are $d - 1$-dimensional subsets of $S^{n-1}$ that are rapidly shrinking, meaning that the parents provide relatively primes sequences that approximate the direction of $(p_1, \ldots, p_n)$, measured simply as the angle between two vectors (Theorem 4). These are effective approximations partly because of the simplicity of the algorithm, inviting discrete geometry applications.

A $n \times n$-matrix representation (Section 3) $M$ of a sequence of degree $d$ need to be associated with a partition of the columns in $d$ blocks, meaning that the parents are the column block sums. With this matrix representation the fact that all sequences generated by the algorithm are relatively prime can be proved (Theorem 8). Furthermore if follows that all sets of factors are relatively prime (Lemma 9). Also, each sequence/matrix can be seen as a certain product of the matrices of generation 2 (there are $2^n - 2$ such), just as in the case $n = 2$. However, only a certain subset of size $2^d - 2$ is allowed when having $d$ parents (Theorem 11).
It is easy to observe that the sequence of matrices produced by the algorithm is a subsequence of an \( n \)-dimensional continued fraction along \((p_1, \ldots, p_n)\), following Brentjes formalism \cite{31}. It also follows that Definition 1 is an \( n \)-dimensional continued fraction algorithm that is subtractive but not a division algorithm. In \cite{31} convergence issues are studied for multidimensional continued fractions, and they are used among other things for Diophantine approximation.

In a second matrix representation each sequence is associated with a \( n \times d \) matrix where the columns simply are the parents. With this matrix representation it can be proven by using the Moore-Penrose pseudoinverse that each subtree, consisting of all descendants of a sequence \((p_1, \ldots, p_n)\) of degree \( d \), is topologically isomorphic to the entire \( d \)-dimensional Stern-Brocot tree (Theorem 12).

For convenience we may refer to the subset of the tree that has degree \( n \) by the core, while its complement is the periphery. The core is an \( n \)-ary tree with \( n^{n-1} \) members in generation \( g \). Some basic combinatorics of the tree are given in Section 3.1. Sequences of Fibonacci type (see Definition 4) turn out to have the largest sequence sum in each generation. It is also possible to calculate a formula for \( T_n(g) \), i.e. the number of sequences of generation \( g \) in the \( n \)-dimensional tree (Theorem 13). Denoting by \( T_{n,n}(g) = n^{n-1} \) the number of elements in the core and by \( T_{n,Fi}(g) = \frac{-n!}{(n-g+1)!} \) the number of Fibonacci type numbers, we have the following quantities:

\[
\begin{array}{cccc}
  g = 2 & n = 2 & 2 & 2 \\
  g = 3 & n = 3 & 6 & (3,3) \\
  g = 4 & n = 4 & 14 & (4,4) \\
  g = 5 & n = 5 & 30 & (5,5) \\
  g = 6 & 4 & 24 & (9,6) \\
  g = 7 & 8 & 84 & (27,6) \\
  g = 8 & 16 & 560 & (64,24) \\
  g = 9 & 32 & 276 & (81,6) \\
  g = 10 & 64 & 12824 & (1024,24) \\
  g = 11 & 128 & 139500 & (3125,120) \\
\end{array}
\]

Table 1. Values of \( T_n(g), (T_{n,n}(g), T_{n,Fi}(g)) \) for \( g \leq 6 \) and \( n \leq 5 \).

Since \( T_n(g) \) increases rapidly in both \( n \) and \( g \), it is natural to consider the Stern-Brocot hedge, which is the significantly smaller subtree of only non-decreasing sequences. For the sake of the generating algorithm this tree only entails different starting sequences - non-decreasing such. When starting the algorithm with at least two members of an ON-base, an not necessarily \( n \) members, the algorithm produces the Stern-Brocot grove. It contains \( \binom{n}{k} \)
copies of the tree of dimension $k \leq n$. The grove contains all distinct directions in $\mathbb{Z}_+^n = \{(x_1, \ldots, x_n); x_i \in \mathbb{Z}, x_i \geq 0, 1 \leq i \leq n\}$. In the case $n = 2$, the hedge is half the tree, and the tree, the grove and the core all coincide.

Section 2 describes the main algorithm and its immediate consequences. Here the framework *multiresolution partition* is formulated with which the structure of the tree can be understood, and from which the well-definedness of the tree follows. In Section 3 the two matrix descriptions are constructed and used for basic results. Section 3.1 provides basic combinatorics of the $n$-dimensional tree, and Section 4 shows the connection to $n$-dimensional continued fractions, summarizes the results, and formulates further questions.

## 2 The generating algorithm

### 2.1 An example

We start by an example for $n = 3$ by calculating the ancestors for the prime triple $(16, 9, 6)$. Some definitions for general dimensions are made in this subsection. By $m(p, q, r)$ we denote $m$ copies of the vector $(p, q, r)$, and we refer to $m$ as the *factor* of $(p, q, r)$. The algorithm starts with an ON-base $16(1, 0, 0), 9(0, 1, 0), 6(0, 0, 1)$.

In the algorithm, all entries with the smallest factor $m$ are replaced by the sum of all entries, simultaneously decreasing all other factors by $m$. It turns out that the algorithm necessarily ends with the sequence $(16, 9, 6)$, and that it contains only relatively prime sequences. For the tree structure induced by this algorithm, the parents of a sequence is the sequences that it is the sum of. In some cases two or more entries are least frequent, in which case the cardinality of the number of parents permanently decreases.

Step 0: $16(1, 0, 0), 9(0, 1, 0), 6(0, 0, 1)$.
Step 1: $10(1, 0, 0), 3(0, 1, 0), 6(1, 1, 1)$.
Step 2: $7(1, 0, 0), 3(2, 2, 1), 3(1, 1, 1)$.
Step 3: $4(1, 0, 0), 3(4, 3, 2)$.
Step 4: $1(1, 0, 0), 3(5, 3, 2)$.
Step 5: $1(6, 3, 2), 2(5, 3, 2)$.
Step 6: $1(11, 6, 4), 1(5, 3, 2)$.
Step 7: $(16, 9, 6)$. 
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The generation number $g(p,q,r)$ is simply the number of steps required by the algorithm to reach $(p,q,r)$, so $g(16,9,6) = 7$. In the list above, step $i$ displays the ancestor set $B_i(16,9,6)$, for $i = 0, ..., 7$, i.e. the sets of parent for the sum appearing in the next step. The set $B(16,9,6) = \bigcup_{i=0}^7 B_i(16,9,6)$ contains all ancestors of $(16,9,6)$, and we can observe that $|B(p,q,r)| = g(p,q,r) + 3$ since one new sequence appears in each step.

2.2 The general case

Denote by $SB_n(g)$ the set of members in the $n$-dimensional Stern-Brocot tree of generation $g$, by $SB_n^*(g)$ the set of members of at most generation $g$, and by $SB_n$ the entire tree of dimension $n$.

Denote also by $1_k$ an $n$-dimensional vector with all zeroes except one single 1 in the $k$:th position. The set $1_1, ..., 1_n$ is an ON-base for $\mathbb{R}^n$, as well as generation 0 in the tree, and the ancestor set $B_0$ for any relatively prime sequence.

Given a sequence $(p_1, ..., p_n)$ of positive integers with no common multiple, the algorithm starts with the multisequence $(p_1 1_1, ..., p_n 1_n)$. Consider a general case $(q_1 P_1, ..., q_d P_d)$, where $d \leq n$ and $P_1, ..., P_d$ are sequences constituting the ancestor set $B_{i-1}(p_1, ..., p_n)$. The following algorithm provides the next ancestor set $B_i$, in which the leading element is $L_i = P_1 + ... + P_d$.

**Definition 1.** Suppose without loss of generality that $q_1 \leq ... \leq q_d$. Then a general step of the generating algorithm is defined as follows:

$$
\begin{align*}
(q_1 P_1, ..., q_d P_d) &\rightarrow \\
(q_1(P_1 + ... + P_d), (q_2 - q_1)P_2, ..., (q_d - q_1)P_d) &\text{ if } q_1 < q_2 \\
(q_1(P_1 + ... + P_d), (q_3 - q_1)P_3, ..., (q_d - q_1)P_d) &\text{ if } q_1 = q_2 < q_3 \\
&\vdots \\
&\vdots \\
&\vdots \\
&\vdots \\
(q_1(P_1 + ... P_d), (q_k - q_1)P_k, ..., (q_d - q_1)P_d) &\text{ if } q_1 = ... = q_{k-1} < q_k \\
&\vdots \\
&\vdots \\
&\vdots \\
(p_1, ..., p_n) &\text{ if } q_1 = ... = q_d = 1.
\end{align*}
$$

Note that the total sum of the sequences including factors is preserved in the step. A sequence $P$ that can be reached by $g$ steps from the ON-base by this algorithm belong to generation $g$ in $SB_n$, written $P \in SB_n(g)$, and
$P_1, ..., P_d$ are its parents. We will later prove that $g$ and the set of parents are well-defined for each relatively prime sequence $(p_1, ..., p_n)$ (Theorem 1).

The branch $B(p_1, ..., p_n) = \bigcup_{i=0}^g B_i$ consists of all sequences that appear during all steps of the algorithm, i.e. all ancestors of $(p_1, ..., p_n)$. We will in Theorem 4 find successive direction approximations to $(p_1, ..., p_n)$ in this set. Note also that $|B(p_1, ..., p_n)| = g(p_1, ..., p_n) + n$ and that

$$
(p_1, ..., p_n) = \sum_{P_j \in B_i} a_j P_j \quad \text{and} \\
L_{i+1} = \sum_{P_j \in B_i} P_j.
$$

for some positive integers $a_j$.

The degree $d \leq n$ of a sequence is the number of parents. It is practical to refer to the part of the tree consisting of entries with full degree the Stern-Brocot core, while its complement is the pheriphery. Note that the core is an $n$-ary tree with $n^{d-1}$ entries at generation $g$, and that for $n = 2$ the Stern-Brocot tree has no pheriphery.

We call a set of parents to a prime sequence a Stern-Brocot set, generalizing the Stern-Brocot pairs of [24]. The ancestor sets are Stern-Brocot sets that are connected to the branch that ends with $(p_1, ..., p_n)$. Each Stern-Brocot set $\{P_1, ..., P_d\}$ spans a $d$-dimensional open convex subset $S(P_1, ..., P_d) = \{c_1 P_1 + ... + c_d P_d; c_i \in \mathbb{R}, c_i > 0, 1 \leq i \leq d\}$ of $\mathbb{R}^n$, containing all further generations of the tree from here. Note further that the Stern-Brocot sets of $SB_n(g)$ together with the one-dimensional sets $S(Q), Q \in SB_{n-1}(g)$ provide a partition of the set $\mathbb{R}_+^n = \{(x_1, ..., x_n); x_i > 0, 1 \leq i \leq n\}$ in subsets of dimensions 1, ..., $n$. Denote such a partition by $SP_n(g)$, and denote

$$(9) \quad SP_n = \{SP_n(1), SP_n(2), ...\}.$$ 

We next provide a general definition to describe this situation.

**Definition 2.** A multiresolution partition is a sequence of partitions $\Pi = \{\pi_1, \pi_2, \pi_3, ...\}$, where each $\pi_i$ is a partition of a fixed set $\Omega$, so that each block in $\pi_i$ is the union of at least two blocks in $\pi_{i+1}$.

A multiresolution path of $\Pi$ is a sequence of blocks $s_1, ..., s_g$ where for all $i : 1 \leq i \leq g$ we have $s_i \in \pi_i \in \Pi$ and $s_{i+1} \subset s_i$. 

A multiresolution partition is a natural concept in wavelet analysis. In [36] it is used for earthquake analysis. Certainly a multiresolution path can also be an infinite sequences of sets, for example when considering irrational numbers instead of rationals or integers (page 24).

Obviously, $SP_n$ is a multiresolution partition of $\mathbb{R}_+^n$. The number of blocks for each $g$ can be found by the formula in Theorem 13. The conic hulls of the ancestor sets form a multiresolution path. The Stern-Brocot intervals [18], [15], [38] is $SP_2$.

For each ancestor set $B_i(p_1,...,p_n)$, the vector $(p_1,...,p_n)$ belongs to the relative interior of $S(B_i(p_1,...,p_n))$. This means, together with that $SP_n(g+1)$ partitions $SP_n(g)$, that the algorithm can never re-enter a block it has left. For each $(p_1,...,p_n)$ there is therefore only one sequence of ancestors leading to $(p_1,...,p_n)$. It follows that $g$ and the set of parents are well defined.

**Theorem 1.** Each prime sequence has a well defined set of parents and generation number.

We next need a definition to describe the development of the factor sets.

**Definition 3.** Consider a multiset of positive integers $\{a_1, a_2, ..., a_n\}$ with at least two distinct integers. Denote $a_m = \min \{a_1, a_2, ..., a_n\}$ and $a_l = \min \{a_j : a_j > a_m\}$. We define an extended Euclidan algorithm with the general step

$$\{a_1, a_2, ..., a_n\} \rightarrow \{a_m\} \cup \{a_j - ka_m : a_j - ka_m > 0, a_j \in \{a_1, a_2, ..., a_n\}\}$$

for any $k : 1 \leq k \leq \lfloor a_l/a_m \rfloor - 1$.

If $n = 2$ and if we choose $k = \lfloor a_l/a_m \rfloor - 1$, the algorithm is the usual Euclidean algorithm. Let’s say that it is a weak Euclidean algorithm if we constantly keep $k = 1$.

**Lemma 2.** The extended Euclidean algorithm reaches eventually a multiset with only one distinct integer. That integer is $SGD \{a_1, ..., a_n\}$.

**Proof.** If the multiset contains at least two distinct positive integers, another step of the algorithm can be performed. Each step strictly decreases the total sum. Hence, we must finally reach a situation with only one distinct integer $A$. If all numbers $a_1, ..., a_n$ are divisible by $m$, then also $A$ is divisible by $m$.
since then all quantities \( a_j - ka_m \) are divisible by \( m \). This argument goes also backwards, so \( A = SGD \{a_1, ..., a_n\} \). 

We may consider the spheric surface

\[
S_{n-1}^n = \left\{ (x_1, ..., x_n); \sqrt{x_1^2 + ... + x_n^2} = 1, x_i \geq 0 \text{ for all } i \right\}
\]

instead of \( \mathbb{R}^n_+ \) as a set being partitioned by the tree, by projecting \((p_1, ..., p_n)\) to \((p_1, ..., p_n)/\sqrt{p_1^2 + ... + p_n^2}\), i.e. considering normalized vectors. It is consistent with that each prime sequence \((p_1, ..., p_n)\) represents a unique direction in \( \mathbb{R}^n \). When projected on \( S_{n-1}^n \), the multiresolution partition \( SP_n \) is a set of tessellations in spherical polygons with dimensions from 0 to \( n - 1 \).

We can now summarize main results in this section that follows from the previous considerations. They are completed by Theorem 8 in the next section, that establishes that all generated sequences are relatively prime.

**Theorem 3.** The algorithm in Definition 1 is for the sets of factors a weak extended Euclidean algorithm, while simultaneously the conic hulls \( S(B_i) \) form a multiresolution path in \( \mathbb{R}^n_+ \), always containing \((p_1, ..., p_n)\), and ending in \((p_1, ..., p_n)\). Also, \( SP_n \) is a multiresolution partition on \( \mathbb{R}^n_+ \), alternatively on \( S_{n-1}^n \) if considering normalized vectors.

The only purpose of using a weak Euclidean algorithm is to find all ancestors. In the example (page 2.1), Step 5 and the ancestor \((6, 3, 2)\) would have been dropped if the Euclidean algorithm were not weak.

The following figures show the first generations in the 3-dimensional Stern-Brocot hedge (see page 8), so permuting these sequences provide all entries in the tree. Let’s denote by \( SH_n^*(g) \) the \( n \)-dimensional hedge up to generation \( g \). In the figures, the members of the last generation are bold. For clarity, only the triangulation for \( g = 3 \) is marked in the graphics of \( SH_3^*(3) \) and \( SH_3^*(4) \).
Fig. 2. $SH^*_3(2)$ and $SH^*_3(3)$.

Fig. 3. $SH^*_3(4)$.

Denote by $\theta(P, Q)$ the angle between the vectors $P$ and $Q$:

\[
\theta(P, Q) = \arccos \frac{P \cdot Q}{|P||Q|},
\]

where $P \cdot Q = p_1 q_1 + \ldots + p_n q_n$, which we use as a measure of the direction error. Then the leading element of the next generation $L_{i+1}$, i.e., the sum of the entries in $B_i$ is a convenient direction approximation of $P = (p_1, \ldots, p_n)$.

If $d$ is the degree of $L_{i+1}$, the maximal direction error is found by checking $d$ quantities:

**Theorem 4.** The maximal direction error of $L_{i+1}$ as an approximation of $P$ is

\[
\theta(P, L_{i+1}) \leq \max_{Q \in B_i} \theta(Q, L_{i+1}).
\]
Proof. In this proof we work on $S_{n-1}^+$, i.e. we assume that all vectors are normalized. Denote the boundary of $S(B_i)$ by $\partial S(B_i)$. The set $S(B_i)$ is convex, so all $Q \in S(B_i)$ can be described as $Q = xL_{i+1} + (1 - x)R$ for some $R \in \partial S(B_i)$ and $0 \leq x \leq 1$. Then

\begin{align*}
L_{i+1} \cdot Q &= L_{i+1} \cdot (xL_{i+1} + (1-x)R) \\
&= x|L_{i+1}|^2 + (1-x)L_{i+1} \cdot R
\end{align*}

(14)
\begin{align*}
is minimal for $x = 1$ since $1 = |L_{i+1}|^2 \geq L_{i+1} \cdot R$. Hence $\theta(L_{i+1}, Q)$ is maximal for $x = 1$, i.e for $Q = R$ at the boundary. Now $R = yL_{i+1} + (1-y)L_{i+1}$ for some $L_{i+1}$ and $L_{i+1}$ in $B_i$. If $L_{i+1} \cdot L_{i+1} > L_{i+1} \cdot L_{i+1}$ we get maximal $L_{i+1} \cdot R$ for $y = 1$ and $R = L_{i+1}$ alternatively $R = L_{i+1}$ if $L_{i+1} \cdot L_{i+1} < L_{i+1} \cdot L_{i+1}$. In any case, the maximal value of $L_{i+1} \cdot Q$ for any $Q \in S(B_i)$ occurs for $Q \in B_i$. Since $P \in S(B_i)$, the theorem follows. \(\blacksquare\)

The theorem provides an $n$-dimensional search algorithm to find a prime sequence that approximates the direction of $(p_1, ..., p_n)$ with a pre-stipulated maximal error.

Each step in the Stern-Brocot core divides an $n$-dimensional polygon in $n$ subpolygons by a point in the interior of the polygon, so each new cell has only one $(n-1)$-dimensional boundary side that is common to the previous polygon. The new sides contain no points in the pheriphery, but the single "old" side contains at least one, which is not part of $B_i$. The same observation is valid on the relative boundary for lower dimensional polygons.

One may expect that the best approximation of $P$ among the entire $g$:th generation in the tree could be found among the ancestors. This is true for $n = 2$, but not for $n = 3$. We will reach a specific cell when searching for any point $P$ inside the cell. So if $P$ is close to an entry not in $B_i$ on the "old" side as mentioned above, we have a counterexample.

If including these points to an extended set of ancestors $\overline{B}_i = SB_n(i) \cap \overline{S}_i$, will we in $\overline{B}_i$ always find a best approximation for $P$ in $SB_n^*(i)$? This is neither proved or disproved for $n > 2$.

**Conjecture 5.** There is a $Q \in \overline{B}_i$ so that $\theta(P, Q) \leq \theta(P, R)$ for all $R \in SB_n^*(i)$.

In the next section we describe the tree generation-wise, and not branch-wise, hence without factors.
3 Matrix representations

Later in this section we will represent each relatively prime sequence by a matrix where the columns are exactly the Stern-Brocot set of the sequence (reduced matrices, see page 19). However, we start with a different representation: in quadratic matrices.

Each relatively prime sequence \((p_1, \ldots, p_n)\) of degree \(d\) may be represented by a \(n \times n\) integer matrix \(M\) together with a \(d\)-partition \(D\) of the columns of \(M\), i.e. a \(d\)-partition of the set \(\{1, 2, \ldots, n\}\). So, \(D\) is a set of \(d\) non-empty disjoint blocks whose union is \(D\). The parents of a sequence are the sums of the columns in each block. This is the central property of the matrix: the block sum property. Hence, the sum of all columns provide the sequence itself. However, the columns in a block are in general not the parents of the sequence represented by that block sum.

We may thus talk about a pair \(M, D\), equivalently to a relatively prime sequence. The partition has \(|D| = n\) if an only if the sequence is in the core, and then each column is a parent. We assume that the sequence \((1, 1, \ldots, 1)\) correspond to the \(n\)-dimensional unit matrix. In the following the relevance and correctness of this setup are proven.

Let us consider a step in the algorithm in matrix version, from \(M\) to \(M'\), and from partitions \(D\) to \(E\), where we assume \(|D| = d\) and \(|E| = e\). Then it follows from the algorithm that the leading element in \(M'\) is the entire column sum of \(M\). According to the algorithm, there is a set of sequences which remain unchanged - these are parents in the next step. There is also a non-empty set of vanishing sequences, that will not be parents. Let \(E(D)\) denote the union of all blocks in \(D\) that represent vanishing columns. Denote by \(D'\) the set of remaining blocks in \(D\). Then we will preserve the block sum property if all columns in \(D - E(D)\) are added to one particular column in \(E(D)\) - this provides the matrix \(M'\). Then \(E(D)\) corresponds to the leading element of \(M'\) since the block sum of \(E(D)\) provides the sequence represented by \(M\). It is easy to check that the matrix \(M'\) with the partition \(E = \{E(D)\} \cup D'\), provides the correct block sums. Then it also has the correct sum over all columns.

Thus the partition \(E\) is a specific type of recoarsement of the partition \(D\) (more common terminology is that \(D\) is a refinement of \(E\)), where one block in \(E\) is the union of a set of blocks in \(D\), and all other blocks are identical in the two partitions. It follows that there are \(\binom{d}{e-1}\) different partitions with \(e\) blocks of this type, \(e \leq d\).
The column sums can be achieved by right-multiplication with certain matrices $I_{i,j}$, for which we assume that $i \neq j$. We assume that the matrix $I_{i,j}$ is a unit matrix except in position $(i,j)$, where it has 1. Obviously, $\det I_{i,j} = 1$, and the matrix $MI_{i,j}$ is identical to $M$ except that the $i$:th column of $M$ is added to its $j$:th column. Using such matrices we can define a transition matrix corresponding to the set $E(D)$, that represents the change from $D$ to $E$. Pick a $j \in E(D)$, and define a transition matrix as

$$I_{E(D)} = \prod_{i \notin E(D)} I_{i,j}. \tag{16}$$

Then $M' = MI_{E(D)}$ has the property that all columns in $D - E(D)$ are added to one particular column in $E(D)$. Furthermore, $M'$ has determinant 1 by the determinant theorem, and because each matrix $M$ is the product of transition matrices. We have proved the following lemma:

**Lemma 6.** Let $M, D$ be the matrix of a sequence, and assume that $E(D)$ is the union of the set of blocks in $D$ that correspond to sequences that are not parents to the next sequence. Denote by $D'$ the remaining set of blocks in $D$, and $E = \{E(D)\} \cup D'$. Pick $j \in E(D)$ and let $I_{E(D)}$ be a transition matrix of $E(D)$. Then $M' = MI_{E(D)}, E$ is the matrix corresponding to a child of the sequence whose parents are the block sums of $E$. It also follows that all matrices have determinant 1.

We thus have recreated the algorithm in matrix form without the factors that govern the algorithm towards a specific branch. The matrix $I_{E(D)}$ is not unique if $|E(D)| > 1$ since there are $|E(D)|$ possible indices $j$ in $E_k$ that can be used, so the matrix representation is not unique.

A transition matrix is identical to a unit matrix except that it in one column has from 1 to $n - 1$:s. Thus, the column sums of these matrices are a certain set of 1:s and 2:s, so the set of transition matrices is identical to the second generation of the tree. There are in total $2^n - 2$ such matrices (sequences). The second generation core has a matrix with only 1:s in one entire column, so the core has $n$ members in generation 2. These are the transition matrices for the core.

To prove that the tree contains all relatively prime sequences, and nothing else, we first we need a simple lemma.

**Lemma 7.** The integers $p_1, ..., p_k$ are relatively prime if and only if there exists integers $a_1, ..., a_k$ so that $a_1p_1 + ... + a_kp_k = 1$. 

Proof. If \((p_1, ..., p_k)\) are not relatively prime there clearly cannot exist such numbers \(a_1, ..., a_k\). We prove the other direction by induction over \(k\). The statement is well known for \(k = 2\), and suppose that the statement is true for \(k - 1\). For \(k \geq 3\), if \(s = GCD(p_1, ..., p_{k-1})\) we have numbers \(a_1, ..., a_{k-1}\) so that \(a_1p_1 + ... + a_{k-1}p_{k-1} = s\) by the induction hypothesis. We also have \(GCD(s, p_k) = 1\) by the assumption that \(p_1, ..., p_k\) are relatively prime. So there are integers \(b_1\) and \(b_2\) so that \(b_1s + b_2p_k = 1\). Inserting \(s = a_1p_1 + ... + a_{k-1}p_{k-1}\) into this equation completes the induction. ■

**Theorem 8.** All sequences \((p_1, ..., p_n)\) that appear in the \(n\)-dimensional Stern-Brocot tree are relatively prime, and all relatively prime \(n\)-sequences appear.

Proof. The second statement is obvious, since we can start the algorithm with any relatively prime sequence - this is how the tree is defined.

To prove the first statement, we note that if \(x_1, ..., x_n\) is a row or a column in an integer matrix with determinant 1, subdeterminants provide integers \(a_1, ..., a_k\) so that \(a_1x_1 + ... + a_nx_n = 1\). But every sequence in the core occurs as a column in the matrix representation of its children, and all matrices have determinant one, so by Lemma 7 all sequences in the core are relatively prime. By construction, sequences in the periphery occur as sums of columns. Since the value of a determinant does not change if a column is added to another column, column additions can be repeated until a sequence in the pheriphery occur as a single row in a matrix of determinant 1. Thus also the sequences in the pheriphery are relatively prime. ■

Not only the sequences are relatively prime. We can also prove that all appearing sets of factors are relatively prime.

**Lemma 9.** All sets of factors \((q_1, ..., q_d)\) that appear in the algorithm, starting with a relatively prime sequence \((p_1, ..., p_n)\), are relatively prime.

Proof. This is easily is proven by induction over the steps of the algorithm. In the start we have \((q_1, ..., q_n) = (p_1, ..., p_n)\), so the statement is true. If \(GCD(q_1, ..., q_d) = 1\) and \(q_1 = ...q_{d-1} < q_d\), then \(GCD(q_1, q_d - q_1, ..., q_d - q_1) = s > 1\) is impossible by a simple application of Lemma 7. The lemma is proven. ■

**Lemma 10.** A sequence of degree \(d\) has \(^{d \choose e-1}\) children of degree \(e\), and in total \(2^d - 2\) children.
Proof. We have seen before Theorem 6 that to a multisequence $P_1, \ldots, P_d$, in matrix form $M$ with a partition $D$, there are $\binom{d}{e-1}$ different partitions potentially providing a child of degree $e$. We need also to check that all $\binom{d}{e-1}$ partitions may occur in the algorithm. Choose the factors $q_1, \ldots, q_d$ so that a specific set of $d-e+1$ factors are equal, and thus give rise to a partition of $e$ blocks. Running the algorithm backwards and using the argument in the proof of Lemma 9, we will end with the multisequence $x_11_1, \ldots, x_n1_n$ where $x_1, \ldots, x_n$ are relatively prime. Hence, there is a relatively prime sequence that provides each child of $P_1, \ldots, P_d$ that corresponds to each possible partition.

Adding the number of partitions over $e$ provides the sum $2^d - 1$. However, the partition with one single block has a block sum that is identical to the sequence itself, and is thus not a child.

For a sequence $(p_1, \ldots, p_n)$ with parents $P_1, \ldots, P_d$, any sum of $k$ parents, $1 \leq k \leq d$ provides a direction that does not leave the conic hull $S(P_1, \ldots, P_d)$, i.e. each such parent sum may be added to $(p_1, \ldots, p_n)$. In matrix terms this can be seen as multiplication by a certain subset of the second generation.

The next theorem specifies the allowed subset of generation 2. If $P$ is a sequence and $D$ a partition, denote by $D(P)$ the entries in $P$ divided in blocks according to the partition $D$.

**Theorem 11.** Suppose a sequence of degree $d$ is represented by a matrix with a partition $D$. Allowed matrices of the second generation is then those corresponding to a sequence $P$ of 1:s and 2:s so that all blocks in $D(P)$ contains only 1:s or only 2:s.

Proof. This respects the only rule of matrix multiplication, that each block should either not be added to another column at all, or the entire block should be added.

For example, the development after the sequence $(1, 1, 2)$ of degree 2 in $SB_3$ that has partition $D = \{\{1, 2\}, \{3\}\}$, the only allowed products are with the matrices corresponding to $(2, 2, 1)$ and $(1, 1, 2)$. Non-allowed products, i.e. containing a mixed block, may be possible and useful, but they do not support the tree structure or the algorithm that defines the generations of the tree, as expressed by Theorem 1.

The second generation can be regarded as a set of directions in which the next step may be taken without leaving the conic hull. Roughly, each member $P$ of $SB_n(2)$ moves by right matrix multiplication the sequence in a direction towards $P - 1_n$. In this description we allow sums of the ON-bases.
that have less than \( n \) terms, i.e. members of the Stern-Brocot grove (see page 8). While the tree has one single member of generation 1, the grove has \( 2^n - n - 1 \) members.

Our next purpose is to establish the topological result of Theorem 12, comparing a subtree with an entire tree. Let \( M, D \in SB_n \), and denote by \( SB_n(M, D) \), the subtree of \( SB_n \) that consists of all descendants of \( M, D \). For this tree we define a relative generation number counting from \( M, D \), so \( g(M, D) = 1 \).

Denote the reduced matrix \( \overline{M} \) to a sequence to be the matrix of type \( n \times d \) where, simply, each column is a parent. Then, \( \overline{M} = M \) if and only if \( M \) belongs to the core, and the sequence is still the sum of all columns. For a partition \( D = \{ D_1, ..., D_d \} \), denote the \( i \)th block in \( M \) by \( M_i \). Then if \( I_D \) is a \( n \times d \) 0,1-matrix with \( I_D(i, j) = 1 \) if and only if \( M_i \in D_j \), then \( \overline{M} = M I_D \).

Thus \( SB_n \) can be described in three ways: as a tree of sequences, as a tree of \( n \times n \) matrices each with an associated partition, or as a tree of reduced matrices.

Let \( M \) be a reduced matrix of type \( n \times d \). Then the Moore-Penrose pseudoinverse \( M^+ \) is a left inverse to \( M \), so \( M^+ M = E_d \), if we denote the \( d \times d \) unit matrix by \( E_d \). Note that also \( M E_d = M \), so we may say that left multiplication with \( M^+ \) maps from \( SB_n(M) \) to \( SB_d \), and left multiplication with \( M \) maps from \( SB_d \) to \( SB_n(M) \).

We can now observe the following:

**Theorem 12.** Let \( M \) be the matrix of a relatively prime sequence with degree \( d \). Then the subtree \( SB_n(M) \) is isomorphic to \( SB_d \) in the sense that

1. \( A \) is a parent of \( B \) in \( SB_n(M) \) if and only if \( M^+ A \) is a parent of \( M^+ B \) in \( SB_d \).
2. \( A \) is a parent of \( B \) in \( SB_d \) if and only if \( MA \) is a parent of \( MB \) in \( SB_n(M) \).

The trees \( SB_n(M) \) and \( SB_d \) have the same number of members at each generation \( g \).

**Proof.** Assume that \( A \) is a parent of \( B \) in \( SB_n(M) \), and assume that \( A \) and \( B \) are reduced matrices. If \( A \) and \( B \) are the same degree, then it follows that
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$BI_D = A$ where $I_D$ is a member of $SB_d(2)$, simply by considering column sums in $BI_D$. Then obviously $(M^+ B) I_D = M^+ (BI_D) = M^+ A$, so $M^+ A$ is a parent of $M^+ B$. If $d(A) > d(B) = e$, the same argument is true if we use a reduced version $\overline{T_E}$ of type $d \times e$. The proof of 2. is similar. ■

3.1 Combinatorial properties

We next check some fundamental combinatorics for $SB_n$ in terms of the number of sequences in each generation, and fastest growing branches.

Denote by $T_n(g)$ the number of sequences in generation $g$ in the $n$-dimensional Stern-Brocot tree. The following formula generalizes $T_2(g) = 2^{g-1}$ and $T_n(2) = 2^n - 2$.

**Theorem 13.** $T_n(0) = n$, $T_n(1) = 1$, and for $g \geq 2$ we have

$$T_n(g) = 2(-1)^{g-1} + \sum_{k=2}^{g} k^n \left(2(-1)^{g-1} + \sum_{j=1}^{k-1} \binom{k-1}{j} (j+2)(-1)^{j-2}(-1)^j\right).$$

**Proof.** For $g \leq 1$, we observe that generation 0 is the ON-base, and generation 1 consists only of $(1, ..., 1)$.

Assume that $g > 1$. In $SB_n(2)$ we have $\binom{n}{k-1}$ sequences that contain $k-1$ 2:s and $n-k+1$ 1:s. Each set containing $(1, 1, ..., 1)$ and a selection of $k-1$ unit vectors provides a start for a tree that by Theorem 12 is topologically equivalent to $SB_k$. Hence each of them produce the same number of sequences, and we obtain a recursion for the entire tree $SB_n$. Since there are $\binom{n}{k-1}$ such sets, we have the recursion $T_n(g) = \sum_{k=2}^{n} \binom{n}{k-1} T_k(g-1)$. It is easy to check that the formula in the theorem gives $T_n(2) = 2^n - 2$. The proof of induction is then a matter of pure calculation by inserting the formula in the right hand side of the recursion, taking advantage of $\sum_{i=2}^{n} \binom{n}{i-1} k^i = k((k+1)^n - k^n - 1)$ for all $k \geq 1$. ■

Next we describe a subset of the core that provide the fastest growing sequence sums in the tree.

**Definition 4.** A sequence of generation $g \geq 1$ in the core is a Fibonacci type sequence if the $n$ parents belong to generations $\max(g-i, 0)$ for $i = 1, ..., n$.

If we denote the parent of $(p_1, ..., p_n)$ of generation $\max(g-j, 0)$ by $(p_{1,g-j}, ..., p_{n,g-j})$, $1 \leq j \leq n$, Fibonacci type sequences fulfill $p_{k,g} = p_{k,g-1} +$
... $+ p_{k,g-n}$ for all $1 \leq k \leq n$, assuming that $p_{k,g} = 0$ for all $k$ if $g \leq 0$, except that for each $g \leq 0$ there is one $k$ where $p_{k,g} = 1$.

This is similar to the Fibonacci $n$-step sequence $\left\{ F^{(n)}_k \right\}_{k=1}^{\infty}$, that is defined as $F^{(n)}_{k+1} = F^{(n)}_k + \ldots + F^{(n)}_{k-n+1}$ with initial values $F^{(n)}_{1-n} = 1$ and $F^{(n)}_k = 0$ for $k = -n + 2, \ldots, 0$ [29]. Compared to the Fibonacci $n$-step sequence, sequences of Fibonacci type have exactly $n$ members, they may appear in any permutation (not necessarily increasing order), and may have any ON-base vector as starting values (not necessarily $(0, \ldots, 0, 1)$). So $n$ consecutive numbers of the Fibonacci $n$-step sequence is a sequence of Fibonacci type.

In [29] the scarcity of prime Fibonacci $n$-step numbers is stressed. However, $n$ consecutive such numbers have never common multiples.

**Lemma 14.** 1. Any set of $n$ consecutive Fibonacci $n$-step numbers are relatively prime.

2. $(p'_1, \ldots, p'_n) \in SB_n(g)$ is Fibonacci type if and only if $p_1 + \ldots + p_n \leq p'_1 + \ldots + p'_n$ for all $(p_1, \ldots, p_n) \in SB_n(g)$.

3. The number of sequences of Fibonacci type at generation $g$ is $\frac{n!}{(n-g+1)!}$, if $g < n$ and $n!$ if $g \geq n$.

**Proof.**

1. This follows directly from Theorem 8.

2. This follows by induction. If sequences $P_1, \ldots, P_n$ have the largest sequence sums in generations $\max(0, g-n), \ldots, \max(0, g-1)$ for $g > 0$, and form a Stern-Brocot set, then $P_1, \ldots, P_n$ has the largest sequence sum in generation $g$. This is true for $g = 1$, and thus for all $g$, and it is exactly the definition of Fibonacci type sequences.

3. If $g < n$, a Fibonacci type sequence has $n-g+1$ integers that are $2^{g-1}$, hence equal, while the other $g-1$ are distinct from each other and from $2^{g-1}$. Hence the number of permutations is $\frac{n!}{(n-g+1)!}$. If $g \geq n$, all are distinct, so we have $n!$ permutations.

4 Conclusions and extensions

Denote by $S(M) \in \mathbb{R}^n$ the convex hull of the column vectors $M_1, \ldots, M_n$ of the matrix $M$. Next we pick a few definitions of Brentjes formalism [9] on multidimensional continued fractions [31], using the notation of the present paper:
Definition 5. Consider a finite or infinite sequence of \( n \times n \)-matrices \( M(0), M(1), \ldots \) so that \( M_i(0) \cdot M_j(0) \geq 0 \) for all \( i, j \), and so that for each \( k \geq 0 \) there exist integers \( s, t \) and \( b \) so that \( 1 \leq s, t \leq n, s \neq t \) and \( b \geq 1 \) so

\[
M_{i,j}(k+1) = \begin{cases} 
M_{i,j}(k) + bM_{i,s}(k) & \text{if } j = t \\
M_{i,j}(k) & \text{if } j \neq t
\end{cases}
\]

and \( v_0 \in S(M(k)) \). Then \( M(0), M(1), \ldots \) is an \( n \)-dimensional continued fraction expansion of \( M \) along a vector \( v_0 \in \mathbb{R}^n \).

Definition 6. An algorithm that produces the sequence \( \{M(i)\}_i \), and thereby fixes values \( s, t \) and \( b \), is a multidimensional continued fraction algorithm. It is called subtractive if always \( b = 1 \), and it is called a division algorithm if, denoting \( v_0 = M(i)a(i) \), always \( a_t(i) > 0 \) and \( b = [a_s(i)/a_t(i)] \).

The following theorem describes the connection between the \( n \)-dimensional Stern-Brocot tree to continued fractions. It is included in this section of the paper since it suggests further extensions only.

Theorem 15. A sequence of matrices \( M(0), M(1), \ldots \) representing a relatively prime sequence, with \( M(0) \) a unit matrix, as generated by the algorithm of Definition 1, is a subsequence of an \( n \)-dimensional continued fraction expansion of the ON-base along \( v_0 = (p_1, \ldots, p_n) \).

The algorithm, that by Theorem 3 is governed by a weak extended Euclidean algorithm, is a subtractive \( n \)-dimensional continued fraction algorithm, and it is not a division algorithm.

Proof. Consider the transition matrix \( I_{E(D)} = \prod_{i \in E(D)} I_{i,j} \) in the proof of Lemma 6. Picking \( b = 1 \) in Definition 5 and including all matrix multiplied by each matrix \( I_{i,j} \) at a time provides an \( n \)-dimensional continued fractal according to the definition, since \( v_0 \in S(M(i)) \) is fulfilled for all \( i \). Also it is clear that \( S(MI_{i,j}) \subset S(M) \), so the condition \( v_0 \in S(M) \) is true also for all intermediate matrices. Hence the algorithm is an \( n \)-dimensional subtractive continued fraction algorithm.

The factor sets are the sequences \( a_1(i), \ldots, a_n(i) \) for all \( i \), where a factor corresponding to a vector that is represented by a sum of columns in \( M \) simply is repeated for all those columns. Thus, \( a_1, \ldots, a_n \) are for the present algorithm all strictly positive, and all equals one in the last step. The entry \( a_t \) is the smallest entry, but \( a_s \) are the other entries in turn, so the ratio
\( a_s/a_1 \) may well be 2 or larger, as shown by the Example 2.1. It is thus not a division algorithm by Definition 6.

There are other variants of multidimensional fractions that are all equivalent [30] - the terms Mönkemeyer algorithm [26], Selmer algorithm [33] and GMA (generalized mediant algorithm) [3] occur. So we have a connection between the Stern-Brocot tree and continued fractions also in \( n \) dimensions. This is promising since research in multidimensional continued fractions has seen a lot of progress in the last decades [31], and it has strong relations to for example ergodic theory and Diophantine approximation.

We have seen that it is possible to extend the well known Stern-Brocot tree of pairs to a tree of \( n \)-tuples, with a similar tree structure and isomorphism of subtrees to the entire tree (Theorem 12). There is however the extra complication of prime sequences having different degrees, forcing the quadratic matrix representation to be completed with a partition. The second generation of the tree can be seen as a generator of the entire tree also for \( n > 2 \). However, the correct subset of this generation need to be used (Theorem 11). It also forces the conic hulls of ancestor sets, containing all subsequent sequences, to have different dimensions. The possible number theoretic significance of the degree of a prime sequence, outside this context, is unknown.

The construction also involves a generalization of the Euclidean algorithm. The two dimensional tree is closely intertwined with the Euclidean algorithm via continued fractions. For \( n > 2 \) we have seen that each branch of the tree can be generated by means of a weak version of an \( n \)-dimensional Euclidean algorithm, using the goal sequence as starting factors. Simultaneously, the vectors/matrices themselves are not a division algorithm in the terminology of multidimensional continued fractions.

As for \( SB_2 \) the generating algorithm of Theorem 1 can be used to provide simultaneous rational approximations of a set of irrational numbers (see [21] for \( n = 2 \)) \( \alpha_1, ..., \alpha_n \). For example, starting with \((\alpha_1 l_1, ..., \alpha_n l_n, 1_{n+1})\), the leading element \((p_1, ..., p_{n+1})\) provides rational approximations \( p_1/p_{n+1}, ..., p_n/p_{n+1} \) for \( \alpha_1, ..., \alpha_n \) with a maximal error as described in Theorem 4.

Conjecture 5 is open. One may also investigate the rate of decrease of the Lebesgue measure of the blocks in \( SP_n(g+1) \) compared to the blocks in \( SP_n(g) \) as projections to \( S_+^{n-1} \). Similar results for the diameter \( \max_{x, y \in S} |x - y| \).
of a block $S$ may improve the error estimate of Theorem 4, however, there are multiresolution paths with constant diameter of the sets. Furthermore, the complexity of the generating algorithm may be investigated.

The results offer possibilities to extend various number theoretical concepts to $n$ dimensions, such as applications described in Subsection 1.2 or interpretations of the $n$-dimensional Minkowski question mark function [30] in terms of the tree, i.e. of relatively prime sequences.
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