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Quality Requirements in Industrial Practice – 
an extended interview study at eleven 

companies 
Richard Berntsson Svensson, Tony Gorschek, Björn Regnell, 

Richard Torkar, Ali Shahrokni, and Robert Feldt 

Abstract— In order to create a successful software product and assure its quality, it is not enough to fulfill the functional 
requirements, it is also crucial to find the right balance among competing quality requirements (QR). An extended, previously 
piloted, interview study was performed to identify specific challenges associated with the selection, trade-off, and management 
of QR in industrial practice. Data was collected through semi-structured interviews with eleven product managers and eleven 
project leaders from eleven software companies. The contribution of this study is fourfold: First, it compares how QR are 
handled in two cases, companies working in business-to-business markets, and companies that are working in business-to-
consumer markets. These two are also compared in terms of impact on the handling of QR. Second, it compares the 
perceptions and priorities of QR by product and project management respectively. Third, it includes an examination of the 
interdependencies among quality requirements perceived as most important by the practitioners. Fourth, it characterizes the 
selection and management of QR in down-stream development activities. 

Index Terms—Management; Process; Requirements/Specifications 

——————————   �   —————————— 

1 INTRODUCTION

S the role of software increases and becomes a sub-
stantial part of industrial and consumer products, 
the complexity also escalates, making the process 

area of requirements engineering (RE) central for success 
[28]. The characteristics of a product are determined by 
functionality, but also by the non-functional or quality 
aspects, a.k.a. quality requirements (QR), such as perfor-
mance and usability [9]. 

To create a successful product and assure quality, it is 
not enough to fulfill the functional requirements. For 
example, even if the product works, it may be difficult to 
use, or too costly to maintain [12]. The importance of 
having a handle on QR can be seen as obvious; however, 
when it comes to customer satisfaction, end–users are 
often dissatisfied with software quality [24]. Therefore, 
QR play a critical role in software product development, 
and not dealing with QR may lead to more expensive 

software products and increased time–to–market [11]. 
The ability to develop a software product that meets cus-
tomers’ requirements, and offers high value to both the 
development company and the customer, increases the 
likelihood of market success substantially, thus QR play a 
central role and can be seen as a key competitive ad-
vantage [2], [4]. 

However, despite their importance, QR are often poor-
ly understood, generally stated informally in a non-
quantifiable manner, often contradicting, and difficult to 
validate [9], [22]. This is further aggravated in market–
driven development, where the situation is even more 
complex [3], due to the large number of requirements 
stemming from multiple internal and external sources, 
and the continuous flow into the development organiza-
tion [16], [18]. The challenges associated with QR have 
been addressed in part by other studies, see e.g. [25], [26], 
and [32]. However, none of these have primarily focused 
on QR. 

This paper presents the results of an empirical study 
that includes data collected through in-depth interviews 
with twenty-two practitioners from eleven different com-
panies in Sweden of which six are multinational. After ten 
interviews from five companies, a short paper [6] was 
presented at an international workshop. The study focus-
es on the elicitation, analysis and negotiation, manage-
ment, and general handling of QR in industry. This ex-
ploratory study can be seen as a study of state-of-practice 
in industry, but also an investigation as to what extent 
state-of-the-art in research, in terms of methods and tools, 
has penetrated industry practice. 

The study incorporates two main perspectives with re-
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gards to QR [15], through the study of companies with 
two distinctly different types of customers. Six of the 
companies mainly develop and sell products to other 
companies. For example, a company developing industry 
robots does not sell to traditional consumers, but rather to 
other companies that use the robots in their product de-
velopment. These companies are denoted business-to-
business (B2B) [39]. The second type of companies in the 
study develops products for the consumer market, for 
example mobile phones or laptops. These companies are 
denoted business-to-consumer (B2C) [39] in the paper. 
The comparison between the two company categories 
B2B and B2C is the main focus of the paper; however, in 
each company we elicited information about QR handling 
from two roles central to decision making in relation to 
QR.  The overall product responsibility is held by product 
managers (PM), responsible for the overall product and 
the selection and long-term planning of the product evo-
lution and offering. The second role studied was that of 
the project perspective. Project leaders (PL) are responsi-
ble for managing and prioritizing within the realization 
phases. The choice to study both perspectives within each 
company was motivated by the intention of improving 
coverage and the further possibility to compare the views 
to identify possible conflicts [17], [36]. 

The remainder of this paper is organized as follows. In 
Section 2, the background and related work are present-
ed. The research methodology is described in Section 3, 
and Section 4 presents the results and relates the findings 
to previous studies. Section 5 gives a summary of the 
main conclusions.  

2 BACKGROUND AND RELATED WORK 
There are several surveys in literature that include QR 
related challenges. 

Laubars et al. published their field study on require-
ments modeling [32]. Their study included both custom-
er-specific and market-driven projects. The challenges 
found by Laubars et al. include e.g. vaguely stated re-
quirements, requirements misunderstandings, changing 
requirements, and difficulties with prioritization of re-
quirements [32]. Moreover, two challenges related to 
performance requirements were identified, specification 
(rational not always obvious) and associating perfor-
mance requirements with dataflow specifications. Later, a 
study on requirements engineering challenges in small 
and medium sized enterprises was presented by Kamsties 
et al. [25]. Similar to Laubars et al. [32], customer-specific 
and market-driven projects were represented. Kamsties et 
al. [25] agree to some extent with Laubars et al. [32] and 
identified unclear and incomplete requirements as chal-
lenges. Other identified challenges are: specification of 
graphical users interfaces and lack of traceability among 
requirements. Moreover, Kamsties et al. [25] found that 
requirements are too vague to test. A study that solely 
focuses on market-driven software development chal-
lenges was published by Karlsson et al. [26]. Challenges 
related to quality requirements were identified by Karls-
son et al. [26], where the main problem was interdepend-

encies related to QR. This problem is not only related to 
identifying existing interdependencies, but also to what 
extent QR affect each other and how to deal with it. 
Moreover, supporting release planning of QR caused 
problems for the companies. Berntsson Svensson et al. 
conducted a field study to discover and describe how QR 
are handled in industry [6]. The findings highlight three 
important challenges, how to get QR into the projects 
when functional requirements are prioritized, how to 
know when the quality level is good enough, and how to 
achieve testable QR. 

Finally, there are a number of studies that are not fo-
cusing on challenges, but focus on requirements interde-
pendencies [7], [9], [10], and classification and measure-
ment of QR [22], [34]. For example, Carlshamre et al. 
identified a set of interdependency types that are present 
in industry [7], while Olsson et al. concluded that meth-
ods need to handle the diversity of QR [34]. 

The focus of the above mentioned studies, with the ex-
ception of Berntsson Svensson et al. [6], has not been pri-
marily on QR, but QR-related findings emerged as parts 
of the results. This paper presents a study with the prima-
ry focus on QR and how they are managed in the RE 
process. Even though Berntsson Svensson et al. [6] solely 
focused on QR, only five companies were included in the 
study with a primary focus on PM and PL perspectives. 
In this study we have extended the data to eleven compa-
nies, and, in addition, included challenges related to cost 
estimation of QR as well as the perspective of comparing 
B2B and B2C in the analysis, which presents new data 
from all eleven cases.�
3 RESEARCH METHODOLOGY�
The investigation presented in this paper was carried out 
using a qualitative research approach, namely in-depth 
semi-structured interviews [37]. Qualitative research aims 
to investigate and understand phenomena within its real 
life context [37]. A qualitative research approach is useful 
when the purpose is to explore an area of interest, and 
when the aim is to improve the understanding of phe-
nomena [37], [38]. The purpose of this study is to gain in-
depth understanding of QR within market-driven em-
bedded systems companies. Due to the potential richness 
and diversity of data that could be collected, semi-
structured interviews would best meet the objectives of 
this study. Semi-structured interviews help to ensure 
common information on pre-determined areas is collect-
ed, but allow the interviewer to probe deeper where re-
quired. 

We choose interviews over doing a large survey as the 
concept of QR are named and treated very differently in 
industry, what might be called a quality requirement in 
one place is simply adherence to product limitations in 
another [1]. For this reason it was important to have a 
presence when eliciting the data making it possible to 
elaborate on what we were looking for and compensate 
for these differences in culture and naming. Several times 
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we had to put five to ten minutes of explanation1 into 
what we were investigating before the interview subject 
understood and we could proceed. In addition, the inter-
viewer had the chance to validate the questions with the 
interviewee lessening changes of misunderstandings. 
That is, the interviewer went back to the interviewee to 
validate the interviewers interpretation of the results to 
minimize misinterpretations and validate the results. The 
research questions in Table 1 provided a focus for the 
empirical investigation. 

TABLE 1 
RESEARCH QUESTIONS 

Research Questions (QR = 
Quality Requirements) 

Example of answers for each 
RQ 

RQ1: What QR are considered 
most important, and are there 
any distinguishably characteris-
tics in relation to customer type 
(B2B vs. B2C)? 

The most important QR for the 
subject’s product in their do-
main is performance require-
ment. 

RQ2: What interdependencies 
between QR are present in the 
companies? 

The existing interdependency 
types in the subject’s product 
are ICOST and REQUIRES. 

 RQ2.1: What interdepend-
encies are deemed most 
important, and how does 
this compare to previous 
studies? 

The most important interde-
pendency type for the subject to 
identify is REQUIRES. 

 RQ2.2: To what extent are 
interdependencies elicited, 
analyzed and documented? 

According to the subject, no 
elicitation, analysis or docu-
mentation of interdependencies 
are performed in his/her pro-
ject. 

RQ3: How are cost estimations 
of QR performed, and what is 
the accuracy of these cost esti-
mates? 

In the subject’s project, expert 
judgment is used to estimate 
the cost of QR. 

RQ4: To what extent are QR 
dismissed from projects after 
project initiation? 

In the subject’s project, 20% of 
all QR are dismissed after 
project initiation. 

    RQ4.1: If QR are dismissed, 
is any consequence analy-
sis performed pre- or post 
dismissal? 

According to the subject, no 
new analysis is performed 
when QR are dismissed. 

    RQ4.2: Are QR specified in 
a measurable (quantifiable) 
manner? 

According to the subject, QR 
are sometimes (some QR are, 
while others not) quantified in 
their project. 

 
Berntsson Svensson and Aurum [5] discovered that 

there are differences in which factors are important for 
project/product success across industries. Therefore, it is 
important to investigate what quality aspects are consid-
ered most important across industries developing prod-
ucts for different customers (RQ1). In addition, Karlsson 
et al. discovered that it is possible to manage functional 
dependencies; however, a major problem is to deal with 
 

1http://serg.cs.lth.se/research/experiment_packages/quality_require
ments 
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dynamic interdependencies, i.e. quality requirements, 
which influence a larger part of the functionality or other 
quality requirements of the system [26]. Therefore, it is 
important to understand interdependencies related to 
quality requirements (RQ2). Software cost estimates are 
the basis for project planning, bidding, and budgeting 
and are critical for project success [19]. In addition, 
Berntsson Svensson et al. [6] found that poor cost estima-
tion is one main reason for QR being dismissed after pro-
ject initiation, therefore, it is important to understand 
how cost estimations of QR are performed in industry 
(RQ3). Kamsties et al. found that requirements are often 
too vague to test [25], therefore, it is important to investi-
gate if QR are quantified in industry (RQ4). Also, dismis-
sal of QR from projects may have an impact on the pre-
dicted return of investment, as well as the cost for the 
customers (RQ4).  

3.1 Research Design and Data Collection 
The investigation can be divided into three phases: 

Planning/Selection: The sampling strategy used was a 
combination of maximum variation sampling [35] and 
convenience sampling [35] within our industrial collabo-
ration network. The researchers contacted a “gate-keeper” 
at each company who identified two subjects (one PM 
and one PL) that he/she thought were the most suitable 
and representative of the company to participate in this 
study. That is, the researchers did not influence the selec-
tion of subjects, nor did the researchers have any personal 
relationship to the subjects. Twenty-two participants at 
eleven software development companies participated. 
From each company, one product manager (PM) and one 
project leader (PL) from the same project were inter-
viewed, resulting in twenty-two data points. The research 
instrument2 used in this study, and in [6], was designed 
with respect to the different areas of interest and inspira-
tion from [26]. 

All eleven companies develop embedded systems us-
ing a market-driven software development approach. The 
companies themselves vary in respect to size, type of 
products, type of customers, and application domain, a 
characterization (following the guidelines of [20]) can be 
see in Table 2 (more details are not revealed for confiden-
tiality reasons) following the recommendations of [21]. 
The companies are divided into two main categories 
based on type of customers: (1) business-to-business [39] 
companies (B2B), for example, Company E develops con-
trol systems for other industry partners, and (2) business-
to-consumer [39] companies (B2C) for example, Company 
C develops products within the telecom domain for end-
users. 

 
2 

http://serg.cs.lth.se/research/experiment_packages/quality_requireme
nts 
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TABLE 2 
COMPANY CHARACTERISTICS 

 Type of customer # Employees Domain Development process # of Reqs in a 
typical project 

% of QR in a 
typical project 

A B2B ~100 Control systems Incremental development >1000 ~10% 

B B2B ~3000 Telecom Plan-driven ~7000 ~10% 

C B2C >5000 Telecom Plan-driven >20000 Unknown 

D B2C 325 Telecom Agile – Scrum ~100 features ~10% 

E B2B 65 Control systems Waterfall – Iterative Differs Differs 

F B2C ~700 Surveillance Iterative ~250 ~15% 

G B2C ~100 Consumer electronics Plan-driven ~300 ~5% 

H B2B ~700 Telecom Agile – Scrum variant ~200 20% 

I B2B ~50 Security Waterfall and Agile – Scrum ~100 ~15% 

J B2B ~90 Control systems Plan-driven ~100 ~10% 

K B2C 280 Telecom Waterfall – iterative ~1000 ~5% 

Data collection: The study used a semi-structured in-
terview strategy [37]. One interviewee and one interview-
er attended all interviews. During the interviews, the 
purpose of the study and a general explanation of QR (see 
footnote two) were presented to the interviewee. Then, 
questions about the different areas of interests in relation 
to QR were discussed in detail. For all interviews, varying 
in length from 40 to 90 minutes, we took records in the 
form of written extensive notes in order to facilitate and 
improve the analysis process. 

Analysis: The content analysis [37] involved marking 
and discussing interesting sections in the recorded notes. 
The first two authors examined the categories, first indi-
vidually, and then together in a workshop setting. The 
category analysis included examination of the content 
from different perspectives and a search for explicitly 
stated or concealed pros and cons in relation to how QR 
are handled in industry. For all statistical tests on the 
quantitative data given by respondents, a non-parametric 
Wilcoxon rank sum test [40] with significance tested at 
the 0.05 level (unless otherwise stated) was performed. 
This was used as a method to judge between which sets 
of data there is any discernable difference and thus re-
duce the number of such possible differences that would 
otherwise be implied. The raw anonymized data (indi-
vidual match encoding and ordering) used for the Wil-
coxon rank sum tests are available upon request. The 
results from the analysis and significance levels are found 
in Section 4. 

3.2 Validity 
In this section, threats to validity in relation to the re-

search design and data collection are discussed. We con-
sider the four perspectives of validity and threats as pre-
sented in Wohlin et al. [40]. 

Construct validity: The construct validity is concerned 
with the relation between theories behind the research 
and the observations. The variables in our research are 
measured through interviews, including open-ended 
questions where the participants are asked to express 

their own opinions. 
By collecting data from a wide range of sources on the 

topic, mono-operation bias [40] was avoided. The poten-
tial problem of evaluation apprehension [40] was alleviat-
ed by the guarantee of anonymity as to all information 
divulged during the interviews, and the answers was 
only to be used by the researcher, i.e. not be showed or 
used by any other participants, companies, or researcher. 
Another validity threat lies in the question that asked 
interviewees to rank and include additional factors if the 
list provided to them was inadequate. Interviewees may 
have thought that it was easier to rank the provided fac-
tors than propose new factors, i.e. some interdependency 
types may be missing. The quantitative data given by 
respondents is subjective since it is not based on any ob-
jective measurements; there might be differences in how 
the questions were interpreted that renders the compari-
sons between QR invalid regardless of the statistical tests 
employed. 

Conclusion validity: Threats to conclusion validity 
arise from the ability to draw accurate conclusions. The 
interviews were conducted at different companies and 
each interview was done in one work session. Thus, an-
swers were not influenced by internal discussions. To 
ensure that the interview instrument, including the posed 
questions, are of high quality to obtain highly reliable 
measures, several pilot studies were conducted, to avoid 
poor question and poor layout, prior to conducting the 
interviews. 

Internal validity: These threats are related to issues 
that may affect the causal relationship between treatment 
and outcome. Threats to internal validity include instru-
mentation, maturation and selection threats. The potential 
problem of instrumentation threats was alleviated by 
developing the research instrument with close reference 
to literature relating to quality requirements, influenced 
by previously validated interview instrument [26], and a 
previously piloted interview study [6]. Moreover, keeping 
the interview session to 90 minutes, which was possible 
by collecting background information before the inter-

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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view session started, alleviates maturation threats. Threat 
to selection bias is always present when study subjects are 
not fully randomly sampled. However, given that 11 
different companies from different industrial networks 
and geographical locations are included, and interview-
ees were selected based on their roles by a “gate-keeper” 
at the companies, this threat has limited effect.

External validity: The external validity is concerned 
with the ability to generalize the results, i.e. in this case 
the applicability of the findings beyond the included 
companies. Qualitative studies rarely attempt to general-
ize beyond the actual setting since it is more concerned 
with characterizing, explaining and understanding the 
phenomena under study. The nature of qualitative de-
signs also makes it impossible to replicate since identical 
circumstances cannot be recreated. However, the devel-
opment of a theory can help in understanding other cases 
and situations. The fact that more than one participant 
and company acknowledge several of the discovered 
challenges increases the possibility of transferring the 
results to other situations. The large number of compa-
nies and contexts also contributes to generalizability. To 
avoid the interaction of selection and treatment, inter-
viewees were selected according to their roles within the 
company by a “gate-keeper”, hence the researchers did 
not select the subjects themselves. Moreover, companies 
were selected from different geographical locations. 

4 RESULTS AND ANALYSIS 
The following four sub-sections present and discuss one 
research question each, corresponding to the research 
questions in Table 1.  

4.1 Important Quality Aspects (RQ1) 
In analyzing Research Question 1 (RQ1), this section ex-
amines the most important quality aspects, as illustrated 
in Figure 1 (note that Figure 1 only visualizes the ranking 
of QR and is not intended to visually compare B2B and 
B2C). In Figure 1 we can see the top ranked quality as-
pects that received at least 10 ranking points by the practi-
tioners, i.e. any quality aspect that received less than 10 
points is not displayed in Figure 1.  

Fig 1. Importance of quality aspects 

Based on Lauesen's comparison of ISO9126 and McCall 
quality factors [29], we identified 23 different types of QR. 
We asked the interviewees to rank the top five most im-
portant aspects for their products based on their expertise 
and their own definition of the quality aspect (our ap-
proach was not to impose preconceived definitions but to 

try to understand existing industrial practice and practi-
tioners' own interpretations of QR). The interviewees 
gave five points to the most important, four points to the 
second most important and so on. 

Looking at Figure 1, we see that usability (with 50 
ranking points) is the highest prioritized quality aspect 
among our case organizations. In terms of importance, 
usability is followed by performance requirements (45 
points), reliability (32 points), and stability (30 points). 
Performing the Wilcoxon rank sum test on the vectors of 
ranks gives statistically significant p-values of 0.05 for 
usability from stability and for performance from flexibil-
ity and down. However, there is no significant difference 
between the top ranked aspects of reliability, performance 
and usability. 

Several interviewees explained that an unusable prod-
uct will never sell. The importance of usability was fur-
ther explained by one interviewee, “usability is the main 
competitive advantage, and usability aspects influence the 
architecture as early decisions”. One reason for the prioriti-
zation of performance, as explained by several interview-
ees, is that “performance requirements are always important 
since the software developed always act as one sub-system in a 
larger system”. 

The importance of usability and performance are inline 
with the findings in Berntsson Svensson et al. [6]. The 
reason why reliability was ranked as the third most im-
portant quality aspects was explained by one interviewee: 
“the ability to function in extreme environment and to provide 
long term value is of major importance for our customer”. The 
importance of reliability is confirmed in the study by 
Johansson et al. [23]. 

Stability was viewed as important because the custom-
ers never accept an unstable product according to one 
interviewee. Another interviewee explained the im-
portance of having a product that does not have any de-
fects visible to the customer. However, Leung found that 
the two most important types of QR are availability and 
accuracy [31], which is not inline with the result in this 
study. In addition, Leung found that performance re-
quirements (time behavior) are only considered the fifth 
most important quality aspect. The difference between 
the studies may be explained by the focus, i.e. we focused 
on B2B and B2C in a market-driven developing context, 
while Leung focused on intranet applications [31]. 

Apart from prioritizing performance requirements as 
the second most important QR, B2B and B2C prioritized 
different quality aspects. B2B companies ranked safety (25 
points), performance (24 points), and reliability (22 
points) as the three most important quality aspects, while 
B2C ranked usability (39 points), performance (21 points), 
and stability (11 points) as the most important ones. 

A Wilcoxon rank sum test showed a p-value of 0.01, 
showing that safety is more important to B2B than B2C. 
The importance of safety was explained by several inter-
viewees, “because we do not sell our products to consumers, 
instead we sell to other industry partners”. One interviewee 
expanded the view by stating that it is important to make 
sure that no humans, material, or the environment are 
harmed.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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TABLE 3 
EXISTING INTERDEPENDENCY TYPES 

 Existing interdependency types Most important types to identify 

 QR to QR QR to FR QR to QR QR to FR 

 PM PL PM PL PM PL PM PL 

Business-to-business companies (B2B) 

AND B, H H A, B, H H H    

OR B, E, H B, H B, E B, H E  E  

TEMPORAL B, H B, H A, B, H, J B, E, H, J  H H, J E, H, J 

REQUIRES A, B, H B, E, H A, B, H B, H  B, E  B 

CVALUE A, B B, H A, B, H B, H     

ICOST A, B, H B, H A, B, H B, H A, B  A, B  

Business-to-consumer companies (B2C) 

AND C, F, G C, F, K C, G, K C, D, F, G     

OR C, D C, D, F, K D D, F  F  F 

TEMPORAL  F, K C, D, K D, F, G, K     

REQUIRES C, K C, D, F, G, K C, D, F, G C, D, F, G, K C D, G, K C, D D, G, K 

CVALUE C, F, G, K C, D, F, G, K C, D, F, G C, D, F, G F, G, K C F, G, K C 

ICOST C, D, K C, D, F, G, K C, D C, D, F, G D    

One reason for the prioritization of usability for con-
sumer products is, “if the product is not usable we will not 
sell any products”. 

B2B companies uniquely identified safety and accuracy 
as important quality aspects. On the other hand, B2C 
uniquely identified portability. The difference in priority 
between B2B and B2C may not be a surprise as different 
customers are targeted. However the insight of B2B and 
B2C having different priorities is an important insight for 
e.g. researchers, as it enables focus on certain quality 
aspects in research depending on company type. 

4.2 Interdependencies (RQ2) 
Based on interviews with requirements engineers at two 
companies and a proposal, Carlshamre et al. identified a 
set of six different interdependency types that are present 
in industry [7]: (1) R1 AND R2: R1 requires R2 to function, 
and R2 requires R1 to function, (2) R1 REQUIRES R2: R1 
requires R2 to function, but not vice versa, (3) R1 TEM-
PORAL R2: Either R1 has to be implemented before R2 or 
vice versa, (4) R1 CVALUE R2: R1 affects the value of R2 for 
a customer, (5) R1 ICOST R2: R1 affects the cost of imple-
menting R2, and (6) R1 OR R2: Only one of {R1, R2} needs to 
be implemented. 

The interviewees had the option of adding additional 
types of interdependencies, which resulted in one new 
type discovered during the interviews. The new interde-
pendency type, as explained by the interviewee, is that 
only one of the requirements can be implemented in this 
project due to time restrictions (mainly including func-
tional requirements (FR) instead of QR). We call this new 
interdependency type R1 TXOR R2, meaning R1 for time-
related exclusive or R2. 

All of the other six predefined interdependency types 
were used by the interviewees to characterize perceived 
interdependencies, both among different QR, and inter-
dependencies between QR and FR, as illustrated in Table 
3. However, Company I did not recognize/identify any of 
the interdependency types neither among QR, nor be-
tween QR and FR, while Company J did not recognize 
any of the types among QR. 

In general, the most common interdependency types 
identified among QR were REQUIRES, CVALUE and 
ICOST (13 of 22, as illustrated in Table 4, which shows a 
summary view of the frequency of occurrence of the vari-
ous interdependency types), while the least frequently 
used one was TEMPORAL (6 of 22). When the preferences 
were analyzed based on company type the findings show 
a difference of opinion. 

B2B viewed REQUIRES (6 of 12) as the most common 
type, while B2C viewed CVALUE (9 of 10) as the most 
common one. When examining the most frequent identi-
fied interdependency types between QR and FR, TEM-
PORAL (15 of 22) was considered most common, while 
OR (7 of 22) was considered the least frequent one. 

However, comparing company types, the findings 
show a difference. For B2B TEMPORAL (8 of 12) was 
viewed as the most common type, while AND and OR (4 
of 12) were considered least frequent. On the other hand, 
for B2C REQUIRES (9 of 10) was considered most com-
mon, and OR (3 of 10) was viewed as least frequent by 
B2C. 
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TABLE 4 
FREQUENCY OF OCCURRENCE OF INTERDEPENDENCY TYPES 

 AND OR TEM-
PORAL 

RE-
QUIRES 

CVALUE ICOST 

Existing interdependency types 
QR to QR 
Total 9 11 6 13 13 13 
B2B 3 5 4 6 4 5 
B2C 6 6 2 7 9 8 
QR to FR 
Total 11 7 15 14 13 11 
B2B 4 4 8 5 5 5 
B2C 7 3 7 9 8 6 
Most important types to identify 
QR to QR 
Total 1 2 1 6 4 3 
B2B 1 1 1 2 0 2 
B2C 0 1 0 4 4 1 
QR to FR 
Total 0 2 5 6 4 2 
B2B 0 1 5 1 0 2 
B2C 0 1 0 5 4 0 
 
In the study by Carlshamre et al., three of five case 

companies viewed value related (ICOST or CVALUE) 
interdependency types as the most common [7]. In the 
remaining two cases, functionality related (i.e., AND or 
REQUIRES) types were most common. Our results show 
a mix of value and functionality types as the most com-
mon ones (with the exceptions of Company E, I, and J). 

The difference between the studies may be explained 
by the focus, i.e. we focused solely on interdependencies 
related to QR, while in Carlshamre et al. the focus was on 
requirements in general [7]. Moreover, we looked into 
interdependencies for the entire product, while Carl-
shamre et al. focused on dependencies among 20 selected 
requirements [7]. In addition, we have 11 case companies, 
compared to five in Carlshamre et al [7]. However, our 
results of a mix of value and functionality related types as 
the most common ones are inline with a study by Bernts-
son Svensson et al. [6]. 

The softgoal interdependency graph (SIG) [9], [10] is 
used to show interdependencies among QR. The interde-
pendency types used in the SIG are limited to AND, and 
OR, which is not inline with the findings in our study, as 
we found that seven different interdependency types 
were present in the companies. Furthermore, the types 
AND, and OR, where viewed among the least common 
interdependency types among QR as well as between QR 
and FR. 

RQ2.1: What interdependencies are deemed most 
important, and how does this compare to previous stud-
ies? According to the interviewees, the most important 
interdependency type to identify among QR was RE-
QUIRES; however, B2B and B2C were not in agreement. 

B2B companies considered REQUIRES and ICOST as 
the most important, while REQUIRES and CVALUE were 
prioritized by B2C. One interviewee explained that 
ICOST is important for B2B because “the cost is lower for R2 

if R1 is implemented, then we get a higher return of investment 
for that requirement”. Only two interviewees identified OR, 
and only one identified AND as the most important inter-
dependency types. 

Interestingly, in identifying the most important inter-
dependency type between QR and FR, the total result was 
identical to interdependency types among QR. On closer 
examination the result between B2B and B2C varies. 

B2B prioritized TEMPORAL, but also uniquely identi-
fied TEMPORAL and ICOST. According to one interview-
ee, TEMPORAL is the most important type “due to high 
cost and delay in the schedule if this does not work”. One ex-
planation of why ICOST was identified by industry 
products is, according to one interviewee, “due to getting a 
lower cost when designing software from “cheap” hardware 
components”. 

B2C prioritized REQUIRES, but also uniquely identi-
fied CVALUE. One interviewee explained that REQUIRES 
is the most important interdependency type because 
“functionality first, then the quality aspect of the functionality 
is relevant”. 

Surprisingly, AND was not viewed as the most im-
portant interdependency type between QR and FR by any 
of the interviewees. The low result for AND, and OR in-
terdependency types as the most common and important 
ones raises the question how useful the SIG [9], [10] is in 
an industrial context. 

It is not surprising that B2B and B2C have different 
views on interdependency priority. According to Carl-
shamre et al., value-related interdependencies are subjec-
tive; it may be difficult to state whether the cost exceeds 
the value for the customer [7]. 

Surprisingly, both among QR, and between QR and 
FR, REQUIRES is considered the most important to iden-
tify looking at the summation of all interviewees. This 
result is not inline with Carlshamre et al., which found 
that ICOST and CVALUE were the most important types 
of interdependencies in market-driven developing com-
panies, while REQUIRES was considered the most im-
portant in bespoke (also known as contract development 
[29]) developing companies [7]. One interviewee ex-
plained that REQUIRES is considered the most important 
interdependency to identify because “this is the easiest type 
to miss, and therefore the most important to identify”. 

RQ2.2: To what extent are interdependencies elicited, 
analyzed, and documented? The interviews indicated a 
rather good agreement between the PM views and the 
views of the PL regarding whether or not interdependen-
cies are elicited, analyzed and documented in the case 
organizations, as can be seen in Table 5. 

In two (E, I) of the six B2B companies the PM and PL 
agree that the case organization does not carry out elicita-
tion, analysis or documentation of interdependencies 
among QR, while the other four B2B companies (A, B, H, 
J) indicate activities where interdependencies are man-
aged, some at late stages of design (A, B) and some dur-
ing workshops and customer meetings (H, J). 
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TABLE 5 
INTERDEPENDENCY MANAGEMENT 

 Elicited Analyzed Documented Impact on product devel-
opment 

 PM PL PM PL PM PL  
Business-to-business companies (B2B) 

A Only during 
change request 

No In impact 
analysis 

No In the impact 
analysis 

No Add features and FR affects 
the performance 

B During imple-
mentation 
proposal 

During the 
design phase 

No During the 
design phase 

In the imple-
mentation 
proposal 

Written down as 
bundled require-

ments in the 
design 

Delayed or removed re-
quirements 

E No No No No No No An incomplete product 
H Brainstorming, 

and in work-
shops and 
meetings 

During 
workshops 

and meetings 

Both external 
(customer) 
and internal 
(workshops) 

Continuously 
during work-

shops and 
meetings 

In different 
documents 

In Excel, Power-
Point, sketches, 

and by using 
UML 

Order of implementation 

I No No No No No No The design of the system 
J By each engi-

neer and during 
workshops 

No, due to 
cost 

First individ-
ually, then in 
a workshop 

Using historical 
data and work-

shops 

In the require-
ments specifica-
tion, for tracea-

bility 

In the require-
ments specifica-

tion, for traceabil-
ity 

Order of implementation of 
other QR 

Business-to-consumer companies (B2C) 
C No No No No No No Order of implementation, 

planning and the quality level 
D No No No No No No The maintainability of the 

system and the planning 
F No During 

workshops 
No During work-

shops by group-
ing require-

ments 

No Sometimes, it is 
optional. Docu-

mented in a large 
html document 

Order of implementation 

G During re-
quirements 
breakdown  

No When break-
ing down 

requirements 

Not for QR In the require-
ments specifica-

tion 

No Limits possible options 

K No By the archi-
tect 

As a conse-
quence of 

prioritization 

Of the architec-
ture 

By the design 
team 

In the architecture Order of implementation and 
the quality level 

For B2C companies it is only one out of five companies 
for which PM and PL agree that the case organization 
manage interdependencies to any large extent (K), while a 
few indications of limited activities can be found at two 
other B2C organizations (F, G). 

In total for as many as seven out of 11 case organiza-
tions, either both or one of PM and PL indicate low extent 
of interdependency management (A, E, J, C, D, F, G). One 
reason for this may be that dealing with interdependen-
cies is a complex task and the number of potential de-
pendencies may be very large, resulting in an ad hoc 
approach to interdependency management where only a 
limited set of critical interdependencies are dealt with. 
This hypothesis is in line with the results from the study 
by Karlsson et al. [26]. Other explanations were discov-
ered during the interviews. Several interviewees stated 
that QR are assumed and, therefore, not actively looked 
for. One interviewee explained that dependencies related 
to QR are not handled “because we have a focus on function-
ality. We fulfill what our customers’ want and do not reflect 
over QR”. 

Concerning the impact of interdependencies on prod-

uct development, the interviewees stress several exam-
ples, as reported in Table 5. As many as five of the case 
organizations (H, J, C, F, K) report that the order of im-
plementation is affected by interdependencies, and com-
pany B indicates that delays or exclusions of requirements 
may be the result of QR interdependencies, which also 
affects what is implemented. Furthermore, four of the 
companies (A, E, C, D) stated that the quality of the 
product is affected, e.g. performance and maintainability. 
Also the design of the system may be affected (I, G) in 
terms of limiting possible options. 

4.3 Cost Estimations (RQ3) 
Looking at how cost estimations are performed for QR 
the immediate response from all companies, and roles, 
was that no distinction was made between quality and 
functional requirements. Looking at Table 6, all of the 
companies stated that expert opinion was the predomi-
nant method used for estimation, which is inline with the 
results from Molokken and Jorgensen [33]. Some compa-
nies stated that historical data and previous experience of 
similar projects was used in an ad-hoc manner (E, J, F), 
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mainly as an effect of the fact that the experts had done 
estimations before. Table 6 summarizes the perceived 
accuracy of estimations at the companies, for example, 
Company A the PM answered that in the worst case the 
estimates were off by 100%, but the normal case was 
about 25% off, and at best it was accurate. In general, PM 
estimates the cost to be slightly higher than PL in the 
normal case (p-value 0.040). 

The spread between the companies regarding accuracy 
is quite large, from e.g. Company C where worst case is 
80% off and best is 0% off, to Company B, which ranges 
from 300% to 50% at best. 

TABLE 6 
COST ESTIMATION ACCURACY AND METHOD 

 Role Accuracy (percentage of 
wrong estimates) 

Type of estimation 

Worst Normal Best  

Business-to-business companies (B2B) 

A PM 100% 25% 0% Experts using implementa-
tion proposal 

PL NA NA NA 

B PM 300% 80% 50% Expert estimations 

PL 200% 25% 10% 

E PM 75% 50% 25% Expert estimations and 
previous projects 

PL 70% 30% 0% 

H PM 100% 40% 0% Previous experience and 
gut feeling 

PL 80% 50% 20% 

I PM 200% 50% 25% Expert estimations using 
related information PL 75% 0% 0% 

J PM 40% 20% 20% Historical data 

PL 40% 20% 20% 

Business-to-consumer companies (B2C) 

C PM NA NA NA Expert estimations 

PL 80% 25% 0% 

D PM 200% 40% 10% Expert estimations 

PL 300% 50% 25% 

F PM NA NA NA Expert estimations, gut 
feeling, historical data 

PL 50% 0% 0% 

G PM NA NA NA NA 

PL NA NA NA 

K PM 80% 70% 60% Expert estimations 

PL 50% 35% 15% 

TABLE 7 
COST ESTIMATION ACCURACY AVERAGES PER GROUP 

Type  Worst Normal Best 

B2B AVG 115 35 14 

 MED 95 33 13 

B2C AVG 55 31 14 

 MED 58 35 9 

 

Comparing B2B with B2C we can see the average and 
median for each group in Table 7. The values are calculat-
ed by splitting the difference between the roles in each 
company and excluding company G (in the cases where 
data is NA the available data is used). From the results 
we can see that the worst-case alternative is the largest 
divider between the groups (B2B: AVG 115, MED 95 and 
B2C: AVG 55, MED 58). That is, the B2B group in the 
worst case has much more inaccurate estimates than the 
B2C group. The difference between the groups is almost 
non-existent in relation to the normal or best scenario. 

From the interviews one reason for this was that the 
B2B companies had much larger single development 
instances (projects), and a worst-case scenario in a large 
project would give a larger estimation inaccuracy than the 
worst case of a smaller (shorter) B2C project (no statistical 
significance is claimed). 

The interviews revealed that one predominant prob-
lem in estimating QR was their propensity to impact larg-
er parts of a system, and span over several (or almost all) 
FR. For example, realizing most features is influenced by 
(or influences) the QR of performance. This result is not 
inline with Molokken and Jorgensen who found the major 
reasons for inaccurate estimates of requirements are over-
optimistic estimates and user changes or misunderstand-
ings [33]. 

The complexity of QR demands deeper analysis and 
using the same amount of resources and methods to esti-
mate QR can have detrimental effects. This is strongly 
related to the level of dismissal of QR late in projects, 
covered in the next section. 

4.4 Dismissal of Quality Requirements (RQ4) 
We asked the interviewees how often QR, specified and 
selected for inclusion in a project, were subsequently 
dismissed from projects during development (see Table 
8). In average, 19% of all QR are dismissed; meaning al-
most every fifth QR planned and included in a project is 
dismissed at some stage prior to release. This result is 
inline with Berntsson Svensson et al., which found that 
22.5% of all QR are dismissed at some stage [6]. When 
comparing B2B and B2C, the least amount of dismissed 
QR is slightly higher for B2B (4.5%) than for B2C (3%). In 
worst-case (Most in Table 8); in average, 41% of all QR are 
dismissed for B2B, while 31% in B2C. 

According to the interviewees, there are three main 
trends of which types of QR that are more representative 
of the ones being dismissed. 

First, there is no difference between types of QR; in-
stead, other factors decide which ones are dismissed. One 
factor is the FR, one interviewee explained that the FR 
decides which QR that are dismissed because all QR that 
are related to the dismissed FR are also removed. A se-
cond factor according to one interviewee is that “usually 
the QR that are most important for the customer are the hardest 
to understand, and QR we do not understand are dismissed”. 

Second, for B2C, performance requirements are more 
often dismissed due to the difficulties in proper estima-
tion. Third, for B2B, QR that are not visible to the custom-
er, such as maintainability and testability, are more often 
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dismissed than other QR. 
Moreover, QR that are not considered important for 

B2B are more often dismissed, for example, usability is 
more removed than the prioritized performance, which is 
inline with the result in RQ1 (see Section 4.1). One inter-
viewee explained, “usability is more often dismissed because 
the damage for our customers is not that great. It is easier to 
sell a product with bad usability than with bad performance”. 

TABLE 8 
 ESTIMATED DISMISSAL RATES OF QUALITY REQUIRE-

MENTS 

 Role Dismissal rate Reason for dismiss rate 

  Least Avg. Most  

Business-to-business companies (B2B) 

A PM 10% 15% 20% Poor cost estimation, 
testing QR very late 

PL 0% 50% 90% 

B PM 10% 20% 90% Poor cost estimation, 
lack of resources 

PL 1% 5% 20% 

E PM 0% 50% 100% Poor cost estimation, 
lower priority than FR 

PL 10% 25% 50% 

H PM 0% 10% 30% Lower priority than FR 

PL NA NA NA 

I PM 0% 2% 10% Lack of resources, QR 
not quantified 

PL 10% 15% 20% 

J PM <10% 0% 10% Poor cost estimation 

PL <10% <10% 10% 

Business-to-consumer companies (B2C) 

C PM NA NA NA Poor cost estimation, 
lack of resources, lower 
priority than FR PL NA NA NA 

D PM 0% 5% 10% Issues we cannot affect, 
e.g. network capacity 

PL 0% 10% 20% 

F PM NA NA NA Hardware constraints 

PL 0% 10% 20% 

G PM 0% 10% 20% Lack of resources, new 
product development 

PL 0% 30% 50% 

K PM 20% 60% 90% Poor cost estimation, 
lower priority than FR 

PL 2% 3% 5% 

 
The result reveals three main reasons for dismissal of 

QR:  
(1) Poor cost estimations 
(2) Lack of resources 
(3) QR have lower priority than FR. 
There was no major difference between B2B and B2C 

with regards to why QR are dismissed from projects. 
Poor cost estimations is related to the difficulties to es-

timate the cost of QR that have a global impact on the 
system, which is inline with the result in RQ3 (Section 
4.3). The difficulties of estimating the cost of QR are relat-
ed to the complexity of QR, lack of knowledge, and un-
derstanding of how to manage QR in practice. 

Lack of resources is related to prioritization of what is 
important to implement. One interviewee explained that 
their resources had more important tasks to do, and there 
is a lack of resources to optimize QR, therefore it is easier 
to dismiss them. 

Several interviewees frequently described that QR 
have lower priority, and that they do not spend much 
time on managing QR. Some of the interviewees ex-
plained that QR are seen as base requirements and there-
fore not considered. One interviewee explained, “in gen-
eral it is easier to dismiss QR than FR”. However, this focus 
has implications on the system, as explained by one inter-
viewee, “in most situations, QR are down prioritized by FR 
due to lack of knowledge of how important a system’s quality is. 
By lowering the quality level, the value of the system decreas-
es”. 

RQ4.1: If QR are dismissed, is any consequence anal-
ysis performed pre- or post dismissal? In 82% of the 
companies it was revealed that there is a lack of commu-
nication between PM and PL. PM stated that there is a 
consequence analysis, while the PL stated that no conse-
quence analysis is preformed. 

In 55% of those companies (a mix of B2B and B2C), PM 
stated that a consequence analysis is only conducted if the 
customers are directly affected. The consequence analysis 
may include new prioritization of all requirements and 
new cost estimations, as explained by one interviewee, “if 
we have promised a certain quality, then we have to increase the 
cost for this project and accept a lower return of investment”. 

Another consequence, as explained by one PM, is to 
“first ask the customer if this is OK. If not, we talk to the devel-
opers to find out the reason why this cannot be done. Finally, 
we decide if we have to add or remove other requirements”. 

Surprisingly, none of the PL shared the view of the 
PM. All PL claimed that nothing happens when QR were 
dismissed from the projects. One explanation, which was 
qualified by one PL, is that “we do not have time to re-
analyze the consequence of QR, other things are more im-
portant”. 

Another explanation according to another PL, “if we 
remove QR we can deliver on time”. Only in two companies 
(Company J and K) was there an agreement between PM 
and PL. In Company J, a consequence analysis is per-
formed in terms of new cost estimations, while in Com-
pany K no analysis is conducted. 

A central issue here seems to be the difficulty to 
properly quantify as well as estimate the cost of imple-
menting a QR, but more importantly the value of a QR. 
This is inline with a study by Lehtola and Kauppinen, 
which found that communication problems were a diffi-
culty for understanding the importance of a requirement 
[30]. This might indicate a lack of estimation mod-
els/techniques for QR. 

The result from RQ3 (Section 4.3) shows that the same 
cost estimation strategy is used for QR as for FR. Maybe 
QR needs to be estimated with a different strategy. The 
complexity is of course that a QR often implies a quality 
aspect of a system/product. Such a quality aspect is often 
not realized as a feature, but rather implies that all devel-
opment be in line and adhering to the quality aspect. For 
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example, performance is not dictated by one thing, but 
often by how the system is realized overall, including 
architectural considerations impacting the whole. 

RQ4.2: Are QR specified in a measurable (quantifia-
ble) manner? Looking at Table 9, in 64% of all companies 
the view of how often QR are quantified differed between 
PM and PL. Interestingly, in 82% of all companies, the PL 
claimed that QR were quantified sometimes, while in 67% 
of these cases the PM views differed, stating always or 
never. 

TABLE 9 
QUANTIFICATION OF QUALITY REQUIREMENTS 

Company Role Answer 

Business-to-business companies (B2B) 

A PM Always 

PL Sometimes 

B PM Never 

PL Sometimes 

E PM Always 

PL Sometimes 

H PM Sometimes 

PL Sometimes 

I PM Always 

PL Sometimes 

J PM Never 

PL Always 

Business-to-consumer companies (B2C) 

C PM Always 

PL Always 

D PM Sometimes 

PL Sometimes 

F PM Always 

PL Sometimes 

G PM Sometimes 

PL Sometimes 

K PM Always 

PL Sometimes 

For B2B, PM and PL had different views in 83% of the 
companies, while only 40% of B2C had different views. In 
total, 36% of all interviewees claimed that QR are always 
quantified. However, when examining the result for B2B 
and B2C separately, there is a small difference. 

For B2B, 33% of the interviewees stated that QR are 
always quantified, while 40% in B2C. Only in 36% of the 
companies (Company C, D, G, and H) an agreement be-
tween PM and PL could be observed. Interestingly, three 
of these companies (C, D, and G) are B2C. 

The disagreement may be an indication of communica-
tion problems between the PM and PL. Communication 
problems were also identified as a challenge in market-
driven RE by several studies [6], [13], [14], and [26]. 

It is surprising to note that both interviewees stating 
that QR are never quantified represent B2B. This is related 
to identified challenges with regards to QR and the per-
ceived difficulties in achieving testable QR [6], which may 
explain why QR are not always quantified. Another possi-
ble explanation may be that some QR are more difficult to 
quantify than others, e.g. usability requirements are more 
difficult to quantify than performance requirements. 
Kamsties et al. found that the specification of usability 
requirements is a challenge [25]. Furthermore, another 
explanation may be that not all QR are suitable to be 
quantified, e.g. due to the nature of security require-
ments, many of them may not be suitable for quantifica-
tion. In addition, as found in [34], many QR refers to dif-
ferent standards where the quantification part may be 
hidden. 

In a study by Olsson et al., about half of the QR were 
found to be quantified which seems to confirm the find-
ings [34]. However, one interesting observation that can-
not be directly confirmed is the level of disagreement 
between PM and PL. It should be noted that each PM and 
PL pair worked for the same company, and moreover 
with the same project. 

5 CONCLUSIONS 
In conclusion, this paper presents the results of an empir-
ical study that examines QR in practice in eleven software 
companies. Data is collected from eleven PMs and eleven 
PLs at the companies, thus constituting 22 in-depth inter-
views in total. 

In relation to RQ1, which QR are considered most im-
portant, the findings reveal that: (1) in general and espe-
cially for B2C, usability is deemed the most important 
QR, and (2) for B2B, safety is considered the most im-
portant aspect. The importance of identifying the needs of 
a particular company type before dealing with improve-
ments of how to handle QR can of course be discussed. 

One solution could be to develop ways (models, tools, 
techniques) to handle all types of QR for all types of in-
dustry. However, the rather immature level of QR han-
dling in industry, in spite of research efforts, may indicate 
that a blanket solution might not be the best way to go. 
Rather aimed approaches to e.g. figuring out how com-
panies can handle the most important (to them) QR could 
be an alternative. 

What we can say is that not all QR are equally im-
portant for all company types. This insight of difference 
in priorities is important for e.g. researchers, as it enables 
focus on certain quality aspects in research depending on 
company type. These findings complement the findings 
of [5], [6] [23], which, in part, confirm this; however, it 
contradicts [31]. 

The findings for RQ2, interdependencies, show that: 
(1) REQUIRES and CVALUE are considered as the most 
common and important interdependency types to identi-
fy, (2) while B2B viewed REQUIRES as the most common 
and important one, B2C considered CAVLUE, and (3) 
AND, and OR were considered the least common and 
least important interdependency types. This can be seen 
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as rather interesting as most software engineering re-
search on QR is performed on realiza-
tion/implementation level where AND and OR are the 
dominant perspectives investigated (e.g. architectures, 
implementation order etc.) [8], [10], [27]. Fewer studies 
are devoted to for example the value aspects which are 
conveniently pushed out of the scope of engineering [7].  

Interdependencies can have a critical impact on prod-
uct development in terms of e.g. planning, design and 
quality. Despite the importance to identify interdepend-
encies, few of the companies actually manage to a large 
extent to effectively elicit, analyze and document interde-
pendencies. The identification of dependencies is a com-
plex task and the potential number of dependencies may 
be very large. Therefore, the understanding of which 
interdependency types are considered most important 
may give an indication to practitioners of which to start to 
identify. 

For researchers, the knowledge of which interdepend-
ency types that exists, are the most common and im-
portant ones, provides a focus of what to include in po-
tential new models/techniques for identifying, specifying 
and managing dependencies. These findings complement 
the findings of [6], [26], who to part confirms this; howev-
er, it contradicts [7], [9], [10]. The impact interdependen-
cies of QR have on product development are uniquely 
reported by this paper. 

In relation to RQ3, cost estimation of QR, the findings 
show that: 

(1) There is no distinction between FR and QR dur-
ing cost estimation 

(2) Expert opinion is the predominant method for 
estimation 

(3) In worst case, B2B has much more inaccurate es-
timates than B2C. 

Difficulties of estimating QR may be related to their 
large impact on the entire system and span over all most 
all FR, which makes it hard to estimate the cost. However, 
inaccurate estimates of QR have major effects on the en-
tire system. Therefore, it is important for practitioners to 
understand that estimates of QR demand a deeper analy-
sis, and using the same resources and methods for QR 
and FR may not provide accurate estimates. 

For researchers, the inaccurate estimates of QR enable 
a focus on models/techniques with focus on QR for cost 
estimation. These findings complement the findings of 
[25] and [33], who to part confirms this; however, it con-
tradicts [33] with regards to reasons for inaccurate esti-
mates. Furthermore, this paper uniquely reports the per-
ceived inaccuracy of QR estimates, and reasons for inac-
curate estimates of QR. 

The findings for RQ4, dismissal of QR, reveal that: 
(1) Close to 1 out of 5 of all QR are dismissed from 

the projects at some stage during development, 
with little or no consequence analysis per-
formed 

(2) For B2C, performance requirements are more 
often dismissed due to the difficulties in proper 
estimation, while for B2B, QR that are not con-
sidered important, for example, usability is 

more often dismissed than performance re-
quirements 

(3) Poor cost estimation and the fact that QR have 
lower priority than FR are the main reason for 
dismissal. 

The importance of QR needs to be acknowledged by 
practitioners, not only in theory, but also in practice. 
Dismissal of QR may solve a short-term problem; howev-
er, in the long-term, which the results reveal, the value of 
the system and the competitive advantage may decrease. 
These findings complement the findings of [6], [13], [26]. 
Some QR are easier to specify and test than others, for 
example, performance requirements are easy to specify 
and test; however, they affect a large part of FR that may 
make them difficult to keep in the project. Other QR, for 
example, usability requirements are more difficult to 
specify and test. To lower the dismiss rate of QR, by im-
proving the specification and quantification of the more 
difficult ones, it may be easier to keep them in the project 
instead of dismissing when running out of time. 

In general, the results indicate that there might be a 
difference in relation to type of company (B2B or B2C). 
Furthermore, there seems to be a bespoke development 
mindset where the immediate project gets a higher priori-
ty than the long-term evolution of the product. Having an 
extra function is considered more valuable than higher 
quality. This contradicts the initial view (RQ1) where QR 
were labeled as critical. In addition, there seem to be diffi-
culties in committing to QR, especially when there is 
pressure to deliver the product. However, the main prob-
lem is that QR are not taken into consideration during 
product planning and thus not included as hard require-
ments in the projects, making the realization of QR a reac-
tive rather than proactive effort. Product management 
may thus not be able to plan and rely on QR to achieve 
competitive advantages. 
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