
 
 

Electronic Research Archive of Blekinge Institute of Technology 

http://www.bth.se/fou/ 

 

 
This is an author produced version of a journal paper. The paper has been peer-reviewed but 

may not include the final publisher proof-corrections or journal pagination. 

 

Citation for the published Journal paper: 

Title: 

 

 

 

 

Author: 

 

 

 

 

Journal: 

 

 

 

Year:  

      

Vol.  

     

Issue:  

    

Pagination: 

 

URL/DOI to the paper: 

 

 

Access to the published version may require subscription. 

Published with permission from: 

 
 
 



“MMNP˙Lie˙group˙Analysis˙7new” — 2012/2/20 — 16:42 — page 52 — #1
i

i

i

i

i

i

i

i

Math. Model. Nat. Phenom.

Vol. 7, No. 2, 2012, pp. 52–65

DOI: 10.1051/mmnp/20127205

Applications of Lie Group Analysis to Mathematical

Modelling in Natural Sciences

N. H. Ibragimov1, R. N. Ibragimov2∗

1Department of Mathematics and ScienceBlekinge Institute of Technology
SE-371 79, Karlskrona, Sweden

2 Department of Mathematics, University of Texas at Brownsville, TX 78520, USA

Abstract. Today engineering and science researchers routinely confront problems in math-
ematical modeling involving solutions techniques for differential equations. Sometimes these
solutions can be obtained analytically by numerous traditional ad hoc methods appropriate for
integrating particular types of equations. More often, however, the solutions cannot be obtained
by these methods, in spite of the fact that, e.g. over 400 types of integrable second-order or-
dinary differential equations were summarized in voluminous catalogues. On the other hand,
many mathematical models formulated in terms of nonlinear differential equations can success-
fully be treated and solved by Lie group methods. Lie group analysis is especially valuable in
investigating nonlinear differential equations, for its algorithms act here as reliably as for linear
cases. The aim of this article is, from the one hand, to provide the wide audience of researchers
with the comprehensive introduction to Lie’s group analysis and, from the other hand, is to
illustrate the advantages of application of Lie group analysis to group theoretical modeling of
internal gravity waves in stratified fluids.

Keywords and phrases: internal gravity waves, invariant solutions

Mathematics Subject Classification: 35E15

1. Introduction

The formulation of fundamental natural laws and of technological problems in the form of rigorous
mathematical models is given frequently, even prevalently, in terms of nonlinear ordinary and partial
differential equations. An appropriate method for tackling nonlinear equations is provided by Lie group
analysis. Lie group analysis suggests a rigorous mathematical formulation of intuitive ideas of symmetry
and provides constructive methods for solving non-linear differential equations analytically.

Just like use of microscope in biology, Lie group analysis allows to reveal symmetries of differential
equations that cannot be seen otherwise.

Acquaintance with group analysis is important for constructing and investigating nonlinear mathe-
matical models of natural and engineering problems. Numerous physical phenomena can be investigated
using Lie symmetries to unearth various group invariant solutions and conservation laws that provide
significant physical insight into the problem. Moreover, models of natural phenomena can often be de-
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scribed directly in group theoretic terms. Differential equations, conservation laws, solutions to boundary
value problems, and so forth can be derived from the group invariance principle.

Today, we observe the veritable explosion of advances in the field of Lie group analysis, both in
applying classical and developing new methods. An extensive compilation of the results of applications
of Lie group analysis to applied mathematics is given in three volumes [15]. Particularly, applications to
diffusion and wave phenomena, hydrodynamics and finite-difference equations are given in Vol. 1 of [15],
to industrial mathematics, field theory, nonlinear optics and acoustics, astrophysics and plasma as well
as Earth sciences are summarized in Vol. 2 of [15], new trends in group analysis such as approximate
symmetries of equations with a small parameter and extension of the group analysis to the space of
distributions as well as computational methods are presented in Vol. 3 of [15]. Applications of Lie group
analysis to Riemann spaces is provided in [14].

The aim of this article is to impart to the wide audience of researchers and students several recent results
in this area whose discussion discloses the advantages to be gained from the use of the group theoretic
approach. The emphasis will be on an application of Lie group analysis to mathematical modelling of
internal gravity waves in the ocean.

2. Preliminaries on symmetry groups and invariant solutions

2.1. Symmetry groups and invariant solutions

Let x = (x1, . . . , xn) and u = (u1, . . . , um) be independent and dependent variables, respectively. We will
deal with one-parameter groups G of transformations of the form

x̄i = ϕi(x, a), ϕi
∣∣
a=0

= xi,

ūα = ψα(x, u, a), ψα
∣∣
a=0

= uα, (2.1)

depending on a continuous parameter a. The infinitesimal transformations of the group G are written

x̄i ≈ xi + aξi(x), ūα ≈ uα + aηα(x, u).

The generator of the group G is the linear first-order differential operator

X = ξi(x)
∂

∂xi
+ ηα(x, u)

∂

∂uα
· (2.2)

We employ the usual convention on summation over repeated indices.
Let us consider a (linear or nonlinear) system of partial differential equations

Fα(x, u, u(1), . . . , u(s)) = 0, α = 1, . . . ,m, (2.3)

where u(1), . . . , u(s) denote the sets of partial derivatives of the respective orders, e.g. u(1) = {uαi }, u(2) =
{uαij} with

uαi =
∂uα(x)

∂xi
, uαij =

∂2uα(x)

∂xi∂xi
·

The group G is called a symmetry group (or admitted group) for Eqs. (2.3) if the system (2.3) has the
same form when it is rewritten in the new variables x̄, ū :

Fα(x̄, ū, ū(1), . . . , ū(s)) = 0, α = 1, . . . ,m.

The generator of the symmetry group G is called an admitted operator or an infinitesimal symmetry
for Eqs. (2.3). The effective way for constructing the symmetry group for Eqs. (2.3) is to solve the
determining equations
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X(s)

(
Fαx, u, u(1),...,u(s)

) ∣∣
(2.3)

= 0, α = 1, ...,m, (2.4)

for the generator (2.2) of the symmetry group G, where X(s) is the s
th prolongation for the generator X

of the group G, and the notation
∣∣
(2.3)

means evaluated on Eqs. (2.3) (see e.g., [39], [38], [13], [22] for

the nomenclature).
The admitted group G maps any solution of the system (2.3) into a solution of the same system. A

solution that is mapped by G into itself is known as an invariant solution with respect to the group G. The
invariant solutions for a group with a generator X are obtained as follows (see, e.g. [13]). One calculates
the invariants J(x, u) of the group G by solving the first-order linear partial differential equation

X(J) ≡ ξi(x)
∂J

∂xi
+ ηα(x, u)

∂J

∂uα
= 0, (2.5)

or its characteristic system

dx1

ξ1(x)
= · · · = dxn

ξn(x)
=

du1

η1(x, u)
= · · · = dum

ηm(x, u)
· (2.6)

It is manifest from Eqs. (2.6) that the group has n +m − 1 functionally independent invariants of the
following form:

λ1(x), . . . , λn−1(x), Φ1(x, u), . . . , Φm(x, u). (2.7)

Then we let
Φα = φα(λ1, . . . , λn−1), (2.8)

solve these equations for u1, . . . , um, substitute the resulting expressions for u in Eqs. (2.3) and obtain
a system of partial differential equations for the unknown functions φα(λ1, . . . , λn−1) depending of n− 1
variables.

If we will require the invariance with respect to a symmetry group with n − 1 linearly independent
generators, then we will have only one invariant of the form λ(x), and the system (2.3) will be reduced
to ordinary differential equations for unknown functions φα(λ).

3. Adjoint and self-adjoint equations to nonlinear equations

In terms of group theoretical modeling, the dynamics of the system in the question can often be described
by means of the formal Lagrangian and the adjoint equations that has been intorduced originally in
Ibragimov, [16]. In the case of the system (2.3), the formal Lagrangian has the form

L = µβFβ(x, u, u(1), . . . , u(s)) (3.1)

and the adjoint equations to Eqs. (2.3) are defined by

F ∗
α(x, u, µ, u(1), µ(1), . . . , u(s), µ(s)) = 0 , α = 1, ...,m. (3.2)

Here µ = (µ1, . . . , µm) are new dependent variables and F ∗
α are given by

F ∗
α(x, u, µ, u(1), µ(1), . . . , u(s), µ(s)) =

δL
δuα

, (3.3)

where
δ

δuα
=

∂

∂uα
−Di

∂

∂uαi
+DiDj

∂

∂uαij
−DiDjDk

∂

∂uαijk
+ · · · (3.4)

denote the variational derivatives and

Di =
∂

∂xi
+ uαi

∂

∂uα
+ µα

i

∂

∂µα
+ uαij

∂

∂uαj
+ µα

ij

∂

∂µα
j

+ uαijk
∂

∂uαjk
+ · · ·
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is the operator of total differentiation with respect to xi. In the case of linear equations this definition is
equivalent to the classical definition of the adjoint equations.

Eqs. (2.3) are said to be self-adjoint if the adjoint system (3.2) becomes equivalent to the original
system (2.3) upon a substitution

µα = hα(u), α = 1, . . . ,m, (3.5)

where not all hα(u) are constants. If all hα(u) are constants we have the singular case of self-adjointness.
As will be shown in sequel, the nonlinear system describing the dynamics of internal waves in the ocean
has a remarkable property to be self-adjoint. This property is crucial for constructing conservation laws
provided in the present study.

3.1. Conservation laws for self-adjoint equations

The new conservation laws for internal gravity waves reported here were deduced on the basis of the
new approach for constructing conservation laws for self-adjoint nonlinear systems. We will apply this
approach to a self-adjoint system (2.3) of the third-order (s = 3). In this case, the general conservation
theorem demonstrated in [16] shows that if Eqs. (2.3) admit the group with the generator (2.2) then one
can obtain the conservation law Di(C

i) = 0 for Eqs. (2.3) by using the formula

Ci = ξiL+Wα

[
∂L
∂uαi

−Dj

(
∂L
∂uαij

)
+DjDk

(
∂L
∂uαijk

)]

+Dj(W
α)

[
∂L
∂uαij

−Dk

(
∂L
∂uαijk

)]
+DjDk(W

α)

[
∂L
∂uαijk

]
, (3.6)

where L is given by (3.1), Wα = ηα − ξjuαj and the additional variables µα are eliminated by using Eqs.
(3.5).

4. Group theoretic modelling

4.1. Determination of linear heat diffusion by Galilean group

It has been shown in Ref. [17] that the Galilean group determines the linear heat diffusion with an
arbitrary initial distribution of the temperature field without using Fourier’s law.

A sketch of the construction is as follows. The Galilean group with n spatial variables xi, time t and
the dependent variable u has the generators

X0 =
∂

∂t
, Xi =

∂

∂xi
, Xij = xj

∂

∂xi
− xi

∂

∂xj
(i < j), (4.1)

Yi = t
∂

∂xi
, T1 = u

∂

∂u
, i, j = 1, . . . , n. (4.2)

The operators (4.1) generate the Euclidean group (translations and rotations in the x-space) augmented
by the time translation generated by X0, the operators Yi in (4.2) generate the Galilean transformations,
whereas the generator T1 of the scaling transformation is responsible for the homogeneity in the u-space.

One considers the semi-scalar representation of the Galilean group obtained by a linear prolongation
of the action of the Galilean transformation to the dependent variable, i.e. by letting

Yi = t
∂

∂xi
+ σi(t, x)u

∂

∂u
, i = 1, . . . , n,

where not all σi(t, x) are identically zero. One can prove that this representation is unique, namely
σi = −xi. Hence, the generators of the semi-scalar representation of the Galilean group comprise the
operators (4.1) and

Yi = t
∂

∂xi
− xi u

∂

∂u
, T1 = u

∂

∂u
· (4.3)
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Furthermore, the obtained semi-scalar representation of the Galilean group admits the unique extension
by scaling transformations. It has the generator

T2 = 2t
∂

∂t
+ xi

∂

∂xi
. (4.4)

Thus, the maximal extended semi-scalar representation of the Galilean group is generated by the operators
(4.1), (4.3) and (4.4). Finally, the invariance with respect to this extended semi-scalar representation of
the Galilean group determines uniquely the fundamental solution

E(t, x) = (2
√
πt)−n e−r2/(4t), r2 = |x|2 = (x1)2 + · · ·+ (xn)2,

and hence Poisson’s formula

u(t, x) =
1

(2
√
πt)n

∫

Rn

u0(y)e
−|x−y|2/(4t)dy, t > 0,

for the diffusion of an arbitrary initial temperature u0(y).

4.2. Propagation of light in curved space-times

One of remarkable properties of the classical wave equation

utt − uxx − uyy − uzz = 0

is existence of a sharp rear front of waves. It means that the light waves propagate without diffusion.
This property is known as the Huygens principle in the sense of Hadamard’s “minor premise”. Hadamard
[11] (see also [12]) posed the problem of describing all linear second-order hyperbolic equations

gij(x)uij + bi(x)ui + c(x)u = 0 (4.5)

satisfying the Huygens principle. In general, it is still an open problem. However, Hadamard’s problem
has been completely solved (see [18]), using Lie group analysis, in the case of four independent vari-
ables x = (x1, . . . , x4) under the assumption that the space-time V4 associated with Eq. (4.5), i.e. the
Riemannian space with the metric

ds2 = gij(x)dx
idxj , gij(x)g

ik(x) = δki ,

has a nontrivial conformal group. We give here a brief description of this result.
The wave equation in curved space times with nontrivial conformal group can be reduced by appropriate

conformal transformations and changes of coordinates to the following form

utt − uxx − f(x− t)uyy − 2ϕ(x− t)uyz − uzz = 0, (4.6)

where f and ϕ are arbitrary functions of one variable satisfying the condition f(x − t) − ϕ2(x − t) > 0
which guarantees that Eq. (4.6) is hyperbolic. Validity of the Huygens principle is manifest from the
explicit form of the solution of Cauchy’s problem

t = 0 : u = g(x, y, z), ut = h(x, y, z)

for Eq. (4.6). The solution is obtained in [18] in the integral representation similar to Poisson’s formula
for the wave equation. It has the form

u = T [h− gx] +

(
∂

∂t
+

∂

∂x

)
T [g]. (4.7)
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Here, e.g.

T [g](t, x, y, z) =
1

4π

∫ x+t

x−t

dξ

∫ 2π

0

g(ξ, y +A cos θ, z +B cos θ + C sin θ)dθ

with

A =
√
(x+ t− ξ)[F (ξ)− F (x− t)] ,

B =
x+ t− ξ

A
[Φ(ξ)− Φ(x− t)], C =

√
t2 − (x− ξ)2 −B2

where F (σ) =
∫
f(σ) dσ, Φ(σ) =

∫
ϕ(σ) dσ.

4.3. Group analysis of Moffatt’s model for liquid metal systems

Interest to applications of Magnetohydrodynamics in metallurgical industry in 1970s has been motivated
by possibilities of using alternating magnetic fields in processing of liquid metals when high quality of
the product is required. High frequency external magnetic fields are used in casting process in the steel
industry in order to control a flow of liquid metals and to generate internal stirring within the liquid
phase. This allows one to reach homogeneity of solidifying metals by eliminating blowholes caused by
escaping gases.

Mathematical model of “skin effects” caused by an electromagnetic field in a thin surface layer of liquid
metals has been suggested by Moffatt [35]. He uses boundary layer equations for the stream function
ψ(x, y) :

ψyψxy − ψxψyy = νψyyy, ν = const. (4.8)

The physical arguments discussed in Moffatt [35] yield the boundary conditions

ψ = 0, ψy = Axm on y = 0,

ψy → 0 as y → ∞. (4.9)

and show that

A < 0 when m+ 1 < 0 (near a sharp corner)

A > 0 when m+ 1 > 0 (far from the corner)

The application of the invariance principle to Eq. (4.8) shows [19] that it admits the infinite group
with the generators

X1 = x
∂

∂x
+ ψ

∂

∂ψ
, X2 = y

∂

∂y
− ψ

∂

∂ψ
,

X3 =
∂

∂x
, X4 =

∂

∂ψ
, X5 = h(x)

∂

∂y
(4.10)

and that the requirement of invariance of the boundary conditions (4.9) singles out the one-parameter
subgroup generated by the operator X = 2X1 + (1 −m)X2. According to the invariance principle, the
solution of the boundary value problem (4.8)-(4.9) should be the invariant solution with respect to X. In
this case Eqs. (2.7)-(2.8) for the invariant solution yield

ψ = (ν|A|xm+1)1/2 f(λ), λ = (ν−1|A|xm−1)1/2 y. (4.11)

The invariant form (4.11) simplifies the boundary-value problem (4.8)-(4.9) significantly by reducing it
to the following boundary-value problem for an ordinary differential equation:

f ′′′ +
m+ 1

2
ff ′′ −mf ′2 = 0, (4.12)
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f(0) = 0, f ′(∞) = 0, f ′(0) =

{
+1 when m+ 1 > 0,

−1 when m+ 1 < 0.

Furthermore, the reckoning shows that Eq. (4.8) is self-adjoint. Application of Eqs. (3.6) to the
symmetries (4.10) gives two conservation laws for Eq. (4.8):

Dx(ψ
2
y) +Dy(−ψxψy − νψyy) = 0, (4.13)

Dx(ψψ
2
y) +Dy(

ν

2
ψ2
y − ψψxψy − νψψyy) = 0.

The ordinary differential equation (4.12) and the corresponding boundary conditions are presented
in [35] but the substitution (4.11) has been misprinted there. The conservation laws (4.13) have been
obtained recently [20].

4.4. Internal gravity wave beams in the deep ocean

One of the main reasons for studying internal waves remains the fact that they are suspected to play
an important role in the dynamics of the ocean, especially in affecting the large-scale general circulation
model (see e.g., [36], [49]). Furthermore, mutual interactions between internal waves produce mixing in
the interior of the ocean providing an important link in the presumed energy cascade from large to small
scales (e.g.,[40], [47]). One of the practical needs to better understand mixing processes in the ocean
resides in the fact that mixing plays an important role in maintaining a gradual transition between the
sun-warmed surface layer of the ocean and the upwelling cold, dense water formed at high latitudes (e.g.,
[49], [43], [29], [8]). The subject of mixing processes due to breaking of internal waves in the ocean and
atmosphere has received much attention in recent years (see e.g.[48] for the review).

In this paper, we address the nonlinear equations of motion for internal waves affected by the earth’s
rotation. The axes are x (assumed eastward for definiteness) y (northward) and z vertically upward. The
fluid velocity is −→u = (u, v, w) relative to (x, y, z) . The ocean has a uniform mean vertical stratification
ρ (z) , where ρ represents density. In two dimensions, the unforced non-dissipative Boussinesq non-
hydrostatic equations of motion are written as

ut + uux + wuz − fv = −px, (4.14)

vt + uvx + wvz + fu = 0, (4.15)

wt + uwx + wwz = −ρg − pz, (4.16)

ρt + uρx + wρz −
N2

g
w = 0, (4.17)

ux + wz = 0. (4.18)

Here suffices denote differentiation, f is the inertial frequency which depends on the rotation rate of the
earth (angular velocity Ω = 2π rad/day ≈ 0.73× 10−4 s−1 ), g is the acceleration due to gravity, p is the
pressure, so that p and ρ are to be interpreted as the pressure and density departures from their mean
state

ρ (z) = −ρ0
g
N2z, p (z) = p0 − ρ0gz − g

z∫

0

ρ (ξ) dξ, (4.19)

in which ρ0 is the constant reference density, N is the buoyancy frequency defined by

N2 = − g

ρ0

dρ

dz
(4.20)

and we require ρ0 + ρ and p to be consistent with the state of rest, i.e.,

dp

dz
= − (ρ0 + ρ) g. (4.21)
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The quantity N measures the degree of density stratification of a fluid with average potential density
ρ (z) and thus represents the frequency with which a vertically displaced fluid element would be expected
to oscillate because of restoring buoyancy forces. If the displacement is not strictly vertical, as in the case
for internal waves, the restoring force is less so the frequency of oscillations is reduced. In the mid/high
latitude upper ocean, N is typically one or two orders of magnitude larger than f (N ∼ 10−3 to 10−2

s−1; f ∼ 10−4 s−1). Our model is idealized by assuming N to be uniform over the extent of the fluid.
This corresponds to a vertically linear density variation. While this simplification is commonly used in
laboratory and theoretical studies and it is quite reasonable for the thermocline region, it is not common
in the deep region of the ocean with the exception when considering short wavelengths in comparison
with the scale of density changes ([43]). At low frequencies, close to f, rotational effects are important.
Such internal waves are sometimes called inertial-internal waves. At high frequencies, close to N and far
from f, rotational effects are negligible.

From the analytical standpoint, internal waves are often considered as monochromatic plane waves [32]
while oceanic measurements usually report a beam-like structure with a width smaller than a wavelength
(see e.g. [33]). The latter observations are attributed to the fact that the propagation of internal gravity
waves emitted from a localized source is anisotropic (the frequency of internal waves is independent on the
magnitude of wave number vector so that any sinusoidal plane-wave disturbances in a uniformly stratified
Boussinesq fluid obeying the linear dispersion relation satisfy the nonlinear equations of motion) and so it
is described by beams along which the energy of internal waves is usually concentrated. This fact makes
it possible to construct more general class of disturbances which represent wave beams propagating in
the direction transverse to the general uniform plane wave profile.

In view of the anisotropic nature of internal gravity waves, the nonlinear model (4.14) - (4.18) is
constrained by the dispersion relation

ω2 =
N2k2 + f2m2

k2 +m2
(4.22)

meaning that the frequency ω of internal waves depends only on the orientation of the wavenumber

vector
−→
k = (k,m) but not its magnitude. The anisotropic property (4.22) can also be written in the

trigonometric form
ω2 = N2 sin2 α+ f2 cos2 α, (4.23)

α being the beam inclination relative to the horizontal.
We consider the model under ”symmetric” conditions where all dynamical fields are independent of

y, so that all y derivatives drop out. In light of the nondivergent nature of the velocity field in the
x − z plane, it is convenient to recast the model (4.14) - (4.18) by introducing a stream function ψ via
u = ψz, w = −ψx. This allows one to exclude the pressure and to write the governing equations in the
form

∆2ψt − gρx − fvz = J (ψ,∆2ψ) , (4.24)

vt + fψz = J (ψ, v) , (4.25)

ρt +
N2

g
ψx = J (ψ, ρ) , (4.26)

where ∆2 denotes the two-dimensional (in x, z) Laplacian and the nonlinear advective terms are written
by means of the Jacobian operator J (a, b) = axbz−azbx, in which subscripts denote partial differentiation.

Some particular class of invariant solutions can be deduced on the basis of the obvious symmetries of
Eqs. (4.24)-(4.26), namely of the translational symmetries

X1 =
∂

∂t
, X2 =

∂

∂x
, X3 =

∂

∂z
, (10)
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and the following dilation generator

X4 = x
∂

∂x
+ z

∂

∂z
+ v

∂

∂v
+ ρ

∂

∂ρ
+ 2ψ

∂

∂ψ
. (11)

It was shown in our previous work [23] that uni-directional internal wave beams, i.e., the nonlinear
solution obeying the dispersion relation (4.23), can also be obtained as invariant solutions of nonlinear
equations of motion. Namely, the invariant solution based on the dilation and translation transformations
can be represented by uni-directional internal wave beams of the form

ψ (η, t) = e−iωt

0∫

−∞

Q̂(s)eisηds+ eiωt

∞∫

0

Q̂∗(s)e−isηds, (4.27)

where the asterisk ∗ denotes the complex conjugate and η = kx+mz = x sinα− z cosα is the invariant

of the translational symmetries. In our notation Q̂(s) =
∞∫
−∞

Q(η)e−isηdη is the Fourier transform of the

initial condition for ψ (η, 0) which represents an amount of energy radiated along the internal plane-
wave beam at the angle α in the positive or negative (depending on the sign of s) direction. As has
been justified in [45] and illustrated in our previous work [23], the anisotropic property expressed (4.22)
makes it possible to construct, via superposition of sinusoidal plane waves with wavenumbers inclined at
the same angle α to the vertical, general plane-wave disturbances of frequency ω in the form of beams,
that are uniform along the transverse direction ξ = x cosα + z sinα and have general profile along the
invariant η. Furthermore, since Q (η) is an arbitrary wave amplitude of a superposition of plane waves, the
direction of the beam propagation satisfying the initial condition ψ (η, 0) = Q (η) is determined uniquely.
Namely, since for any sinusoidal wave of the form h (x) = a sin (kx− ωt) the phase velocity −→c can be

written as
(
ω/k2

)−→
k , the sign of s in formula (4.27) is determined uniquely by the sign of the frequency.

Particularly, the direction of energy propagation is along the group velocity −→c g = ∇−→
k
ω which, according

to the dispersion relation (4.23), is orthogonal to the phase velocity −→c so that −→c g and −→c have opposite
vertical components. While the invariant solution (4.27) describes plane-wave beams for any choice of
the amplitude Q(η), uni-directional beams, in which energy propagates in one direction, involve plane
waves with wavenumbers of the same sign only. For example, in view of four possible configurations of
the group −→c g and phase −→c velocities, for the energy to be radiated upward to the right, the radiation

condition requires that k > 0 and m < 0, (i.e., the wavenumber vector
−→
k is along η and thus directed

downward to the right) and so forth. The analytic examples showing that the obtained generalized
invariant solution (4.27) represents the uni-directional internal plane-wave beams satisfying the radiation
condition (i.e., propagating in the interior of the ocean in a preferred direction away from the source)
have been considered in our earlier work in Ref. [23].

We point out that the invariant solution (4.27) can also be deduced from the anisotropic property of
internal waves as linear sinusoidal wavetrains satisfying the linear approximation

∆ψtt +N2ψxx + f2ψzz = 0 (4.28)

of the model (4.24) - (4.26) (see e.g.[44]). However, most general forms of exact solutions for the model
(4.24) – (4.26) can not be guessed from the anisotropic property. On the other hand the most general
forms of exact solutions can be deduced on a regular basis, i.e., by integrating the given model in question
by means of Lie group analysis.

Solution of the determining equations shows that the maximal symmetry group for the model (4.24) -
(4.26) with f 6= 0 is generated by the infinite-dimensional Lie algebra spanned by the following operators:

X1 =
∂

∂v
, X2 =

∂

∂ρ
, Xa = a(t)

∂

∂ψ
, X4 =

∂

∂t
, (4.29)
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Xb = b(t)

[
∂

∂x
− f

∂

∂v

]
+ b′(t)z

∂

∂ψ
, Xc = c(t)

[
∂

∂z
+
N2

g

∂

∂ρ

]
− c′(t)x

∂

∂ψ
, (4.30)

X7 = x
∂

∂x
+ z

∂

∂z
+ v

∂

∂v
+ ρ

∂

∂ρ
+ 2ψ

∂

∂ψ
, (4.31)

X8 = t
∂

∂t
+ 2x

∂

∂x
+ 2z

∂

∂z
+ 3ψ

∂

∂ψ
− 2fx

∂

∂v
+ 2

N2

g
z
∂

∂ρ
, (4.32)

X9 = z
∂

∂x
− x

∂

∂z
− 1

f
[gρ+ (f2 −N2)z]

∂

∂v
+

1

g
[fv + (f2 −N2)x]

∂

∂ρ
· (4.33)

Here a(t), b(t) and c(t) are arbitrary functions of time t. The wide class of exact solutions is represented
implicitly by the Lie algebra (4.29) - (4.33). For example, using the rotational symmetry X9 (4.33) and
scaling symmetry X7 (4.31) we obtain the invariant solution

v =
1

f

[(
2φ2(t) +A+

N2 − f2

2

)
x+ 2φ′(t)z

]
, (4.34)

ρ =
1

g

[
2φ′2(t)x−

(
2φ2(t) +A− N2 − f2

2

)
z

]
, (4.35)

ψ = (x2 + z2)φ(t), A = const., (4.36)

where φ(t) is defined by the differential equation

φ′′3 +

(
A+

f2 +N2

2

)
φ = 0. (4.37)

Preliminary Lie group analysis of the rotationally invariant solution (4.34) - (4.36) for internal gravity
waves in the ocean, namely the analytic and numerical comparison with the linear approximation and
experimental results on internal wave beams generated from a vertically oscillating sphere studied in [7],
can also be found in our pre-print [21]. The similarity to the 3D case, in which mechanical oscillators
act as point sources rather than as line sources (and so the generated gravity wave disturbances have a
conical shape, containing almost perfectly circular phase lines in planes of constant height) can be found
in our earlier work [28], where such gravity waves were linked to spinning patterns in the atmosphere.

The formal Lagrangian (3.1) for Eqs. (4.24) - (4.26) is written

L =ϕ [∆2ψ − gρx − fvz − J (ψ,∆2ψ)] + ϕ [vt + fψz − J (ψ, v)] + r

[
ρt +

N2

g
ψx − J (ψ, ρ)

]
(4.38)

where ϕ, µ and r are new dependent variables. The adjoint equations (3.3) to Eqs. (4.24) - (4.26) are
obtained by taking the variational derivatives (3.4) of L. The latter procedure shows that the adjoint
equations (3.3) coincide with Eqs. (4.24) - (4.26) after the following substitution (3.5):

ϕ = ψ, µ = −v, r = − g2

N2
ρ. (4.39)

Thus the system (4.24) - (4.26) is self-adjoint.
Applying the conservation formulae (3.6) to the symmetries (4.29) - (4.33) and using the substitution

(4.39) we obtain the differential conservations equations

Dt(C
1) +Dx(C

2) +Dz(C
3) = 0.

They can be written equivalently in the integral form
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d

dt

∫ ∫
v dxdz = 0,

d

dt

∫ ∫
ρ dxdz = 0,

d

dt

∫ ∫ [
v2 +

g2

N2
ρ2 + |∇ψ|2

]
dxdz = 0, (4.40)

d

dt

∫ ∫ [
fxv − gzρ− 1

2
|∇ψ|2

]
dxdz = 0,

d

dt

∫ ∫ [
vρ+ fxρ− N2

g
zv

]
dxdz = 0. (4.41)

We remark that similar conservation laws were also obtained in [1] in which the classical and nonlinear
stability of baroclinic jets was compared to symmetric disturbances for nonhydrostatic, adiabatic, Boussi-
nesq equations. Within the context of the Fjortoft’s theorem on an energy-Casimir (or pseudoenergy)
stability analysis studied in [6], we associate the first conservation law in (4.41) with a Hamiltonian,
which differs from the energy by a Casimir invariants which constitute ”hidden” conservation laws of
the Eulerian representation of fluid flows. Thus the second conservation law in (4.41) is another Casimir
(see also Ref. [42]). However, it follows directly from [42] that the Casimir invariants are related to the
symmetries of the Lagrangian representation.

Figure 1. Beam-like structure of the GM energy distribution in wavenumber space for
20000 resonantly interacting waves in a slow interaction time scale. Panel (a) shows the
energy distribution at initial time and panel (b) shows the energy distribution at a latter
time of 50 inertial periods.

For visualization purposes, Figure 1 illustrates the results of numerical simulations for energy dis-
tribution in the wavenumber space between 20000 resonantly interacting internal waves at latitude 20o

North ([24]). The numerical model used in ([24]) is based on the governing equations (4.24) - (4.26)
and represents the resonant triad simulator designed to study the energy exchange between arbitrarily
large number of coupled resonant waves with frequencies spanning the range of possible frequencies, i.e.,
between a maximum of the buoyancy frequency and a minimum of the inertial frequency (two limiting
cases of internal wave propagation) and mode numbers between nmin = 1 and nmax = 50. The similarity
with atmospheric waves in a thin spherical shell has also been considered in our recent studies in [26].
As an illustration of the simulations shown in Figure 1, the averaged initial energy density of each wave
in the model is given by the energy density in the conservation law (4.41), v2i + g2ρ2i /N

2 + |∇ψi|2, where
i = 1, ..., 20000 is a wave number. The initial wave amplitudes were initialized on the the choice of the
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Figure 2. Panel (a) shows the resonant wave distribution in (ω, n)−space. Cayan points
are used to indicate waves generated resonantly from the primary wave (Level 0 waves),
blue and red points represent Level 1 and level 2 waves generated from all the Level 0
and level 1 waves (see [24] for the nomenclature). Panel (b) shows the corresponding
initial energy distribution.

Garrett and Munk (GM) spectrum [9]. The GM spectrum is often used as a representative statistical
description of the internal wave field in studies of nonlinear wave interactions and mixing parameteriza-
tion. Observations of the internal wave spectrum in the deep ocean indicate the remarkable fact that
it has a very similar shape wherever it is observed, unless the observations are made close to a strong
source of internal waves. A fundamental role in spanning the universal deep ocean spectrum could be
attributed to weakly nonlinear-wave interactions within the internal wave field which smooth out any
spectral irregularity by redistributing energy within the spectrum. Thus, the GM spectrum provides an
important link in the overall energy cascade from the large generation scale to the small dissipation scale.

It is of interest to note that the energy distribution in wavenumber space shown in Figure1 has a
beam-like structure which is strongly affected by the effects of the earth’s rotation.

The corresponding wave and energy distribution in the frequency - vertical (discrete mode) number
space is shown in Figure 2. The interested reader is addressed to the reference [24] for more details on
the resonant triad simulator.

5. Concluding Discussion

The emphasis of this review has been on applications of Lie group analysis of differential equations
to internal waves in the ocean. This approach represents an alternative prospect of using of using
completely-integrable equations of Hamiltonian type internal waves [2], [30], [31]. One of the advantages
of Lie group analysis consists in the fact that it can be used to integrate nonlinear equations that are
not of Hamiltonian type. As a particular example, it is demonstrated in this paper, that the invariant
η = kx + mz of the translation symmetry provides the class of exact solutions that were deduced in
the previous studies from the anisotropic nature of internal wave propagation (see e.g., [45], [44], [5]
and [34]). However, the more general forms of invariant solutions, which can not be guessed from the
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anisotropic property and correspondingly were not reported in previous studies, are presented by the
infinite-dimensional Lie algebra spanned by the infinitesimal symmetries (4.29) - (4.33). Preliminary Lie
group analysis of the rotationally invariant solution (4.34) - (4.36) for internal gravity waves in the ocean,
namely the analytic and numerical comparison with the linear approximation and experimental results
on internal wave beams generated from a vertically oscillating sphere studied in [7], can also be found in
our pre-prints [21]. The more detailed analysis on the subject will appear elsewhere.

There are some limitations with the approach in the present study. First, the present simulations were
restricted to two-dimensional internal wave motions so that the present model lacks interaction of internal
waves with different types of motion such as vortical modes [40]. Second, the stratification considered
here is highly idealized, having constant buoyancy frequency which is commonly used in laboratory and
theoretical experiments but it is not common in the ocean with the exception when considering short
wavelengths in comparisons with the scale of density changes ([43]). These compromise the quantitative
application of our results to the real ocean.
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