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Abstract 

 
The use of statistical classification techniques in classifying loan applications into 
good loans and bad loans gained importance with the exponential increase in the 
demand for credit. It is paramount to use a classification technique with a high 
predictive capacity to ensure the profitability of the business venture.  
 
In this study we aim to compare the predictive capability of three classification 
techniques: 1) Logistic regression, 2) CART, and 3) random forests. We apply these 
techniques on German credit data using an 80:20 learning:test split, and compare 
the performance of the models fitted using the three classification techniques. The 
probability of default 𝑝! for each observation in the test set is calculated using the 
models fitted on the training dataset. Each test set sample 𝑥! is then classified into a 
good loan or a bad loan, based on a threshold 𝛼, such that 𝑥! ∈ bad loan class if 
𝑝! > 𝛼. We chose several 𝛼 thresholds in order to compare the performance of each 
of the three classification techniques on five model suitability statistics: Accuracy, 
precision, negative predictive value, recall, and specificity.  
 
None of the classifiers turned out to be best at all the five cross-validation statistics. 
However, logistic regression has the best performance at low probability of default 
thresholds. On the other hand, for higher thresholds, CART performs best in 
accuracy, precision, and specificity measures, while random forest performs best for 
negative predictive value and recall measures.  
 

 
Keywords: Logistic regression, classification and regression trees (CART), random 
forests, cross-validation, credit data. 



	  

	  

 
Table of contents 
 
1. Introduction ............................................................................................................ 1	  

1.1 Study Motivation	  ..................................................................................................................................	  1	  

1.2 Previous Research	  .............................................................................................................................	  1	  

2. Materials and Methods .......................................................................................... 3	  
2.1 Logistic Regression	  ............................................................................................................................	  4	  

2.2 Classification Trees	  ............................................................................................................................	  6	  

2.3 Random Forests	  ..................................................................................................................................	  8	  

2.4 Methodology	  ........................................................................................................................................	  10	  

3. Results.................................................................................................................. 12	  
3.1 Logistic Regression	  ..........................................................................................................................	  13	  

3.2 Classification Trees	  ..........................................................................................................................	  14	  

3.3 Random Forests	  ................................................................................................................................	  14	  

3.4 Comparison	  ..........................................................................................................................................	  15	  

4. Discussion ........................................................................................................... 17	  
Acknowledgements ................................................................................................. 19	  
Appendix .................................................................................................................. 25	  



	  

1	  

1. Introduction 

1.1 Study Motivation 
A credit score is a number assigned to an individual that tells the borrower how likely 

a person is to fulfil his financial obligations. It can be seen as a probability of default 

measure for a borrower. The lenders, such as banks or other financial institutions, 

take into account this probability of default measure 𝑝 and assign potential borrowers 

either into good loans (likely to repay the loan) or bad loans (not likely to repay the 

loan), based on a probability of default threshold 𝛼 , such that the individual is 

classified into a good loan category if 𝑝 < 𝛼. 

 

Each classification technique provides a unique 𝑝 measure that is then used to 

assign each individual into either a good loan or a bad loan class based on the value 

of 𝛼. A low 𝛼 value translates into more credit applicants being classified into bad 

loans. A lender determines this 𝛼 value by taking into account many different factors 

that are beyond the scope of this discussion.  

 

In this paper we compare the performance of different classifiers at many different 

values of 𝛼, in order to determine which classifiers are better for stricter 𝛼 values, 

and which are better for more lenient 𝛼 values. A correct prediction of the outcome of 

a loan application is very important, since each miss-classified application represents 

a loss. If a bad loan is classified as good, then it shows direct loss in the amount of 

money lent to the applicant. On the other hand, if a good loan is specified as bad, 

then an opportunity to earn revenue is lost. We will compare the different methods of 

classification on five measures of model suitability i.e. accuracy, precision, negative 

predictive value, recall, and specificity. 

1.2 Previous Research 
The topic of using quantitative analysis in evaluating the risk of default has been 

researched quite extensively. Thomas et al. (2002) provide a comprehensive guide 

to building score cards by utilizing statistical methodologies and machine learning 

techniques on the available consumer credit data.  They discuss in detail how 

methods, such as logistic regression, discriminant analysis and classification trees, 
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amongst others, can be used for predicting the repayment behaviour of a credit 

applicant. They also give a detailed account of several machine-learning techniques, 

such as neural networks, genetic programming etc. that can be useful in 

classification of applicants into good loans and bad loans. There is a significant 

overlap between statistical methodologies and machine learning algorithms, as both 

of them can be used for prediction purposes. However, while statistics concerns 

itself with asymptotic properties of the estimates that it provides, machine-learning 

techniques are only concerned with the predicted outcome.  

 

Other authors investigated the use of several classification techniques, using both 

statistical methodologies, and machine learning algorithms for building predictive 

models to scale the likely outcome of a consumer loan. The main methods they 

discuss are discriminant analysis, linear regression, logistic regression, and decision 

trees (Hand and Henley, 1997).  

 

Wiginton (1980) compared the correctness of classification provided by maximum 

likelihood estimation of the logit model to that of a linear discriminant model. The 

conclusion of that study was that a logit model provides higher accuracy of 

classification, as compared to linear discriminant model. However, the overall level of 

accuracy was not high enough to be used for any practical purposes. 

 

Lee et al. (2006) carried out a comparison analysis to demonstrate the efficacy of 

classification and regression trees (CART) and Multivariate adaptive regression 

splines (MARS) as compared to other classification techniques such as Linear 

Discriminant Analysis, logistic regression, neural networks and support vector 

machines. A dataset provided by a local bank with 8000 observations each with nine 

independent variables was used to carryout the study. The results of the study 

showed that CART and MARS outperform traditional methods of classification such 

as logistics regression and discriminant analysis. 

 

Zhao et al. (2015) use multilayer-perception neural networks to improve on the 

classification accuracy as compared to the traditional classification methods. They 

make use of the German credit data (M. Lichman, 2013), and report accuracy levels 

higher than previously reported levels. Baesens et al. (2005) discuss the application 
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of neural network survival analysis in predicting the time of default for a loan 

applicant. A number of texts discuss the limitations of only modelling the 

performance of applicants who were granted a loan in order to build a scorecard. An 

alternative to the current practice is to make use of reject inference (Thomas et al., 

2002, Hand and Henley, 1997). However, that is beyond the scope of this thesis.  

 

The literature review reflects that the use of highly computational intensive machine 

learning techniques for determining the default rate is becoming increasingly 

popular. This is perhaps an expected phenomenon, since with the advancement of 

computers, heavy computations can be carried out in a very fast manner. These 

techniques have yielded highly predictive models that can classify samples into good 

loans and bad loans very accurately, as discussed in the examples above. Due to so 

many techniques being available, it is natural to inquire as to which method would 

perform best given the constraints of a particular dataset. In this study we aim to 

answer that question.  

2. Materials and Methods 
	  
There are many credit scoring techniques available for determining the risk of default 

for a consumer (Hand and Henley, 1997). Due to the binary nature of the response 

variable (Will default/Will not default), the first method of choice is Logistic 

regression. In a logistic model each variable is assigned a weight and then summed 

up. On the other hand, a classification tree, or recursive partition algorithm, assigns 

consumers into groups with consumers homogenous in their default rate within the 

group, and very different from the consumers in their default rate in the other group. 

Then it moves on to the next attribute and forms the split using the same principle. It 

continues to do that until either the groups are too small to be further split, or if the 

next best split produces groups, which do not have a statistically different default 

rate.  In this way a complex modelling problem is divided into many simpler 

problems(Thomas, 2000). The use of recursive partitioning for credit scoring is 

discussed in many texts (Thomas et al., 2002, Johnson et al., 2014, Lee et al., 

2006). Random forests, subsequently, apply the concept of bootstrap aggregation on 

the recursive partitioning method.  
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There are a few similarities in the logistic regression method and the classification 

and regression tree method. For example, both the methods are prone to over and 

under fitting of the model. However, one interesting difference in these two methods 

is that the logistic regression method imposes the assumption of no multi-collinearity 

between the variables, while the classification and regression tree method does not 

make any such assumptions. Hence, it is interesting to see how the predictive power 

of these two methods differ on a dataset in which no measures have been taken to 

address this assumption. The random forest method is included as a bootstrap 

extension of the classification and regression tree method. A brief description of 

each method is given in the following subsections.  

	  

2.1 Logistic Regression 
Logistic regression is perhaps the most commonly used method for modelling 

variables with a binary outcome (Agresti, 2013). This method aims to model log-odds 

of the response variable w.r.t a linear combination of the explanatory variables. The 

model equation is given by: 

 

𝑙𝑜𝑔𝑖𝑡(𝑝!)   = log
𝑝!

1− 𝑝!
= 𝛽! + 𝛽!𝑋! +   𝛽!𝑋! +   ⋯+   𝛽!𝑋! = 𝛽! + 𝜷𝐓𝐗𝐢  , 

 

where 𝑝!  is the probability of a loan being a bad loan, and 𝜷𝐓 is the vector of 

parameters associating the independent variables 𝐗𝐢  to the outcome variable 

𝑙𝑜𝑔𝑖𝑡(𝑝!). By rearranging the above equation we get  

 

𝑝! =
e𝜷𝐓𝐱𝐢

1+ e𝜷𝐓𝐱𝐢   
  . 

 

This probability measure of the chances of a loan being good can be used to classify 

each application into a good loan or a bad loan based on a predicted model. An 

observation is classified as a bad loan if the value 𝑝! >   𝛼 where 𝛼 is determined by 

many factors such as the cost of misclassifying a bad loan as a good loan, as 

compared to the cost of misclassifying a good loan as a bad loan, the prior 
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probabilities of good loans and bad loans in the population, and the lender’s 

willingness to take risk.  

 

In order to select variables for our model, we applied the stepwise variable selection 

algorithm using the bidirectional approach. In this approach a combination of forward 

selection and backward selection is used. At each step a variable is either added, or 

deleted from the model and the model fit statistic is calculated. The process is 

terminated when the addition or deletion of a variable no longer improves the fit of 

the model. The model-fit can be judged in various ways. In our analysis we fitted the 

model using two model-fit criterion: 1) the Akaike Information Criterion (AIC) and 2) 

the Wald statistic criterion (Dobson and Barnett, 2011) .  

 
The AIC statistic for a model fitted on 𝑛 samples across 𝐾 variables is calculated as: 
 

𝐴𝐼𝐶   = ln
𝒆!𝒆
𝑛 +   

2𝐾
𝑛   , 

 

where 𝒆 is the vector of residuals from regression and ln 𝒆!𝒆 𝑛  provides a measure 

for model fit. The ratio 2𝐾 𝑛 is the penalty for adding variables to the model.  After 

recursively adding or deleting the variables, we reach a model after which the AIC 

statistic cannot be further improved. That model is selected as the final model.  

 

The Wald statistic measures the importance of each variable included in the model. 

The formula for the Wald statistic is given as 

 

𝑊 =   
𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡

𝑆𝐸.    𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡

!

, 

 

where 𝑆𝐸.    𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡  is the standard error of the coefficient. Wald statistic is 

asymptotically 𝜒! distributed. The 𝑊 statistic is calculated for each variable added in 

the model and the value is compared to the 𝜒!  distribution with one degree of 

freedom to obtain the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 . When all the variables in the model have a 

significant 𝑝 − 𝑣𝑎𝑙𝑢𝑒 then the procedure is stopped, and that model is selected.  
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We use the R function step() (R Core Team, 2015) to carryout the bidirectional 

stepwise model selection that aims to select a model that minimizes the AIC statistic.  

For selecting a model using the Wald statistic criterion, we used PROC logistic in 

SAS 9.4 (SAS Institute, 2015) with selection option set as stepwise. The criterion for 

a variable to enter the model is set at a Wald statistic corresponding to 𝑝 − 𝑣𝑎𝑙𝑢𝑒 <

0.1, while the criterion for a variable to stay in the model is set at a Wald statistic 

corresponding to 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.05 . The Wald statistic and its corresponding 

𝑝 − 𝑣𝑎𝑙𝑢𝑒 is calculated in order to test the hypothesis 

 

𝐻!:𝛽! = 0  

𝐻!:  𝛽! ≠ 0. 

 

A 𝑝 − 𝑣𝑎𝑙𝑢𝑒 threshold of 0.05 is the standard threshold for statistical studies. We did 

not find it necessary to change the standard 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.05 threshold.  

2.2 Classification Trees 
This approach to classification is very computationally intensive, therefore, its 

popularity is increasing with the increase in computation power (Johnson et al., 

2014). Initially, all samples are assumed to belong to a single group. After that, the 

group is split into two subgroups corresponding to two levels of a variable. Then the 

two new subgroups are again split into further two subgroups using two levels of 

another variable. This recursive partitioning continues until a termination criterion is 

reached. The non-split subgroup, at which the recursive partitioning ends, is called a 

terminal node.  Each terminal node is then classified into a region of the sample 

space, which in our case would be a good loan or a bad loan. Figure 1 shows an 

example tree to illustrate the procedure, where a sample space of 𝑛 observations is 

split across two variables 𝑋!  and 𝑋!.  The continuous variable 𝑋! is split at 𝑡!and 𝑡!, 

while the categorical variable 𝑋! with three categories 𝑐!, 𝑐!  and 𝑐! is split at 𝑐!.     

 

The procedure of fitting a classification tree to a dataset is governed by three 

decisions:  

1) Splitting rule: According to which criterion should a group be split into two 

subgroups.  
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2) Stopping rule: How to decide which subgroup is the terminal node i.e. it should not 

be split any further.   

3) Classifying rule: How to assign a class (good loan/bad loan) to the terminal node.  

 

 
Figure 1. The example plot illustrates how a sample space of 𝑛  samples spanned across the 
continuous variable 𝑋! and categorical variable 𝑋! is partitioned to get a classification into good loans 
and bad loans. The first split occurs at 𝑡!of variable 𝑋!. The splitting process is repeated until a 
terminal node is reached, which is then classified into a good loan class or a bad loan class, 
depending on the frequency of good/bad loans in the terminal node.  
 

 

The aim is to employ an algorithm that can automatically decide on which splitting 

variables should be used, and at what point should they be split on. Assume we 

have a sample space that partitions into 𝑀 regions 𝑅!,𝑅!…    ,𝑅!, and for each region 

we model the response at a constant 𝑐! as given below: 

 

𝑓 𝑥 = 𝑐!𝐼 𝑥 ∈ 𝑅! .
!

!!!

 

 

Due to computational infeasibility of minimization of sum of squares criterion of the 

form ∑(𝑦! − 𝑓 𝑥! !), the computation is carried out using a greedy algorithm (Hastie 

et al., 2009). We start with all the data and split on variable 𝑗  on split point 𝑠. Then 

we define the pair of half-planes 

 

𝑅! 𝑗, 𝑠 = 𝑋 𝑋! ≤ 𝑠     and    𝑅! 𝑗, 𝑠 = 𝑋 𝑋! > 𝑠 . 

 

Next we seek the splitting variable  𝑗  and split point 𝑠 that minimizes over 𝑗  and 𝑠, the 

following expression, 
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min
!!

𝑦! − 𝑐! ! +min
!!

𝑦! − 𝑐! !  
!!∈!! !,!!∈!! !,!

. 

 

For each 𝑗 and 𝑠, we solve the inner minimization by 

 

𝑐! = ave 𝑦! 𝑥! ∈ 𝑅! 𝑗, 𝑠     and    𝑐! = ave 𝑦! 𝑥! ∈ 𝑅! 𝑗, 𝑠 , 

 

where 𝑐! is the average of 𝑦! in region 𝑅! 𝑗, 𝑠 and 𝑐! is the average of 𝑦! in region 

𝑅! 𝑗, 𝑠  After finding the best split, the data are divided into two resulting regions, and 

the splitting process is repeated on each of the two regions. This splitting is carried 

out recursively on all the resulting regions. The partitioning is stopped when some 

minimum node size is reached i.e. the frequency of good/bad loans in that node 

reaches a certain threshold. The details of the process are mentioned in several 

statistics and machine learning texts e.g. Breiman et al. (1984) and Hastie et al. 

(2009). 

 

Finally, the splitting, stopping and classifying rules learned from the training dataset 

are applied to new observations to get a probability of default measure. The 

probability is then converted into a classification using the same method of choosing 

a threshold 𝛼, as described in the previous section. 

 

We carried out all the computations using the rpart package available in the CRAN 

repository(Ripley, 2015). 

 

2.3 Random Forests 
This classification technique expands on the classification and regression tree 

method by fitting several trees on the training data. 𝐵 Bootstrap samples 𝐙∗ of size 𝑁 

are taken from the training dataset. For each bootstrapped sample, a separate tree 

𝑇!, where 𝑏 = 1, 2,…𝐵, is fitted by selecting 𝑚 variables out of a total of 𝑝  variables in 

the dataset. Each individual tree 𝑇! is fitted according to the splitting, stopping and 

classifying rules discussed in Section 2.2. The ensemble of trees 𝑇! !
! represents 

the random forest. A voting mechanism is employed to get a predicted classification 
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for a new sample using the random forest. If the predicted classification for a new 

sample of the 𝑏!!  random-forest tree is given as 𝐶! 𝑥 , then the predicted 

classification for the sample by the random forest is 𝐶!"! 𝑥 = 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦  𝑣𝑜𝑡𝑒 𝐶! 𝑥 !
! 

(Hastie et al., 2009).  

 

The rationale behind bootstrap aggregating (bagging) is to average many nearly 

unbiased models to reduce the variance. Since the trees generated in the bagging 

process are identically distributed, therefore, expectation of any one of the trees is 

equal to the average of 𝐵  such trees. For the situation in which variables are 

identically distributed, but are not necessarily independent, the variance of the 

average is given as 

 

𝜌𝜎! +
1− 𝜌
𝐵 𝜎!, 

 

where 𝜌 is the pairwise correlation between the variables. We can see that the 

second term will approach zero as the number of bootstrap samples 𝐵 increases. 

However, the pairwise correlation 𝜌 limits the advantage of taking a mean of many 

bootstrap estimates. Therefore, we try to minimize the 𝜌 among the pairs of trees by 

randomly selecting 𝑚 variables out of a total of 𝑝 variables, where 𝑚 ≤ 𝑝. The value 

of 𝑚  can be as low as 1, but for classification the recommended number is 𝑝.  

 

Another feature of random forests is the use of out-of-bag (OOB) samples to get an 

error rate for each bootstrap tree. Around 33  𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of randomly selected samples 

are left out in modelling each bootstrap-tree. The fitted tree is then used to get a 

predicted value for the OOB samples. The final classification of each OOB sample is 

determined by counting the number of times it was classified as a certain class 

(good/bad) every time it was an OOB sample. The OOB error estimate is calculated 

as the proportion of times the predicted classification for an OOB sample is not equal 

to the true classification, as compared to the total number of predictions. 

 

The random forest also gives a measure of the importance of different variables 

available in the dataset. For every bootstrap-tree grown in the forest, the OOB 
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samples are put down and the amount of votes cast for the correct class are 

counted. After that the values for each variable 𝑚 in the OOB samples are randomly 

permuted and put down in the tree. Then the difference between the number of votes 

for the correct class in the variable-m-permuted OOB samples, and the number of 

votes for the correct class in the untouched OOB samples is recorded. The mean of 

this difference for all the bootstrapped-trees in the forest gives the raw importance 

score for the variable 𝑚.  

 

Previous research has shown that the raw importance scores are fairly independent, 

therefore, the standard error for these scores are calculated in the standard way 

 

SE!"#$% =
𝑠
𝑛
  , 

 

where 𝑠 is the sample standard deviation for the raw importance scores, and 𝑛 is the 

number of variables in the dataset. Each raw importance score is divided by its 

standard error to obtain a 𝑧 − 𝑠𝑐𝑜𝑟𝑒, which is subsequently used to get a significance 

level assuming normality. If the number of variables is very large, then first a random 

forest is grown using all the samples, and a subsequent forest is grown using only 

the variables that achieve a certain importance criterion(Cutler, 2015). However, in 

our case the number of variables 𝑚 is not very large, therefore, the importance is not 

used for growing a subsequent forest. Instead, it only reflects which variables 

contribute more toward the prediction of outcome.  All the calculations were carried 

out using the randomForest package available in the CRAN repository (Wiener, 

2002a).  

 

2.4 Methodology  
In order to compare the predictive power of different classification techniques in 

predicting the outcome of a loan, we used the German Credit data publically 

available at the UCI machine-learning repository (M. Lichman, 2013). The data 

consist of 1000 samples with data available across 21 variables related to the credit 

process. The default status for each individual is given as a binary variable indicating 

whether that particular sample is a good loan or a bad loan. This variable served as 
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our dependent variable. There are a total of 700 (70 %) good loans and 300 (30 %) 

bad loans in the German credit dataset.  The detailed summary of all the variables is 

provided in the Table A1. The dataset does not have any missing values, or any 

obviously miss-specified variables. Hence, there was no need to perform any quality 

control in the dataset before performing the downstream analysis, and all the 

samples in the dataset were utilized.  

  

For the purpose of our analysis we divided the dataset into training dataset and test 

dataset. Several training-to-test (training:test) ratios have been previously adopted 

for such type of analysis. We came across 80%:20% (Li et al., 2006, Abdou et al., 

2008), 70%:30% (Hsieh, 2005, Tsai and Wu, 2008, Baesens et al., 2003, Kim and 

Sohn, 2004), 62%:38%, and even 50%:50% (Sakprasat and Sinclair, 2007) in our 

literature review.  For our main analysis we chose the 80%:20% ratio. We randomly 

sampled (without replacement) 800 observations (80%) to serve as the training 

dataset. The remaining twenty percent (200) observations were made into the test 

dataset. The same training and test datasets were used in the downstream analysis 

to avoid spurious differences in the predictive power of different classification 

techniques due to sampling bias. 

 

Each predictor or classifier we employed in or analysis aims to develop rules to sort 

the samples into good or bad loans using the information in contained in the training 

dataset. Those “learned” rules are then applied to the samples in the test dataset in 

order to get a predicted classification for each observation. The efficacy of each 

technique is evaluated by comparing the predicted classification of a sample based 

on the rules generated by the particular classification technique, and the real 

classification of the sample as provided by the dataset. Model suitability statistics are 

calculated to see how well a certain classification technique works in the test 

dataset. The model suitability statistics are defined in Table 1. 𝑇𝑃, 𝑇𝑁,  𝐹𝑃 and 𝐹𝑁 

stand for true positive, true negative, false positive and false negative respectively. 

Each classifier is then judged on the accuracy, precision, negative predictive value, 

recall, and specificity of its predicted outcomes.  

 

The ideal situation would be to have a classifier that performs well on all the model 

suitability statistics. However, the nature of our outcome variable is such that a bad 
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loan classified as a good loan is more costly, than a good loan classified as bad (M. 

Lichman, 2013). Therefore, along with accuracy, which gives the percentage of 

observations that were correctly classified into their respective classes, we also put 

emphasis on the performance of the classifier based on precision and recall. 

Precision gives the ratio of correctly classified bad loans amongst all the 

observations classified as bad loans, while recall gives the ratio of correctly specified 

bad loans, against the total number of bad loans in the test dataset.  

 
Table 1. The formulae for model suitability statistics used to evaluate the predictive capability of each 
classification technique in predicting the loan class (good/bad) for each observation in the dataset is 
given. 𝑇𝑃 is the total number of observations that were bad loans and were classified as bad loans by 
the classifier. 𝑇𝑁 is the total number of observations that were good loans and were classified as 
good loans by the classifier. 𝐹𝑃 is the total number of observations that were good loans but were 
classified as bad loans by the classifier. 𝐹𝑁 is the total number of observations that were bad loans 
but were classified as good loans by the classifier. 
 
Measure Formula Description 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 
The ratio of all correctly classified observations 
against the total number of classifications by the 
classifier. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
The ratio of correctly classified bad loans against 
all the observations classified as bad loans by the 
classifier. 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒  𝑣𝑎𝑙𝑢𝑒 
𝑇𝑁

𝑇𝑁 + 𝐹𝑁 
The ratio of correctly classified good loans against 
all the observations classified as good loans by the 
classifier. 

𝑅𝑒𝑐𝑎𝑙𝑙 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 
The ratio of correctly classified bad loans by the 
classifier against, the total number of bad loans in 
the test dataset. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 
𝑇𝑁

𝑇𝑁 + 𝐹𝑃 
The ratio of correctly specified good loans by the 
classifier, against the total number of good loans in 
the test dataset. 

 

3. Results 
Models were fitted using the classification techniques described in Section 2, on 80% 

randomly selected samples, that served as our training dataset, spanned across 

twenty variables, with the loan outcome as the dependent variable. Each of those 

models was used to predict the default outcome in the remaining twenty percent of 

the samples that served as the test dataset. The predicted outcome was then 
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compared with the actual outcome of the samples in the test dataset to calculate the 

model suitability statistics i.e. accuracy, precision, negative predictive value, recall 

and specificity as detailed in Table 1. All classification techniques compared in our 

analysis give a probability measure for the chances of default for each sample in the 

test dataset. That probability measure is then classified into either good or bad 

based on a threshold. In practice, the type of loan, and the risk taking nature of the 

financial institution determines that threshold. Consultation with professionals from 

the industry suggest that the threshold can be anywhere between eight percent to 25 

percent chance of default. Therefore, instead of choosing one threshold, we choose 

several thresholds within a range, and determine the performance of the 

classification techniques across that range of thresholds using the model 

specification statistics mentioned above. Next we present the details of the fitted 

models and the results of cross-validation statistics. 

3.1 Logistic Regression 
In order to fit a logistic regression model, we started with a full model that included all 

the twenty covariates as independent variables, and the loan outcome as the 

dependent variable (a good loan coded as 0 and a bad loan coded as 1). 

Subsequently, we implemented the step() function in R (R Core Team, 2015) on the 

full model in order to get a final model that minimizes the AIC criterion by stepwise 

addition/elimination of the covariates from the model. The final model according to 

AIC criterion (model 1) has 14 variables. The results are given in Table 2. The AIC 

statistic for this model was calculated to be 788.7.  

 

We also fitted another model using the algorithm that aims to add the most 

significant covariates in the model, based on 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.05  threshold. This 

bidirectional addition/elimination algorithm also starts with a full model and then 

adds/subtracts covariates based on their significance level in the model. This model 

was fitted in SAS using the PROC logistic model with ‘selection = stepwise’ setting.  

The results are given in Table 3. The final model according to Wald statistic criterion 

(model 2) has ten significant variables.  

 

Consequently, we used both models to predict the probability of default for each 

sample in the training dataset. This probability measure was converted into a 
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classification by choosing a threshold 𝛼 such that a sample belongs to good loan 

class if 𝑝! < 𝛼,  where 𝑝! is the predicted probability of default. For our analysis we 

calculated all the five model suitability statistics for values of 𝛼 between 5% and 

30%.  

3.2 Classification Trees 
We fitted a classification and regression tree on our training dataset with all the 

covariates available in our dataset as the independent variables, and the default 

status as the dependent variable. The algorithm used to fit a classification tree on the 

data decides on splitting the most important variables at an optimal point to get a 

tree that divides the dataset into the desired classes (good loan/bad loan). The 

details of splitting, stopping and classifying rules are given in Section 2.2. The 

algorithm chose 9 out of the total of 20 variables for splitting the dataset into good 

and bad loans. The resulting tree, drawn by using R package rattle (Williams, 2011), 

is given in Figure 2.  

 

Subsequently, the aforementioned rules were applied to the test dataset in order to 

get a predicted probability of default, for each observation. The probability was then 

converted to a classification using the same scheme as described in the previous 

section.  Finally the model suitability statistics were calculated for each probability 

threshold.  The analysis was carried out using the R package rpart (Ripley, 2015).    

3.3 Random Forests 
Finally we fitted several random forests to our dataset. We again modeled our 

dependent variable against all the available independent variables. We fitted the 

forests by changing 𝑇 (the number of bootstrapped-trees to be fitted), 𝑚 (the number 

of variables to be sampled for fitting each bootstrapped-tree), and 𝑛 (the number of 

observations to be sampled for fitting each bootstrapped tree).  In total we fitted 168 

random forests with all combinations of 𝑇 ∈ 500, 1000, 1500, 2000 , 𝑚 ∈ 3,4,5,6,7,8  

and 𝑛 ∈    (320, 360, 400, 440, 480, 506, 560). We applied results from each of the fitted 

forests to our test dataset in order to get a probability of default measure for each 

observation in the test data. The probability measure was converted into 

classification using the same method as described in the previous section.  Model 

suitability statistics were calculated for each forest.  
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After that we selected forests that gave the highest value for the five cross validation 

statistics. For accuracy, negative predictive value and recall, the forest 𝐹! with the 

inputs as  𝑇 = 500,𝑚 = 7  and  𝑛 = 560 gave the highest value. While for precision the 

forest 𝐹! , with inputs 𝑇 = 1000,𝑚 = 3  and  𝑛 = 360  gave the highest value. The 

analysis was carried out in R package randomForest (Wiener, 2002b).   

3.4 Comparison 
The results for cross-validation statistics at different probability thresholds 𝛼  for 

classification are given in Figure 3.  We chose 𝛼 between and containing 5% and 

30%, with an increment of 5%. The reason to choose 𝛼 in this range is that financial 

institutions usually classify applications into good loans and bad loans using quite 

strict probability thresholds. Anonymous sources have confirmed that one of the 

biggest banks in Sweden uses 8% as the probability of default threshold for personal 

loans.  However, this threshold can be different for different type of loans, and also 

vary amongst different financial institutions.  Therefore, instead of deciding on only 

one 𝛼 value, we chose several values for classifying observations into good loans 

and bad loans, and calculated the corresponding model suitability statistics for each 

classifier at those thresholds. The graphs were produced using R package ggplot2 
(Wickham, 2009). 
 
A quick overview of the graphs shows that the predictive power of both the logistic 

models is quite similar. The same can also be said about both the random forest 

models.  Therefore, while comparing the cross-validation output, we will not 

differentiate amongst the two logistic models, and amongst the two random forest 

models. Hence the comparison will pertain to three methods only, the logistic 

regression method, the CART method, and the random forest method.  

 

Figure 3A shows the performance of the accuracy measure for the three different 

methods of classification, which is calculated as the ratio of all correctly specified 

observations against all specified observations. We can see that for 𝛼 below 0.15, 

the logistic regression method performs better than the CART method and the 

random forest method. However, for higher 𝛼 values the performance of the CART 

method seems to be better (73.5% accuracy for 𝛼 = 0.25). Similarly, for the precision 
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measure, which is computed as the fraction of correctly specified bad loans in 

comparison to all observations specified as bad loans, logistic regression performs 

better for lower 𝛼 values, while CART performs better for higher 𝛼 values. CART has 

a peak precision of  56.1% at 𝛼 = 0.25 (Figure 3B).  

 
 
Figure 2. Given is the resulting model from fitting a CART to the training dataset, with all the 
covariates put in as the independent variables and default status put in as the independent variable. 
The model has 9 out of 20 variables that are most important in explaining the dependent variable.  
 

For negative predictive value, the statistic calculates the percentage of correctly 

specified good loans in all the observations specified as good loans, the random 

forest classifier did not have a value for 𝛼 = 0.05 , since the lowest predicted 

probabilities of default for any observation in the test dataset for Forest A and Forest 

B were 0.056 and 0.052 respectively. Therefore, at 𝛼 = 0.05  threshold, no 

observations were classified as good loans according to the two random forests. 

Similarly, for the CART method, the lowest predicted probability of default for any 

sample in the test dataset was 0.133, hence no observations were classified as good 
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loans at 𝛼 = 0.05  and  𝛼 = 0.10, hence no calculations for negative predictive value 

could be carried out. The random forest classifier has the best performance, followed 

by logistic regression classifier, and CART classifier (Figure 3C).  

 

The recall rate is given as number of correctly specified bad loans over the number 

of all the bad loans in the dataset. A very low 𝛼 translates into more observations 

getting classified as bad loans, hence, the ratio used to calculate recall is very high 

for lower 𝛼 values. Random forest classifier shows the best performance for this 

measure, followed by logistic regression classifier and CART classifier (Figure 3D). 

 

Finally, we look at the specificity measure that gives the ratio of all the correctly 

classified good loans over all the good loans in the dataset.  Again, for very low 𝛼 

values, the statistic calculated by random forest method and the CART method is not 

meaningful, since all the observations are classified as bad loans according to these 

two classifiers. For higher 𝛼 values the CART classifier performs best, followed by 

logistic regression classifier and random forest classifier (Figure 3E).  

 

The model suitability statistics results show that none of the classifiers performs best 

for all the five statistics. Logistic regression provides most consequential results for 

low values of 𝛼, the threshold value known to be used by financial institutions while 

determining the credit-worthiness of an individual. The CART classifier and random 

forest classifier did not provide substantive results in that range of 𝛼. On the other 

hand, for higher values of 𝛼 the performance of logistic regression classifier, has 

been between that of the random forest classifier and the CART classifier. For 

accuracy, precision, and specificity, the CART classifier performs best; while random 

forest performs best for negative predictive value and recall.  It should be mentioned, 

however, that the CART classifier’s performance has been sporadic in nature. Lastly, 

it would not be wrong to say that logistic regression classifier has the most consistent 

performance across all the values of 𝛼. 

4. Discussion 
In this study we aimed to compare the predictive ability of three classifiers in 

determining the class of an observation as either a good loan or a bad loan, based 
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on the variables available in the German credit dataset (M. Lichman, 2013) . None of 

the three classifiers (logistic regression classifier, CART classifier, and random forest 

classifier) outperform the other two classifiers across all the five model suitability 

statistics. However, some very useful insights can be drawn from this study. We can 

see that logistic regression gives the most meaningful results for lower 𝛼 thresholds. 

CART and random forests do not perform very well in that range. In financial 

institutions, such strict thresholds are not uncommon in evaluating a loan applicant’s 

credit-worthiness. CART and random forest do not differentiate well between good 

loans and bad loans in a low value 𝛼 range. Perhaps this should be taken into 

consideration when selecting a classifier for such strict 𝛼 values. Our analysis shows 

that logistic regression classifier is clearly the better choice in such scenario. 

 

Another very interesting insight was that higher model complexity does not always 

translate into large gains in predictive capability. The performance of the two logistic 

models is not very different from each other, even though the model selected using 

the AIC criterion has 14 covariates, while the model selected using the Wald statistic 

criterion has only 10 covariates. For inference purposes the model-fit statistics for 

the two models are quite different, however, the predictive power is quite the same. 

Similarly, changing the input covariates 𝑇, 𝑚, and 𝑛, for fitting a forest did not lead to 

a substantial change the predictive power. Making a decision tree is an NP-complete 

problem (Hyafil and Rivest, 1976), which means that increasing 𝑚  leads to an 

exponential increase in the computation time. Fitting 2,000 trees instead of 500 trees 

also increases the computation time substantially. However, this increase in 

complexity did not lead to better predictive results.  

 

We realize that our conclusions are based on analysis on only one credit dataset. 

We would like to replicate these results in other datasets; however, it is hard to easily 

procure of such nature. Such information is usually classified and seen as a 

business secret of a credit granting institution. The insights drawn from such data are 

very important for the profitability of a business. Hence the data are not shared 

publically. This is one of the major limitations of carrying out academic research on 

this topic. Due to the limited availability of data, the conclusions drawn from 
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academic research do not necessarily reflect the ground reality (Hand and Henley, 

1997, Thomas et al., 2002, Thomas, 2000). 

 

To the best of our knowledge this is the first study that compares the performance of 

classifiers at different probability of default thresholds. For further analysis we would 

like to compare more classifiers such as Support Vector Machines and Neural 

Networks, and we like to carryout similar analysis across several credit datasets.   
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Figure 3. The figure shows the performance of five models used to classify observations in the test 
dataset into good loans and bad loans. Five different probability of default thresholds were used to 
calculate Accuracy (panel A), Precision (panel B),, Negative predictive value (panel C), Recall (panel 
D) , and Specificity (panel E). The thresholds were 5%, 10%, 15%, 20%, 25%, and 30%.   
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Table 2. The output for logistic regression model using AIC minimization algorithm by stepwise 
bidirectional variable addition/elimination is given in the table. This model has 14 covariates out of the 
total twenty covariates in the dataset. The odds ratio and its corresponding confidence intervals are  
given. The AIC for this model is 788.7. 

 Odds 
ratio 

2.5 % 97.5 % Std. 
Error 

z value Pr(>|z|) 

(Intercept)      - - - 1.0272 0.670 0.5030 

checking_account_statusA12 0.669 0.416 1.071 0.2410 -1.669 0.0950 
checking_account_statusA13 0.465 0.200 1.019 0.4123 -1.857 0.0632 
checking_account_statusA14 0.185 0.111 0.304 0.2574 -6.545 <.0001 

loan_duration 1.033 1.013 1.054 0.0103 3.159 0.0015 

credit_historyA31 1.251 0.378 4.100 0.6052 0.370 0.7113 
credit_historyA32 0.470 0.175 1.211 0.4905 -1.539 0.1239 
credit_historyA33 0.316 0.107 0.888 0.5382 -2.143 0.0321 
credit_historyA34 0.204 0.074 0.530 0.4981 -3.192 0.0014 

purposeA41 0.139 0.059 0.308 0.4224 -4.673 <.0001 
purposeA42 0.377 0.213 0.658 0.2879 -3.391 0.0006 
purposeA43 0.298 0.172 0.511 0.2777 -4.358 0.0000 
purposeA44 0.350 0.035 2.294 1.0361 -1.014 0.3104 
purposeA45 0.866 0.252 2.867 0.6139 -0.234 0.8147 
purposeA46 0.635 0.258 1.523 0.4512 -1.008 0.3135 
purposeA48 0.113 0.005 0.899 1.2223 -1.780 0.0750 
purposeA49 0.368 0.176 0.753 0.3703 -2.696 0.0070 
purposeA410 0.241 0.038 1.380 0.8991 -1.582 0.1136 
       
credit_amount 1.142 1.039 1.258 0.0486 2.724 0.0064 
saving_account_statusA62 0.707 0.361 1.353 0.3363 -1.029 0.3034 
saving_account_statusA63 0.626 0.242 1.458 0.4543 -1.032 0.3022 
saving_account_statusA64 0.310 0.084 0.895 0.5894 -1.986 0.0470 
saving_account_statusA65 0.450 0.254 0.778 0.2852 -2.797 0.0051 

employed_sinceA72 1.348 0.534 3.486 0.4763 0.627 0.5308 
employed_sinceA73 1.078 0.447 2.670 0.4532 0.166 0.8680 
employed_sinceA74 0.539 0.206 1.432 0.4925 -1.253 0.2100 
employed_sinceA75 1.038 0.425 2.613 0.4611 0.080 0.9360 

installment_to_disp_inc 1.377 1.139 1.672 0.0978 3.267 0.0010 

sex_and_personal_statusA92 0.945 0.419 2.170 0.4180 -0.136 0.8919 
sex_and_personal_statusA93 0.509 0.230 1.145 0.4071 -1.657 0.0975 
sex_and_personal_statusA94 0.752 0.283 1.998 0.4969 -0.574 0.5660 

debtor_statusA102 1.757 0.733 4.199 0.4428 1.273 0.2030 
debtor_statusA103 0.479 0.186 1.139 0.4592 -1.604 0.1087 

age 0.984 0.965 1.003 0.0098 -1.585 0.1128 

other_installmentsA142 0.766 0.310 1.871 0.4571 -0.582 0.5604 
other_installmentsA143 0.558 0.334 0.936 0.2627 -2.222 0.0263 
existing_lcs 1.407 0.946 2.107 0.2036 1.678 0.0933 
foreignerA202 0.191 0.035 0.714 0.7467 -2.220 0.0264 
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Table 3. The output for the logistic regression model fitted using the Wald statistic criterion is given in 
the table. The model has ten covariates out of the total twenty covariates in the dataset. The odds 
ratios and their corresponding confidence intervals are given. The AIC for this model is 791.23. 
 

 Odds 
ratio 

2.5% 97.5% Std. 
Error 

z value Pr(>|z|) 

(Intercept)     -    -     - 0.5809 43.8482 <.0001 
checking_account_statusA12 0.656 0.413 1.042 0.1712 2.7563 0.0969 
checking_account_statusA13 0.475 0.214 1.053 0.2929 0.0182 0.8927 
checking_account_statusA14 0.191 0.116 0.314 0.1841 26.6634 <.0001 
loan_duration 1.032 1.012 1.053 0.0101 9.6842 0.0019 

credit_historyA31 1.185 0.382 3.676 0.3203 7.6793 0.0056 
credit_historyA32 0.375 0.150 0.936 0.1753 2.2702 0.1319 
credit_historyA33 0.300 0.106 0.853 0.2760 3.0873 0.0789 
credit_historyA34 0.207 0.080 0.539 0.2076 17.0172 <.0001 

purposeA41 0.142 0.063 0.319 0.3788 6.3244 0.0119 
purposeA42 0.320 0.059 1.728 0.7754 0.0326 0.8567 
purposeA43 0.400 0.231 0.694 0.2735 0.0949 0.7580 
purposeA44 0.297 0.175 0.505 0.2611 0.6644 0.4150 
purposeA45 0.331 0.046 2.376 0.9045 0.0132 0.9086 
purposeA46 0.847 0.260 2.757 0.5515 2.2855 0.1306 
purposeA48 0.612 0.256 1.464 0.4134 1.5173 0.2180 
purposeA49 0.117 0.011 1.239 1.0788 1.1265 0.2885 
purposeA410 0.417 0.204 0.853 0.3399 0.1389 0.7093 
credit_amount 1.147 1.044 1.263 0.0483 8.0165 0.0046 
saving_account_statusA62 0.777 0.408 1.480 0.2867 1.0426 0.3072 
saving_account_statusA63 0.602 0.250 1.453 0.3740 0.0104 0.9189 
saving_account_statusA64 0.313 0.101 0.973 0.4702 1.7234 0.1893 
saving_account_statusA65 0.447 0.258 0.776 0.2553 1.0285 0.3105 

employed_sinceA72 1.474 0.595 3.648 0.2025 4.0533 0.0441 
employed_sinceA73 1.122 0.472 2.666 0.1690 0.6367 0.4249 
employed_sinceA74 0.547 0.214 1.399 0.2228 6.8331 0.0089 
employed_sinceA75 1.000 0.411 2.432 0.1889 0.0109 0.9167 

installment_to_disp_inc 1.364 1.131 1.646 0.0957 10.5151 0.0012 
sex_and_personal_statusA92 1.055 0.469 2.374 0.1763 1.4867 0.2227 
sex_and_personal_statusA93 0.573 0.260 1.264 0.1678 5.5418 0.0186 
sex_and_personal_statusA94 0.867 0.332 2.268 0.2559 0.0055 0.9410 

foreignerA202 0.189 0.045 0.802 0.3687 5.1009 0.0239 
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Appendix 
 
Table A1. The summary table for all the variables available in the German Credit dataset is provided 
here. The dataset has twenty variables, with six continuous variables and 14 categorical variables. 
The outcome variable default status is coded as 0/1 for good/bad loan. 
 

No. Variable Possible	  values Summary 
1 Status	   of	   existing	  

checking	  account 
A11:	  	  	  	  	  	  ...	  <	  0	  DM	  
A12:	  0	  <=	  ...	  <	  200	  DM	  
A13:	  	  	  	  	  	  ...	  >=	  200	  DM	  /salary	  
assignments	  for	  at	  least	  1	  
year	  
A14:	  no	  checking	  account	  
 

	  	  Outcome	  Percentage	  
	  	  	  	  	  A11	  	  	  	  	  	  	  27.4	  
	  	  	  	  	  A12	  	  	  	  	  	  	  26.9	  
	  	  	  	  	  A13	  	  	  	  	  	  	  	  6.3	  
	  	  	  	  	  A14	  	  	  	  	  	  	  39.4 

2 Duration	   of	   loan	   in	  
months 

Numerical	  (4	  to	  72) Min.	  Median	  	  	  Mean	  	  	  Max.	  	  
	  	  	  4.0	  	  	  18.0	  	  	  20.9	  	  	  72.0 

3 Credit	  history A30:	  no	  credits	  taken/all	  
credits	  paid	  back	  duly	  
A31:	  all	  credits	  at	  this	  bank	  
paid	  back	  duly	  
A32:	  existing	  credits	  paid	  
back	  duly	  till	  now	  
A33:	  delay	  in	  paying	  off	  in	  
the	  past	  
A34:	   critical	   account/	   other	  
credits	   existing	   (not	   at	   this	  
bank) 

	  	  Outcome	  Percentage	  
	  	  	  	  	  A30	  	  	  	  	  	  	  	  4.0	  
	  	  	  	  	  A31	  	  	  	  	  	  	  	  4.9	  
	  	  	  	  	  A32	  	  	  	  	  	  	  53.0	  
	  	  	  	  	  A33	  	  	  	  	  	  	  	  8.8	  
	  	  	  	  	  A34	  	  	  	  	  	  	  29.3 

4 Purpose A40:	  car	  (new)	  
A41:	  car	  (used)	  
A42:	  furniture/equipment	  
A43:	  radio/television	  
A44:	  domestic	  appliances	  
A45:	  repairs	  
A46:	  education	  
A47:	  (vacation	  -‐	  does	  not	  
exist?)	  
A48:	  retraining	  
A49:	  business	  
A410:	  others	  
 

	  	  	  Outcome	  Percentage	  
	  	  	  	  	  	  A40	  	  	  	  	  	  	  23.4	  
	  	  	  	  	  	  A41	  	  	  	  	  	  	  10.3	  
	  	  	  	  	  	  A42	  	  	  	  	  	  	  18.1	  
	  	  	  	  	  	  A43	  	  	  	  	  	  	  28.0	  
	  	  	  	  	  	  A44	  	  	  	  	  	  	  	  1.2	  
	  	  	  	  	  	  A45	  	  	  	  	  	  	  	  2.2	  
	  	  	  	  	  	  A46	  	  	  	  	  	  	  	  5.0	  
	  	  	  	  	  	  A48	  	  	  	  	  	  	  	  0.9	  
	  	  	  	  	  	  A49	  	  	  	  	  	  	  	  9.7	  
	  	  	  	  	  A410	  	  	  	  	  	  	  	  1.2 

5 Credit	  amount Numerical	   Min.	  Median	  	  	  Mean	  	  	  Max.	  	  
	  	  	  250	  	  	  2320	  	  	  3271	  18420 

6 Saving	  account	  amount A61:	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  ...	  <	  100	  DM	  
A62:	  	  	  100	  <=	  ...	  <	  500	  DM	  
A63:	  	  	  500	  <=	  ...	  <	  1000	  DM	  
A64:	  >=	  1000	  DM	  
A65:	  	  	  unknown/	  no	  savings	  
account	  
 

	  	  Outcome	  Percentage	  
	  	  	  	  	  A61	  	  	  	  	  	  	  60.3	  
	  	  	  	  	  A62	  	  	  	  	  	  	  10.3	  
	  	  	  	  	  A63	  	  	  	  	  	  	  	  6.3	  
	  	  	  	  	  A64	  	  	  	  	  	  	  	  4.8	  
	  	  	  	  	  A65	  	  	  	  	  	  	  18.3 

7 Present	   employed	  
since 

A71:	  unemployed	  
A72:	  	  	  	  	  	  	  	  	  	  	  ...	  <	  1	  year	  
A73:	  1	  	  <=	  ...	  <	  4	  years	  	  	  
A74:	  4	  	  <=	  ...	  <	  7	  years	  
A75:	  >=	  7	  years 

	  	  Outcome	  Percentage	  
	  	  	  	  	  A71	  	  	  	  	  	  	  	  6.2	  
	  	  	  	  	  A72	  	  	  	  	  	  	  17.2	  
	  	  	  	  	  A73	  	  	  	  	  	  	  33.9	  
	  	  	  	  	  A74	  	  	  	  	  	  	  17.4	  
	  	  	  	  	  A75	  	  	  	  	  	  	  25.3 



	  

	  

8 Instalment	  rate	  in	  
percentage	  of	  
disposable	  income	  
 

Numerical	   	  	  Outcome	  Percentage	  
1	  	  	  	  	  	  	  	  	  	  	  	  	  13.6	  
2	  	  	  	  	  	  	  	  	  	  	  	  	  23.1	  
3	  	  	  	  	  	  	  	  	  	  	  	  	  15.7	  
4	  	  	  	  	  	  	  	  	  	  	  	  	  47.6 

9 Personal	  status	  and	  sex A91:	  male:	  
divorced/separated	  
A92:	  female:	  
divorced/separated/married	  
A93:	  male:	  single	  
A94:	  male:	  
married/widowed	  
A95:	  female:	  single 

	  	  Outcome	  Percentage	  
	  	  	  	  	  A91	  	  	  	  	  	  	  	  5.0	  
	  	  	  	  	  A92	  	  	  	  	  	  	  31.0	  
	  	  	  	  	  A93	  	  	  	  	  	  	  54.8	  
	  	  	  	  	  A94	  	  	  	  	  	  	  	  9.2 

10 Other	   debtors	   /	  
guarantors 

A101:	  none	  
A102:	  co-‐applicant	  
A103:	  guarantor 

	  	  Outcome	  Percentage	  
	  	  	  	  A101	  	  	  	  	  	  	  90.7	  
	  	  	  	  A102	  	  	  	  	  	  	  	  4.1	  
	  	  	  	  A103	  	  	  	  	  	  	  	  5.2 

11 Present	   residence	  
since 

Numerical	   	  	  Outcome	  Percentage	  
1	  	  	  	  	  	  	  	  	  	  	  	  	  13.0	  
2	  	  	  	  	  	  	  	  	  	  	  	  	  30.8	  
3	  	  	  	  	  	  	  	  	  	  	  	  	  14.9	  
4	  	  	  	  	  	  	  	  	  	  	  	  	  41.3 

12 Property A121:	  real	  estate	  
A122:	  if	  not	  A121:	  building	  
society	  savings	  
agreement/life	  insurance	  
A123:	  if	  not	  A121/A122:	  car	  
or	  other,	  not	  in	  attribute	  6	  
A124:	   unknown	   /	   no	  
property 

	  	  Outcome	  Percentage	  
	  	  	  	  A121	  	  	  	  	  	  	  28.2	  
	  	  	  	  A122	  	  	  	  	  	  	  23.2	  
	  	  	  	  A123	  	  	  	  	  	  	  33.2	  
	  	  	  	  A124	  	  	  	  	  	  	  15.4	  
 

13 Age Numerical	   Min.	  Median	  	  	  Mean	  	  	  Max.	  	  
	  19.00	  33.00	  35.55	  75.00 

14 Other	  instalment	  plans A141:	  bank	  
A142:	  stores	  
A143:	  none 

	  	  Outcome	  Percentage	  
	  	  	  	  A141	  	  	  	  	  	  	  13.9	  
	  	  	  	  A142	  	  	  	  	  	  	  	  4.7	  
	  	  	  	  A143	  	  	  	  	  	  	  81.4 

15 Housing A151:	  rent	  
A152:	  own	  
A153:	  for	  free 

	  	  Outcome	  Percentage	  
	  	  	  	  A151	  	  	  	  	  	  	  17.9	  
	  	  	  	  A152	  	  	  	  	  	  	  71.3	  
	  	  	  	  A153	  	  	  	  	  	  	  10.8 

16 Number	   of	   existing	  
credits	  at	  this	  bank 

Numerical	   	  	  Outcome	  Percentage	  
	  	  	  	  	  	  	  	  	  1	  	  	  	  	  	  	  	  	  	  	  	  	  63.3	  
	  	  	  	  	  	  	  	  	  2	  	  	  	  	  	  	  	  	  	  	  	  	  33.3	  
	  	  	  	  	  	  	  	  	  3	  	  	  	  	  	  	  	  	  	  	  	  	  	  2.8	  
	  	  	  	  	  	  	  	  	  4	  	  	  	  	  	  	  	  	  	  	  	  	  	  0.6 

17 Job A171:	  unemployed/	  
unskilled	  	  -‐	  non-‐resident	  
A172:	  unskilled	  -‐	  resident	  
A173:	  skilled	  employee	  /	  
official	  
A174:	   management/	   self-‐
employed/highly	   qualified	  
employee/	  officer 

	  	  Outcome	  Percentage	  
	  	  	  	  A171	  	  	  	  	  	  	  	  2.2	  
	  	  	  	  A172	  	  	  	  	  	  	  20.0	  
	  	  	  	  A173	  	  	  	  	  	  	  63.0	  
	  	  	  	  A174	  	  	  	  	  	  	  14.8	  
 

18 Number	  of	  dependents Numerical	  (form	  1	  to	  2) 	  	  Outcome	  Percentage	  
	  	  	  	  	  	  	  	  1	  	  	  	  	  	  	  	  	  	  	  	  	  84.5	  
	  	  	  	  	  	  	  	  2	  	  	  	  	  	  	  	  	  	  	  	  	  15.5 

19 Telephone A191:	  no	  
A192:	  yes 

	  	  Outcome	  Percentage	  
	  	  	  	  	  	  	  A191	  	  	  	  	  	  	  59.6	  
	  	  	  	  	  	  	  A192	  	  	  	  	  	  	  40.4 



	  

	  

20 Foreign	  worker A201:	  yes	  
A202:	  no	  
 

	  	  Outcome	  Percentage	  
	  	  	  	  	  	  	  A201	  	  	  	  	  	  	  96.3	  
	  	  	  	  	  	  	  A202	  	  	  	  	  	  	  	  3.7 

21 Default	  status 0:	  Did	  not	  default	  
1:	  Did	  default 

	  	  Outcome	  Percentage	  
	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  70	  
	  	  	  	  	  	  	  1	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  30 

 
 


