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Abstract

Hedeby Hochburg, borgen i Hedeby, har fått förhållandevis lite uppmärksamhet, jämfört med 
själva samhället i Hedeby. Utgrävningen från 2012 har dock väckt ett intresse, med ett antal 
frågor  som  behöver  besvaras.  I  denna  uppsats  analyseras  jordprover  som  samlats  under 
utgrävningen,  för  att  se  om  de  kan  visa  något  om  den  kronologiska  relationen  mellan 
borgvallen och gravarna i borgen. Tre metoder användes, FTIR (Fourier Transform Infrared 
Spectroscopy), röntgendiffraktion och röntgenfluorescens. Resultaten från XRF och XRD 
visar på en rumslig relation mellan minst en av vallens konstruktionsfaser och nedsänkningen i 
ett lager innanför vallen. Relationen med gravarna är inte tydlig än, och analysen gav inga 
kronologiska ledtrådar.  Resultatet kan användas som hypotes för vidare prövning i framtiden.
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1. Introduction

Archaeology  is  a  dynamic,  interdisciplinary  field  that  is  evolving  constantly  as

archaeologists  are  developing  traditional  analysis  methods;  dropping  the  out-dated,  less

reliable ones; and incorporating newer methods adapted from other branches of science when

they prove to be effective in answering questions related to the archaeological narration.

Soil and sediment analysis techniques are at the centre of this evolution, contributing to the

development  of  important  aspects  of  archaeological  research.  Humans  leave  variety  of

morphological traces to their existence, whether on the “macro-scale” or on the “micro-scale”

(Moore et al. 1988; Hjulström et al. 2009) . These analysis techniques could be used to trace

humans; as it has been proved useful in different stages within the archaeological work, from

early stages of site prospection, well into the interpretation phase (Wilson et al. 2008). Thus,

systematically integrating soil analysis in the archaeological work is logical and beneficial on

several levels, from providing more reliable data for interpretation to reducing costs on the

longer term. It is also an almost constantly attainable procedure because it's hard to imagine a

site  lacking soil  or  sediment  material  that  could  be  analysed  in  some way to  gain  more

knowledge about it.

Chemical soil analysis methods covers a wide range from the traditional “wet chemistry”

methods,  like element  extraction by acids,  to instrumental  methods for specific  tests,  like

emission spectroscopy or  absorption spectroscopy.  However,  the degree to  which each of

these methods will result in effective archaeological data for a given case depends hugely on

site-specific  circumstances,  research  aim,  question  formulation,  process  planning,  and the

actual process of collecting and treating the samples. These analytical chemistry methods are

also used in other fields of research, like environmental studies, soil science, geomorphology,

and quaternary geology (Ohse et al. 1984), to name some.

Soil analysis in archaeology had its pioneers identifying anthropogenic influences when

Arrhenius  found  in  the  1930s  a  clear  connection  between  phosphate  enrichment  and

prehistoric sites. Much development has happened since then and other elements were added

as  a  human  occupancy  markers  while  taking  into  account  the  natural  variations  in  the

existence of these elements (Linderholm et al. 1994) .

The  process  of  tracing  humans  via  soil  analysis  has  to  deal  with  more  than  the

anthropogenic alteration of a number of elements; certain considerations of natural processes

has  to  be  dealt  with,  as  many  other  factors  affect  those  elements  like  parent  material,
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biological  influences,  and pedogenic  processes.  Moore and Denton  (1988) Sampled areas

unaffected by humans when making their study on sites in Northern Quebec for comparison.

They emphasized on the importance of being cautious when trying the understand the extent

of anthropogenic influences and contrasted Ca to P as being much less reliable. These ideas

were further developed and integrated into the methodology used for the analysis, specially in

regard to what “natural” levels are.

Another step forward in the field was combining inorganic and organic chemical analysis

to produce reliable results when trying to identify activity areas within a site (Hjulström et al.

2009) .  The  same paper  by Hjulström and  Isaksson  (2009) discussed  the  very important

question  mentioned  above  of  whether  establishing  a  natural  background  to  compare

anthropogenically affected areas to is a viable approach. It came to the result that establishing

a background is not possible if a matching, yet “untouched” source material isn't identified

off-site,  since any comparison with a  background would be unreliable  because of natural

variations occurring sometimes at a very small spatial scales.

Like  any other  archaeological  question,  there  is  no  one  ready-made  solution  to  apply

automatically to get the desired result.  The case of the rampart at  the hill-fort of Hedeby

discussed in the paper does not demand an in-depth approach in analysing the soil samples.

Hence, organic chemical analysis and trace element analysis would be unnecessary because of

the nature of the site and the questions which should be answered at this stage. More details

about the adapted approach is in the Purpose and aim section.

2. Hedeby
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Fig. 2: Danevirke's location in Schleswig-Holstein marked in white rectangle in the first map to the left. Its

location in relation to Hedeby in the upper map to the right. And lastly, the rampart of Hedeby in relation

to the hill-fort of Hedeby (white polygon) in the lower map to the right. Maps are from Open Street Maps,

processed in ArcGIS 10.1.



The hill-fort of Hedeby, the Hochburg, lays north-east of the Viking settlement of Hedeby on

a ridge plateau, by the lake Haddebyer Noor,  nowadays in the north of Germany. Not a lot is

known of the hill-fort, despite its spatial closeness to the well-studied settlement, maybe even

because of  this  closeness  (Kalmring In press), the  story of  this  site  has  been historically

obscured since the attention was naturally turn to the main Viking settlement. Still, addressing

the hill-fort archaeologically has to take into attention this proximity to the settlement.

The first time the site’s semi-circular rampart of the settlement was identified as the same

Hedeby mentioned in the rune stones from the same area was 1898 by a Danish archaeologist

called Müller. The earliest building phase of the semicircular rampart around the settlement of

Hedeby  was  dated  to  around  the  10th  century  CE  (Dobat  2008,  39).  Also,  since  the

semicircular  wall  around  the  settlement  passed  through  different  phases  of  construction,

namely  that  the  early  phase  was  a  smaller  with  “modest  structure”  and  then  when

incorporated with the connection wall of the Danevirke it was strengthened and made bigger

(Dobat  2008, 42).  The last  military usage of the rampart  at  Hedeby was during the First

Schleswig War when it was reinforced but not used in war acts. While at least a part of the

hill-fort rampart was considered part of the Danevirke (Kalmring, In press).

As expected in a Viking settlement, the diet in Hedeby consisted of mainly fish, and the

inhabitants had a connection to a big trade network that included importing lots of foreign

goods, like red deer antlers and goat horn as raw material to be processed locally (Grupe et al.

2013,  139).  Furthermore,  excavations  in  the  harbour  site  of  Hedeby  after  discovering  a

shipwreck showed the evidence of a complex trade-friendly structures to accommodate the

growing use of boats and ships (Kalmring 2010), further supporting the network connections. 

2.1 In comparison to Birka

Drawing parallels  between Hedeby and Birka has been a standard research practice since

early days of research in the site of Hedeby (Kalmring In press). Similarities between both

settlements extend beyond being contemporariness in time, many natural circumstances were

similar in both places, having reliance on water ways, and having similar spatial position in

general. Also anthropogenic action in relation to environment might have also been similar in

many cases. The settlement in Hedeby had little agricultural land to it. But although it had big

reliance on trade with its suitable position, still archaeofaunal studies showed that the nearby

land was used for obtaining raw material  and food  (Grupe et  al.  2013). Similar to Birka,

where the surrounding land have provided fuel and food to the settlement (Holmquist 2002,
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155). One major spatial difference though is that the size of the proto-city of Hedeby is almost

double the size of Birka (Holmquist et al. 2012). 

With more archaeological work being done since then, the similarities between the two

sites are getting undeniable. these two sites were placed in a strategic water pass, both were

surrounded by a rampart for protection, has similar brown soil in them, both has burials in

their proximities, and both has a hill-fort (Holmquist et al. 2012). 

Within this context, it was even suggested that even criminal activities might have been

similar  in  both  towns  based  on  similar  finds  that  could  be  explained  within  this  light

(Kalmring 2010). 

2.2 Archaeological interpretation of the “Hochburg”

The  earliest  map  of  the  Hochburg  including  the  burial  mounds  inside  its  rampart  was

published in 1903, showing 31 mound but mentioning that it includes more than that. A bit

over a decade later the site was inventoried while assuming that the mounds in it were “giants'

graves” (Kalmring In press). 

With the first identification of the settlement of Hedeby, Müller then assumed that the hill-

fort represents the same case as in Birka. A town and a castle related to it, noting that with its

spatial placement, the hill-fort must have developed together with the settlement or “at least

have followed one overall plan” (Kalmring In press). The close distance of both sites to the

defensive Danevirke made it easy for the rampart to be seen as part of this major defensive

structure. 

Seeking to  understand the usage  of  the  hill-fort,  the comparison with  Birka  continued

because of the lack of any concrete data to rely on for this site alone. And while generally the

attention was rarely turned to the hill-fort, the graves still took all the attention in the little

archaeological work that has happened in the site. Contrasting the previous assumptions of

Birka and Hedeby being identical, however, in 1931 in a lecture regarding the German site, it

was stated by Kiel museum's director that while in Birka the hill-fort, “borgen”, is integrated

to the town wall, the case in Hedeby is different and because early surveys and excavations

for some burials enclosed within the rampart in 1889 and 1896 showed that the burials are

from the Viking period, this indicates that the rampart and, consequently, the hill-fort, belong

to  an  older  age,  and  must  have  served  as  defensive  peasants'  fort  (Kalmring  In  press).

Nonetheless,  later  research  contradicted  with  this  view,  analysing  that  the  usually  more
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common types of hill-forts, which could have served as peasant’s fort belonged to an earlier

period in Scandinavia, like the Bronze age and the Migration period, and not really similar to

the ones at Hedeby and Birka (Holmquist 2002, 154). 

In short, very little is archaeologically confirmed on the hill-fort. Almost none of the early

work in it came to any solid conclusions in regard to the dating of either the rampart or the

burials. Not even chronological relation could be established to any of the burials with the

rampart.

2.3 Recent excavations in Hedeby

The recent German and Swedish excavations in the hill-fort were conducted in 2012 with an

objective of trying to solve some of the many questions regarding the hill-fort in Hedeby. The

most optimistic results would lead to set an absolute dating for the rampart, while at the worst,

it  would  give  an  understanding  to  the  relative  chronology of  the  rampart  and the  burial

mounds through stratigraphical relation and typology of possible finds (Kalmring In press). 

The placing of the main trench was chosen on the south west part of the rampart, where

there was a reasonable conditions to meet the intended goals by including both the rampart

and a nearby burial mound. The results of the excavation so far shows that the rampart was

built  in  two  phases,  with  the  older  phase  including  burnt  bones  which  might  have,

theoretically, came from using the same soil that was used in the graves  (Holmquist et al.

2012), assuming thus that the graves were constructed earlier to the rampart. Also like Birka,

a  post-hole was found on top of  the rampart  which was interpreted to  be the result  of  a

wooden palisade,. While three smaller post-holes on the inner side of the rampart indicated a

construction on the inner trench beside the rampart  .

These results  are  the main influence behind this  paper.  Therefore,  we're  using the soil

samples collected during the excavation. Following the stratigraphical numbering established

in the field and shown in the fig. 4, the purpose of this study is explained below.
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Fig. 3: Profile and plan illustration of the 2012 excavation trench. Adapted fromSven Kalmring (In

press). Layers that are tested in this paper are marked with green squares around its number.



3. Purpose and aim

The original aim of this paper was to check if there is close relation between certain excavated

strata, therefore shed a light, if possible, on the formation chronology of the rampart in the

hill-fort of Hedeby, by itself and also in relation to the burials intersecting in the same area.

However, setting such an ambitious aim proved to be limited by tactical difficulties relating to

the lack of statistical magnitude of the samples currently present. Hence, the results of this

paper might provide a hypothesis to be tested further in a statistically valid manner.

In relation to the current research of the hill-fort, this paper comes as a continuity for the

work of the 2012 excavations. It should be considered primarily as a test for soil analysis to

contribute  with  information  to  help  find  answers  within  the  frame  that  was  originally

proposed, a relative chronology. Only this time based on soil component analysis. 

Along the way, soil analysis might help establish whether the rampart, in one or both of its 

phases was built using soil from within the enclosed space, specifically from the “trench” 

adjacent to the rampart, i.e. layer 14 (see fig. 3. ), or even soils from the graves that are close 

to the rampart. This would clear the relative chronology of both in relation to each others.

3.1 Material

Soil samples that were collected from the site during the excavations of 2012 are the material

to be studied. It is worth mentioning though that only one soil sample was collected from each

layer. The reason for the collection was to save a representing reference for the soil of each

layer  for  general  description  purposes.  Further  laboratory  analyses  weren't  expected  nor

planned  at  the  time  of  the  sampling.  But  the  lack  of  datable  material  or  other  concrete

chronological indication meant that those samples could be used to possibly obtain some data

useful for the research.

Objectives

Direct  visual  observation  during  the  excavations  showed  colour  and  texture  differences

between  several  layers  and  similarities  between  other  layers.  These  differences  and

similarities were documented along the process. Aiming to get a better understanding for the

site, those observations could form a base for an interpretation which associate some layers

based on similarities, indicating original adjacency. Although these similar layers are currently

non-contiguous vertically nor horizontally.
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Some examples are layers 12 and 15. Both consist mainly of clay but 12 has some charcoal

inclusions in it. If these layers have similar chemical components, that might mean that they

were contiguous at some point and might even have belonged to the same layer before being

moved to build the early phase of the rampart. Another example is the relation between layers

5, 11 and 14, which consist mainly of light brown sand and hard light sand but has different

inclusions. The test should provide some data to prove whether these layers have any actual

correlation.

4. Methods and sample processing

Out of the soil samples collected from all layers, a choice had to be made to select the samples

which  are  likely to  give a  better  answer to  the  questions  in  hand.  The decision of  these

samples to be examined was mainly based on the profile drawing and the direct apparent

relation between the different layers. The layers selected are: 5, 10, 11, 12, 14, 15, 16, 17.

Soil  samples  from these  layers  were  heated  on 90 Celsius  degrees  for  12 hours,  then

grounded lightly using a  pestle  and mortar  just  enough to break any existing aggregates.

Statistical  analysis  was  made  using  the  software  Statistica  10  of  Statsoft  Inc.  Specific

processing for the soil samples was made for each type of analysis, depending on the method,

ass in the following details.

4.1 Fourier Transform Infrared Spectroscopy (FTIR)

Although the reaction of chemical bonds to infrared radiation has been known for quite  long

time, it got highly advanced and developed using the Fourier transform. Fourier transform

Infrared Spectroscopy is a characterization technique to know the chemical bonds in a sample.

This is how it works. Firstly, it uses infrared light to warm up the molecules to a degree that is

not enough to make them release electrons. When heated, the molecules' bonds start to vibrate

in  a  characteristic  manner  to  each  bond  that  exist,  such  as  symmetrical  or  asymmetrical

stretching. Also specific bonds absorb radiation at specific wave numbers. A detector register

the  radiation  received,  allowing  us  to  know  the  absorbed  radiation  at  the  specific  wave

numbers, thus, identifying the chemical bonds existing in the sample.

FTIR has been effectively used to answer a variety of archaeological questions, often with

the help of other characterisation methods. These fields spreads from fossilised bones from

the Miocene-Pliocene,  into Nineteenth century wallpaper  (Castro et al.  2007; Roche et al.

2010; Squires et al. 2011) . Often hailed as a relative low-cost, accessible and rapid method
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(Butler et al. 2013, 1737) . 

The samples obtained from the site underwent an identical processing to eliminate any

possibility of imprecision due to difference in preparation. The samples to be analysed in the

spectrometer were made into pellets, 3mm in diameter. each consisting of 20 mg Potassium

bromide (KBr) with 3 mg soil, ground and homogenized using pestle and mortar, then pressed

together to form the pellet. The pellet is used to hold the powdered solid in place when it's

analysed, and the use of KBr is because it is transparent in the infrared wavelengths and does

not absorb any radiation.

The spectrometer used was Nicolet iS 10 FT-IR, run by OMNIC software. A background

spectrum was run and collected before the spectra of the samples were collected with 64 scans

per sample, 4 cm-1 resolution.

4.2 X-ray Diffraction (XRD)

X-ray diffraction is a crystalline analysis  method that is effectively used to determine the

structural  character  of  the  material.  It  works  by  bombarding  x-ray  waves  on  a  sample

containing crystalline material. These waves gets diffracted (scattered) from the crystals, then

they get  detected by a  detector,  which,  in  turn,  forwards the results  to  be displayed in  a

diffractogram. The patterns of the diffractogram indicate the different phases contained in the

sample, peaking at different angles of diffraction. It also shows the intensity of the phase of

crystalline material, represented in counts per second. This intensity is related to the structure

and volume of the crystals on the sample.

The  diffractometer  uses  Bragg's  law  of  diffraction.  Found  in  1912,  it  allows  for  the

calculation of the interplanar spacing d between atomic plans in a crystal material based on

the diffraction angle θ. And if λ is the wavelength, then we have Bragg’s law (Bish et al. 1989,

8) :  

nλ = 2d sinθ 

Thus, knowing the wavelength and the angle of diffraction would give information on the

atoms  arrangement  within  the  crystalline  compounds.  This  method  does  also  work  for

quantitative of minerals on condition that the minerals have “good crystal structure” (Xu et al.

2001) , although accurate quantitative phase analysis requires special attention on specific

details during sample preparation, like in the processes of grinding and mounting (Bish et al.

1989, 73–76) .
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The samples from the eight  chosen layers  were finely ground to break the grains  into

smaller  size.  Filled  flat  in  the  cavity  of  the  sample  holder,  then  they  were  put  in  the

diffractometer.  Radiation used was CuK alpha at 40 kV and 40 mA with measurement angle

of 2theta between 10-110 degrees. Step size of 0.02.

4.3 X-ray Florescence (XRF)

X-ray florescence is a way to examine the elements of a soil sample, both quantitatively and

qualitatively. It has a portable version making it usable directly in the field, which usually

reduces the costs and enables a direct access to information.  Although this might risk the

accuracy of the results if the samples were not prepared in an ideal way. Since it has been

proven that the proper processing of the samples to be analysed increases effectively the value

of  the  results  (Kjellin  2004,  3) .  Generally  speaking,  although  this  method  has  its

shortcomings,  it  has  been  used  for  more  than  50  years  in  geology as  an  effective,  non-

destructive  analysis  method.  And  it's  still  used  with  confidence  in  geochemical  studies

(Gauthier  et  al.  2012) .  Though  the  XRF  is  mainly  used  to  detect  main  components  in

samples, some researchers have been working on developing strategies to enable and improve

the detection of trace elements, even with the usage of field-portable XRFs  (Parsons et al.

2013) .

XRF works by directing x-ray radiation toward the target sample to excite the atoms of the

chemical components, and electron from the inner shell of the atom leaves the shell making

an empty spot to be filled from another electron from an outer shell.  When this happens,

energy gets released, this surplus energy gets reduced by sending a photon with x-ray energy

that falls in the electromagnetic spectrum and that could be detected with a detector. This

energy also represent the difference between the two shells of the atom, enabling it to be

identified (Kalnicky et al. 2001, 94–95) .

The soil samples from Hedeby were finely ground and sieved using a 0.25mm mesh then

loaded in sample holders. The XRF was calibrated, then it was tested with a standard sample

“SRM 2711a”. After that, each soil sample was analysed three times and the means of the

three results were statistically compared to the rest of the samples.

4.4 Statistical inference

Each of the aforementioned methods has its benefits. The data obtained should be able to

define the main components of the samples and measure its crystallinity. However, we're not
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interested in the identification of these components per se, but rather pointing out the detailed

similarities and differences between samples. So instead of comparing the results obtained

from these analysis methods, specifically FTIR and XRD, against libraries of chemical bonds

and crystalline components, it's rather more useful to just compare the results against other

samples statistically to see where they match and where they differ.

To  achieve  this  goal,  hierarchical  cluster  analysis  seems  to  provide  the  best  result.

Although other statistical tools, like analysis of variance (ANOVA) for non-normal variables

(Friedman's test) were used at some point to no great avail because of reasons that will be

discussed later in this paper.

Cluster analysis is a very effective tool to process results without the need to identify each

peak and intensity in XRD patterns. It has been argued that the clustering of mineralogical

compositions enables classification of geological domains without the need for higher XRD

expertise (Antoniassi et al. 2012)

5. Results and statistical data

5.1 FTIR

The resulting spectra of the eight layers was first visually compared to each others to check

for obvious difference in peaks. As it shows in figure 2, all the  spectra peaks at the same

wave numbers but with variations in absorption. With the highest peak for all samples is at

where silicate bonds are represented. (Si-O). The only clear difference is in the sample of

layer 14 which has a reverse peak at wave number 2350, which is where CO2 is represented.

This was the case of difference in the background and have nothing to do with the sample

itself. Therefore all other peaks are relatively identical for all layers, as showen in Fig. 5.

Also, the results were compared statistically by creating a correlation coefficient matrix,

which was then used in a  hierarchal tree-joining cluster analysis to see which samples cluster

together  closely and which differs  mostly from the  rest.  The  matrix  was made using the

software WinFIRST.

As both the spectra and the diagram show below, layer 14 seems to differ the most out of

the rest. This result contradicts with the initial assumption of similarity between layers 5, 11,

and 14.
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Fig. 5: FTIR tree-diagram for the eight layers, using weighted pair-group average linkage rule

and squared Euclidean distance to emphasis distances.
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Fig. 4: FTIR spectra for the eight layers for visual comparison. Peaks seem almost identical. One

noticeable difference though is with layer 14, shown in purple.
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5.2 XRD

Processing the XRD results proved to be a little bit harder since the patterns were almost

identical. All samples peaked at almost the same phases with small variations in intensity.

Focusing on the biggest peak differences showed that these exist in the intensity where quartz

(SiO2) , Albite (NaAlSi3O8) , and Microcline (KAlSi3O8)  are detected (Fig. 6); the latter two

are  alkali-feldspars  and  both  quartz  and  feldspar  are  very  common  in  the  near  surface

quaternary sedimentations in all of the eastern side of Jutland Peninsula  (Ohse et al. 1984;

BGR n.d.) . As the whole area got affected by similar glacial processes of the last two glacial

periods, Weichsel and Saale glaciations (Stephan 2014) .

When the the whole patterns including all of the peaks were processed in Statistica using

15 

Fig.6: XRD diffractogram zoomed in to show the main peaks' difference at the angle of detection

for albite and microcline.



Friedman's ANOVA test (analysis of variance) the results were statistically insignificant with

a very high error possibility. So the alternative was to mine for the differences in the data.

After careful visual examination for the patterns it was decided to focus on the phases peaking

between  2θ=  27.5 and  2θ=  68.2 because  here  the  most  variations  were  visible  in  the

diffractogram.  Excluding the  rest,  these  peaks  and intensities  were  used  to  create  cluster

analysis, and the tree-diagram below shows the results.

According  to  the  proximity  of  the  crystallinity  between  the  layers  shown  in  the

dendrogram in fig. 7. Layers 12 and 15 clustering early, followed by the rest of the layers. The

graph indicates high similarity in crystalline structures in the soil samples generally, but a

noticeable four clusters are visible with the first and bigger one including layer 12, 15 14, 16,

and 17; and the other three clusters include layer 5, layer 10, and layer 11 respectively. With

layer  5  clustering  somehow  close  to  the  biggest  clusters  mentioned  above.  The  relation

created between the layers is illustrated on the cross-section map in fig. 8.
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Fig. 7: Cluster analysis for the selected XRD results between 2Theta 27.5 and 68.2. Unweighted pair-

group Average as a linkage rule and simple Euclidean distance.



5.3 XRF

As mentioned earlier, each sample was analysed three times. Hierarchal cluster analysis was,

once  again,  performed  to  check  the  similarities  and  differences  between  layers.  After

examining the results' table and a preliminary cluster analysis for the mean detected of the

three runs for each sample, the second run of the sample of layer 15 turned out to be an

outlier, differing markedly from both the other two runs for the same sample and the rest of

the tests of all samples, and clustering lastly with the rest of the tests at a quite far linkage

distance. The main difference between test 15_2 and the other two runs for layer 15, namely

15-1 and 15-3 is in the elements Mg, Al, Si, P, K, Ti, and Fe. This difference seems to be more

of an error rather than actual value because of the huge difference in comparison to the other

two tests of the same sample, see table.1 for the detailed data. This outlier will be ignored in

the discussion analysis, mainly for the mentioned difference, but also because that the pirpose

of  the soil  analysis  here is  mainly to  figure the possibility of  soil  analysis  to  establish a

hypothesis of a relation between the contexts of the site rather than to make final conclusions

in this regard, and a single outlier won't affect this process, specifically because of the order

the rest of the tests exhibited (Fig 10)

  The diagram below, in Fig. 10, shows the results of the clustering of the all the tests, and
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Fig.  8: The clusters visible in the XRD test results illustrated on the section map. The map is from

Kalmring (in press)

Fig. 9: The three clusters resulted from the XRF tests. The section map is from Kalmring (in press).



using  all  detected  chemical  components.  Another  tree  cluster  analysis  was  made  after

excluding the light elements, i.e. elements that has atomic number lesser than 12 (lighter than

Magnesium). This exclusion, however, didn't affect the resulted clustering at all, it was thus

ignored.

XRF tests shows an expected clustering pattern in the beginning where each layer clusters

its three runs together except for the aforementioned test 15_2. Then the two first layers to

cluster together are layers 12 and 14. Stopping at linkage distance 3 we have three clusters.

The first one includes layers 5 and 10, the second one includes layers 11, 12, 14, and 15; and

lastly, layers 16 and 17 together form the third cluster. These three clusters are illustrated with

three different colours in Fig. 9 to show the relation between the layers.
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Fig. 10: Cluster analysis of all the XRF element tests. Unweighted pair-group average as linkage

rule, and simple Euclidean distance.



6. Discussion

The  FTIR results  didn't  provide  useful  information  since  all  samples  included  similar

chemical bonds in its contents. So the bases for the this discussion will be based on the other

two tests run by x-ray diffraction and x-ray florescence.

Both crystallinity analysis  and main  element  analysis  showed similarity between some

layers and differences between others. The comparison between these two results is illustrated

in the schematic figure below (Fig.11) showing the relation between layers in each of XRD

and XRF.

Even after excluding layer 15 for showing slight ambiguity in the process, both tests shows

a direct and close relation between layers 14 and 12. Also, layers 16 and 17 are close together

in both test, expressing similar crystal components with the first mentioned cluster (i.e, layers

14,12,  and  15),  they  show  however  some  difference  in  the  main  element  components,

standing at one end of the spectrum; while layers 5 and 10 stand on the other end, having both

similar elements and pretty close crystallinity. Moreover, layer 11 is closely related to the first

cluster  in  the  element  it  contains,  although  being  on  the  surface,  highly  exposed  to

environmental processes, might have been the reason for having different crystalline structure

of its components.

According to these results, it is highly possible that the soil used for building the rampart,

at  least  in the early phase of its construction, was brought directly from the inside of the

enclosure, thus showing the trench-shaped strata visible in the cross-section in Fig. 3.

Furthermore,  the  strata  related  to  the  burial  nearby,  namely  layers  5  and  10,  shows

19 

Fig.11: Schematic cross-section map for comparison illustrating the relation between the

layers based on the results of both XRF and XRD



difference in relation to the rest  of the layers,  which might be an indication of a process

separated from the rampart construction both spatially and temporally. However, to make any

conclusion in regard of the temporal  relation between the burial  and the rampart  and the

“trench” in between needs further sampling and analysis, since there is no clear chronological

evidence about any relation of this kind.

This analysis is, nevertheless, exploratory in nature. With such approach, it is important to

keep in mind the representativeness of the sample. The sampling wasn't performed with the

intention  of  running soil  analysis,  under  a  clear  and specific  strategy,  in  order  to  answer

specific questions. Hence, the results of this analysis forms a hypothesis that awaits further

verification by applying a statistical sampling plan which extends farther than the excavated

area to test if the hypothesis stands still. A general rule in statistics is that “the smaller the

relation between variables, the larger the sample size that is necessary to prove it significant”

(Lewicki  et  al.  2006,  9) .  Thus,  the  necessary  minimum  sample  size  increases  as  the

magnitude of the effect to be demonstrated decreases. This should be the theoretical base if

any further soil analysis is intended in the future. Spatially, the samples here are from the

excavated trench, so the results are naturally connected to this specific area; but the rampart

extends way beyond to a much bigger area. 

To expand the understanding of the spatial,  and possibly temporal relation between the

contexts and features present in the hill-fort generally, a detailed sampling plan for selected

spots along the rampart and areas nearby, whether including burials or not, would help test the

predictive validity for the results presented in this paper.
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