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Abstract
Service providers which provide services within customers’ networks often deal with the issue of needing to use a large number of VPN accounts and RSA tokens to access customers’ networks. One service provider (SP) has solved this by setting up an inter-organizational communication network (IOCN) to facilitate access to customer places systems. This system has out grown its original setup. Research on network architectures is abundant but there is very limited research focusing on IOCNs. The aim of this thesis has been to contribute to the lack of that research by intending to redesign the above mentioned IOCN with focus on ensuring network security and fault tolerance. This was done by analyzing the existing IOCN, evaluating its flaws with regards to network security and fault tolerance and finally suggesting a new setup based on the original infrastructure. The solution has been generalized to be adaptable to the needs of any service provider. The infrastructure has been setup with a cascading firewall structure increasing security by using generalized rules on the outer firewalls and specifying rules further in to the network.
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1. Introduction

The last two decades companies have started outsourcing more of the peripheral services they are dependent on but which are not part of their core business. Management of various applications and service are instead provided by companies with core focus and expert knowledge within the area. For the companies providing the services this creates a need to facilitate methods of accessing equipment, applications and services places inside customers’ networks.

In the past one of the ways service providers (SP) have been granted access is physical onsite access to the equipment. However, this method is neither practical nor cost efficient when not absolutely necessary.

Another solution is accessing remotely using protocols like RDP, secure shell (SSH) or even Telnet. The problem faced when connecting remote is security. Since most, if not all, companies have an Internet connection to their offices, using that connection can be very practical and cost efficient. Exposing systems directly to the Internet poses several severe security issues [1],[2],[3],[4].

The need for the connection to be secure is vital. As this is a link into customers’ networks and risks exposing the company to outside threats [2],[3],[4], if not set up properly. When a hacker wants to attack a company they will try finding vulnerabilities from all angles. This can be directly attacking the company through their users or their public systems, like homepages etc. Another method is to target service providers or subcontractors and use their links in to the company. This creates a need for SPs to ensure not only security in their own networks, but also ensure security in the communication to and from customer networks.

To avoid giving unauthorized people the opportunity to try accessing the equipment, they should not be openly available on the Internet. Secure user access could be solved by using Client Virtual Private Network-solutions[5], such as provided by Cisco or Checkpoint. But for a SP of with a large number of customers this has several problems.

- Cost efficiency
  Each account has a license cost. The SP has a lot of technicians who work with a lot of different customers. Using a unique account with certificate or RSA-token for each technician will lead to high costs for either the customer or the SP.

- Security & Traceability
  An alternative could be to use a generic account with a certificate or RSA-token for all technicians. The problem with this would be the difficulties tracing what user actually used a session. It is also common for such VPN [2],[5] clients to restrict usage to one simultaneous user at the time for each account.

- Surveillance and Statistics
  For the surveillance systems to work properly, a constant connection in needed. This cannot be accomplished with a client VPN connection.

- Administration
  With a great number of technicians and customers the administration of VPN accounts is time consuming. Time which could, instead, be used for providing the service.
  For this purpose the SP has set up a network infrastructure with secure connections to their customers.
1.1 Previous Research

As mentioned earlier, research on various Data Center Network (DCN) solutions has been carried out. Wang et al. paper [6] gives a summary of structures of DCNs and protocols used to optimize communication and allow for scalable networks.

In an attempt to reduce cost and gracefully scale DCNs D. Lin et al. have in their paper [11] proposed a data center interconnect (DCI) architecture based of DCell and BCube, both of which are recursively defined architectures.

Though the proposed architectures solve many of the problems of fast growing DCs they do not address the security aspect which is critical in multi-tenant network environments.

N. Smith’s and S. Bhattacharya’s research on firewall placement in large network topologies suggest a solution of cascading firewalls [Cascading] to layer the security and gradually tighten access the further in to the network traffic reaches.

1.2 Problem

Research has been done to enhance fault tolerance and increase performance in core networks such as DCN, LAN [6],[7],[8] and harsher environments [9]. Some suggest developing new protocol for routing & switching in core networks or scalable network topologies for data centers with a large number of hosts. Other research has focused on secure corporate networks over public networks [10]. However research on core network for inter-organizational communication is limited.

This paper aims to address this lack of research and contribute to the existing research on how to create fault tolerant and secure core networks by analyzing a core network for inter-organizational communication but instead of developing new protocols, using the existing technologies and redesigning the network architecture.

This I aim to do by answering the research question.

1.3 Research Question

How does one design a fault tolerant and secure network core for inter-organizational communication?

1.4 Limits

The analysis of the existing solution will be limited to security of the network and fault tolerance of the services.

2. Ethics

All data collected during the study has been with the full knowledge and permission of the company where the study was conducted. The data has been handled in a secure manner has been kept confined to equipment approved by the company. The company has chosen to remain anonymous. The report has therefore been reviewed and edited in cooperation with representatives of the company to ensure that no sensitive information has been presented.

3. Method

Data collection has been done by reviewing existing documentation, performing a technical analysis of the system both by tracing equipment through CLI and following
physical cabling. Additionally interviews have been done with administrators of the system. The interviews have mainly consisted of following and observing the administrators in their work in addition to asking questions when needed.

Using the collected data an analysis of the flaws in the current infrastructure has been done. By identifying the types of communication the various systems need, a set of zones have been defined. The zones have in turn been classified into security levels and an infrastructure has been designed to separate them as needed.

4. Understanding the current IOCN

The network is divided into a number of De-Militarized Zones (DMZ). Each zone has a specific purpose with separate permissions for accessing customer networks and each other.

As illustrated in Figure 4-1 the heart of the current infrastructure is a firewall (FW), where each network terminates. In this firewall the SP regulates access between the DMZs and with what protocol.

![Figure 4-1 Infrastructure overview](image)

4.1 Network classifications

The current DMZs can be divided into five general categories to better describe their use.

- External SP servers
- Wide Area Network (WAN)
- User Access
- Customer Connection
- Internal Communication

**External SP Servers**

The External SP server DMZs are networks which host servers which are used for communication with various customer equipment. These can be Terminal servers for accessing customer equipment, surveillance servers for monitoring customer equipment, or centralized management and backup servers for customer equipment.

- Surveillance DMZ
- Management DMZ
- Terminal Server Farm
- COMDMZ
- ExternalDMZ
- PublicDMZ
- ThirdPartyVPN

**WAN**
Public Networks refers to networks that are connected to an infrastructure where the SP does not have full control. These outside networks can pose a security risk to the SP.
- Internet
- RA-IPVPN

**User Access**
User access networks are network from which the SP’s users and technicians access the IOCN. That is, the desktop stations where they work from. This access can either be directly from the corporate network through the “inside” DMZ or through a Virtual Private Network (VPN) connection from inside or outside the company network.
- Inside

**Customer Connection**
Customer Connection networks are networks meant for core IOCN equipment. The core equipment’s management interface is on these networks. Traffic to access the equipment, which should be managed, from here on called “the customer networks”, come in through the following DMZs:
- CustZone
- Onecompany-dmz
- TransitDMZ

**Internal Communication**
Internal communication networks are networks for the purpose of allowing restricted communications with DMZs without exposing them too much to external or internal communication.
- I-vpn
- iLO

**4.2 Inter-organization Communication (IOC) Services**
The network consists of different setups with different levels of security and cost where each suits various customers’ needs. The services will here on out be called “Remote Access” (RA) services. The five main services are:
- Remote Access Internet Connect (RAIC)
- Remote Access IPVPN (RAIV)
- Remote Access Lan-to-Lan (RAL2L)
- Remote Access WAN Connect (RAWC)
- Remote Access ISDN (RAISDN)

**Remote access Internet & IPVPN Services**
The customer accesses through Internet and IPVPN [5] are, together with a deprecated ISDN solution, the original setup for the RA. Connected to the central firewall, through “TransitDMZ”, are two routers, RA VPN Gateways (RAVG), which are used as VPN gateways. The purpose of these routers is to set up seamless secure connections from the IOCN infrastructure to equipment places at the end-customer. The RAVGs are
connected to the “TransitDMZ”, “i-vpn” and “RA-IPVPN” DMZs. From each of the RAVGs IPSec is set up encapsulating a GRE-tunnel to each customer places router (RA router). IPSec is used for encryption of the data [13] and GRE is used to enable routing over the tunnel [14]. The tunnels with the traffic to and from customers flow to the interface on the “RA-IPVPN” or “i-vpn” DMZ, while the unencrypted, non-encapsulated data flows on the “TransitDMZ” DMZ to the firewall to access the rest of the IOCN, Figure 4-2.

![Figure 4-2 Traffic flow RA Internet & IPVPN](image)

**Remote Access Lan-To-Lan Service**
In some cases where the customer prioritizes having a cheaper solution rather than high availability they can request to use a connection type called LAN-To-LAN (L2L). This is simply an IPSec encryption tunnel [13] set up between one of the SP’s RAVGs and a customer’s equipments. This, however, comes with responsibilities for the customer to manage the translations of the NAT-addresses assigned to them by the SP, so as to not overload RAVGs with NAT translations.

This solution is also used when customers have policies that prevent third-party equipment in their networks.

**Traffic flow for RA Internet Connect & L2L Services**
The “i-vpn” DMZ is used to connect to customer placed equipment which are accessed through the internet. As shown in Figure 4-2, the traffic for the tunnel flows from the RAVGs, through the “i-vpn” DMZ to the central firewall. The Firewall filters so that only IP-SEC and GRE traffic is allowed between the Internet and the VPN gateways. From there the tunnel traffic flows to the “Internet” DMZ on to the Internet.

**Traffic flow for RA IP-VPN Service**
The MPLS network is considered a more secure network than the Internet, since it is not a public network, but instead a network set up exclusively for accessing customers from the SP. For this reason the RAVGs are connected directly to the IPVPN network without having to pass through the firewall.

**Remote Access WAN-Connect Service**
By connecting to the customers WAN, as just another customer’s office, the Service provider can reach all the equipment connected to the WAN (IPVPN). This is useful when the equipments managed by the SP are distributed among several customer sites. This requires the customer to have a level of trust for the SP to allow the possibility of reaching everything in that IP-VPN network which is not protected, for instance by a firewall.
The customers’ IPVPNs are handed over by the IPVPN service provider, in this case the same SP, each on a separate VLAN. The VLANs are connected to a firewall context (a virtual firewall) which makes sure each customer’s traffic is kept apart. This allows for a RA to be set up, without any additional hardware needed for each customer.

Deviating Solutions

The SP has two key customers which they provide services to. This paper will call them “Key Customer 1” (KC1) and “Key Customer 2” (KC2). Both these customers were set up before the RAWC solution was in place and do not necessarily use the SP as a WAN provider and have therefore had individual solutions set up for them, to guarantee high availability to their systems from the SP.

Key Customer 1

KC1 is set up in a similar fashion to WAN connect, in the sense that two redundant connections from the service provider have been provided. These are terminated in the provider’s equipment, which run Hot Standby Redundancy Protocol (HSRP) [27] as part of the redundancy. Connected to the provider equipment the SP has two switches, also running HSRP. The switches in turn have two FW connected, with failover, connected to them.

Key Customer 2

This access is structured more like the IP-VPN Service, with a router that terminated IPSEC and GRE tunnels. The WAN is the customers IPVPN, which is provided by the SP. The traffic is filtered through a dedicated FW for these access methods and finally sent through the central RA FW.

ISDN

As part of the original solution connections were set up with ISDN. The reason for this is that when the solution was set up the access to broadband and IPVPN connections where limited and expensive. This access will not be explained further since the SP intends to remove it.

4.3 Network Address Translation – NAT

The SP accesses equipment in many customers’ networks. Each of the networks usually has their own IP-schemes that cannot be integrated into the SP’s network address scheme. As a standard most companies use private address schemes for their internal networks. This is done to avoid wasting public IPv4 addresses since they are in short supply [15]. As there are no regulations of private addresses and multiple parties can use them as they wish, which results in of address conflicts when the SP connects to these customer networks.

To resolve this issue, the SP has chosen to use its own address scheme. By using a small subnet of private addresses for each customer and then translating the customer addresses to the addresses chosen by the SP. This is in most cases done in the SP owned equipment as close to the customer as possible to avoid IP-address conflicts. This, however, does not apply when the customer is using a public address scheme. As there is no risk of address conflicts, it is kept as simple as possible, and no address translation is applied.
The translation inadvertently leads to an extra layer of security [16], since equipment that has not had any of their addresses translated, will not be able to communicate with any of the SP’s equipments other than the RA router or RAWC FW-context.
In cases where the customer does not allow third-party IP-networks to be routed in their network there are two solutions used. If traffic only needs to be initiated from the SP a NAT-overload is used.
In the case where customer placed equipment needs to initiate traffic to the SP the customer is required to provide a range of IP addresses for translating the SP's addresses.
In some customer solutions where the customer's address schemes do not overlap, and fit the SP's address scheme NAT has not been used.

4.4 Third-party VPN
The SP has a number of subcontractors. They can be used for managing specific customer systems, where the SP lacks in-house expertise, or at times when the SP needs help with internal systems.
The third party technicians set up a VPN session to a router. When third-party VPN users connect they are each assigned a specific IP-address each time. Depending on what the technician is supposed to be able to access, rules are manually configured for the IP address which they have been manually assigned.

5. Risk Analysis of current IOCN
There are a wide range of risks to a network [1],[2],[3],[4],[17],[18],[19]. In this paper we will divide them into two different categories, structural risks to the infrastructure with a focus on fault-tolerance and security risks to the infrastructure and its connected systems.

5.1 Structural Risks to the infrastructure
Structural risks are weaknesses in the architecture which undermines the stability of the network. By identifying a “Single Point of Failure” (SPOF) measures can be taken to mitigate the weakness. A SPOF is when a whole system, or subsystem, is dependent on a single unit. In this case unit can be a switch, router, firewall or physical connection. If that unit should fail, the functionality of the whole system, or subsystem, will fail. This will be done by analyzing the fault tolerance of the functionality of each unit on the three first layers of the OSI model, physical, data link and network [28].

SPOFs on the Physical Layer
This paragraph has been redacted.
5.2 Security Risks
Protecting networks and their systems becomes more important all the time. On open networks, like the Internet, threats and attacks continuously increase [1],[2],[3],[4],[17],[19].

Security in customer placed equipment
This paragraph has been redacted.

Authentication
This paragraph has been redacted.

Network Architecture
This paragraph has been redacted.

DMZs
This paragraph has been redacted.

Firewall Rules
This paragraph has been redacted.

NAT
When the SP translates the IP-addresses of the customer placed hosts (CPH) the translation inadvertently leads to an extra layer of security [16], since equipment that has not had any of their addresses translated, will not be able to communicate with any SP equipment further into the SP’s network than the one closest to the customer.

6. Result
This section will, in a number of steps, form and present a recommended setup. It starts with a discussion about choice of brand for the network equipment and will then
go on to define four classes of networks and go on to present a setup of each RA service and identify the types of equipment needed to make it up with consideration to the network classes. The setups will then be merged into an overview concept of the IOCN and unnecessary redundancies will be removed. Network zones for internal and external communication will be identified and defined.

6.1 Requirements
For SP systems communicating with customers it is strongly recommended to use public IP-addresses. This ensured that, while there might be IP-address conflicts between two customers, there will never be an IP-address conflict between the SP’s and the customers' IP-addresses. An alternative could be to translate the SP’s addresses to a network range of each customer's choice, but this increases work overhead and complexity to the system.

6.2 Choice of equipment brand
Since a solution like this has a cost which will affect the pricing of the services the company offers, the additional requirement of cost awareness is added for consideration:
- Equipment cost of the Central infrastructure.
- Administration cost for setup and maintenance.
- Cost of adding new customer to the solution.
- Cost of outages caused by less suited cheaper equipment

In this study we will use Cisco, but any equipment that has the same or equivalent functionalities can be used. This will be described in section 6.10. The drawback with using Cisco equipment is the cost. Cisco generally tends to be more expensive, but ensures high quality hardware and support.

6.3 Options for Remote Access Services
Different customers have different demands on security and their ability to invest resources in the RA connection can also vary. The SP must therefore offer a variety of solutions to fit a large variety of customer.

6.4 Network classes
To ensure a high level of security in the infrastructure the security classes of the various networks will be determined. The security class will be determined by the level of control the SP has over the network and the amount of filtration the traffic has been subjected to.
The four classes of networks are:
- Internal networks, Security class 1 (high)
- Transit networks Security class 2
- External networks Security class 3
- Open external networks Security class 4 (low)

Internal networks are networks which hosts a service either aimed at communicating with customer equipment, other internal systems or users clients.
Transit network does not host any service but instead is only an intermediary network mean to transport traffic to and from other networks.
An External network is meant for communication with other parties than the SP. It is a network where the SP does not have full physical control of the end equipment and their locations. This can be secure customer networks. Open external networks are public networks which any person or entity can communicate. A typical example of this is the Internet.

Communication between networks needs to live up to these criteria:

- Communication between two internal networks must pass through a layer of security control.
- No communication originating from an Internal network destined to a Transit network is allowed.
- No communication originating from a Transit network destined for an Internal network is allowed.
- No communication originating from an Internal network destined to an Open external network is allowed.
- No communication originating from an Open external network destined for an Internal network is allowed.
- Communication originating from an internal network destined for an External network must pass through at least one layer of security control.
- Communication originating from an External network destined for an internal network must pass through at least one layer of security control.
- Communication originating from a Transit network destined for an Open external network must pass through at least one layer of security control.
- Communication originating from an Open external network destined for a Transit network must pass through at least one layer of security control.
- No communication originating from a Transit network destined for an External network is allowed.
- No communication originating from an External network destined for a Transit network is allowed.
- No communication is allowed between two Transit networks.
- No communication is allowed between two External networks.
- No communication is allowed between two Open external networks.
- No communication is allowed between an External network and an Open external network.

To minimize confusion a clarification is made. Traffic originating from an equipment and traffic incoming from equipment must be differentiated. Traffic can originate from an External network, but can be incoming to an Internal network from a Transit network.

A layer of security can consist of filtering of traffic by a FW, access-list or equivalent. Until we have defined all Internal networks they will hence forth be called “SP Networks”.

6.5 Setup of Remote Access Services

6.5.1 Remote Access Wan Connect

The Wan Connect Solution has had a well thought through setup from the start. What has not seemed to be considered is connecting additional IPVPN service providers to this solution to give customers with other providers the option of using this solution. This will be done simply by extending the WANs for customer’s with other providers to the same FWs terminating the customers’ IPVPN networks. In the WC FW static 1-to-1
NAT rules will be defined for each host which needs to be accessed from the SP. Routes will be minimalistic and only defined for necessary customer network segments or single addresses so as to maximize number of customers in a firewall context without getting IP-addresses collisions. From the WC FWs the traffic with the translated addresses will be sent on to the SP’s Network. The customer specific solutions for “KC1” and “KC2” will be integrated into this solution, but this paper will put no more focus into these customer solutions.

To make this solution scalable equipment which supports hosting virtual firewalls (VFW) can be used [23],[24]. This will enable the possibility to simply deploy a new VFW whenever needed. With basic functionality, like NAT, routing and general filtering, needed of the FWs load should not be an issue.

**Network Classifications**

The customer IPVPN networks, to the right in Figure 6-1, are classified as External networks. This is since they are in the customers secure zone but the SP does not have full control of the network.

The link from fw01 to the left is classified as a Transit network.

![Figure 6-1 Remote Access WAN Connect](image)

---

**6.5.2 Remote Access IPVPN**

A SP owned router will be placed at the customer location. The WAN interface will be directly connected to the IPVPN. The customer placed router (CPR) will be set up with VPN tunnels using GRE over IPSec encryption to the RA VPN GWs. When traffic from the CPH is sent to the VPN interface the addresses are translates using static 1-to-1 NAT.

To increase security the VPN GWs for the RA IPVPN will be separated from the WAN by a firewall. The firewall will be configured to let through IPSec and GRE traffic. In addition to these protocols traffic like “echo-reply”, which is replies on ping echo requests, and similar ICMP traffic can be allowed. The traffic which comes from the VPN tunnels then flow to the central RA FW where traffic filtering is done. The CPR is configured with a loopback address for management.

**Network Classifications**

The SP RA IPVPN, to the right in Figure 6-2, is the SP’s WAN for RA connections; however the endpoints of the network are spread out among a large variety of customer locations. Since the locations are geographically separated from the SP the WAN will be classified as an External zone. The VPN tunnel from the CPR to the VPN GW, marked with the dotted blue line, the connection from the FW to the VPN GW and the connection from the VPN GW into the SP’s Network are all classified as Transit networks. Traffic originating from CPH on the CPR LAN interface is classified as External Traffic.
6.5.3 Remote Access Internet Connect

The RAIC is virtually identical to the RAIV. The only difference in its basic configuration is that instead of the WAN interface of the CPR being connected to the SP’s IPVPN it is connected to the Internet.

Network Classifications

Just as with the RAIV solution the VPN tunnel from the CPR (r04) to the VPN GW (r02), marked by the dotted blue line in Figure 6-3, the connection from the VPN GW to the FW and the connection from the VPN GW into the SP’s Network are all classified as Transit networks. The Internet however, is a publicly available network and is hence classified as an Open external network. Traffic originating from CPH on the CPR LAN interface is classified as External Traffic.

6.5.4 Customization of RAIV & RAIC

Each customer has their own policies and circumstances for their network which requires some flexibility of the solution. Such as allowing providers equipments direct access to networks segments or requiring them to pass the customer FW.

WAN Connection

The WAN connection of the CPR in the RAIV service fixed. It will in every case be directly connected to the SP’s RA IPVPN.

The RAIC is however more flexible. Since the internet connection and the IP-addresses for the WAN interface belong to the customer it needs to adapt to the customers’ requests and policies. The basic configuration is that the WAN interface of the CPR is directly connected to the internet. However at times customers have a DMZ where they place equipment which meant to communicate with the Internet. In these cases the customer needs to allow IPSec and GRE traffic to and from the CPR, in addition to that SSH also needs to be allowed to the CPR. It is up to the customer to decide how strict the rules need to be. They can allow the traffic for those protocols for any addresses, limit
the access the SP’s address range or even specify exactly which of the SP’s addresses will be allowed.

There are a few rare cases where the customer does not have any public IP-addresses to spare. In these cases the CPR is placed behind a customer an existing firewall, with a public IP-address, and assigned a private IP-address. Port address Translation (PAT), also called Network Address Port Translation (NAPT) or Network Address Translation-Port Translation (NAT-PT) [16],[25] is then used to direct incoming IPSec and GRE traffic to the CPR. Unfortunately this works poorly and if it works only one VPN tunnel can be set up [10],[25].

**LAN Connection**

The LAN interface of the customer placed router can therefore be connected either directly to the subnet with the host the SP needs to manage or to a separate which then passes through the customer FW to reach the CPH. A consideration to make is that hosts on the customer’s network segment usually have a customer own equipment set at default gateway (DGW). This in turn requires the hosts to be configured with a static route for the SP’s management address range to the SP’s router if the router is on the same network segment. An alternative to this is for the customers DGW to be configured with a route for the SP’s address range to the SP router.

**NAT**

There are a few cases where it is not necessary to translate the IP-addresses of the CPH. These are usually cases where the customers use Public IP-addresses CPH. Another circumstance is when the customer’s IP-scheme fits the IP-scheme of the SP.

**Routing of SP IP-addresses**

Organizations with stricter network policies at times do not allow routing of outside IP-addresses in their networks. This means that the CPH will not have a path to the SP’s centralized infrastructure.

If the customer places hosts never need to initiate traffic to the SP, this can simply be solved by using NAT-overload on the LAN interface.

If, however, there are times when the CPH initiate traffic to the SP’s centralized infrastructure, the customer needs to provide the SP with a range of IP-addresses which the SP can use to translate its own addresses to when communicating with the CPH.

**6.5.5 Remote Access L2L**

Remote Access L2L consists of an IPSec encryption between a customer owned equipment and the SP’s FW. The SP assigns an IP-range for the customer to translate the IP-addresses of its CPH with. Before reaching the FW where the IPSec tunnel is terminated the traffic must pass through a FW connected to the internet. This FW will only allow IPSec to the FW terminating the IPSec tunnel. From the FW terminating the tunnel the traffic will flow to the central RA FW.

**Network Classifications**

The IPSec tunnel between the customer owned equipment, to the right in Figure 6-4, and the L2L FW, marked by the dotted blue line, the connection between the L2L FW and an Internet FW and the connection from the L2L FW to the SP’s Network, are all classified as Transit networks. The encrypted traffic in the IPSec tunnel originating from CPH is considered to come from an External network.
6.5.6 Third-party Remote Access

Subcontractors which need to access the SP’s customers will need to use a Client VPN solution [5]. The connection will be made to a FW connected to the internet. The firewall will authenticate the user’s credentials with a server. Some equipment can authenticate users directly using Microsoft Active Directory (AD) or Lightweight Directory Access Protocol (LDAP) while others need systems such as TACACS+ or Radius Server [18],[20]. Once the authentication is done, the user is given an IP-address in a separated subnet. From this subnet the user can access a terminal server from which connections to customers can be made.

Network Classifications

The Third-party VPN subnet, represented by the dotted blue line and the zone straight above the FW in Figure 6-5, is classified as an External network. When the user connects with the VPN client it extends the External network to the user. The communication for the authentication is done over an Internal network, while the communication from the Third-party FW to the SP’s Network is a Transit network.

6.6 Overview of Remote Access

When doing an analysis of the overall structure it becomes plain that there is some equipment performing very similar tasks. Looking at each equipment type number of equipments can be minimized while still keeping the same functionality and level of security.
6.6.1 Firewalls

There is one equipment which has multiple VFWs, connected to various customer IPVPNs, one firewall connected to the SP’s own RA IPVPN and three firewalls connected to the Internet.

All the FWs cannot simply be merged into a single FW since we want to separate zones of different security classes.

They can instead be grouped by the lowest network security class they have connected. This will group the SP’s VPN FW with the VFWs used for RAWC and separately group the Internet FWs.

When choosing which FWs to implement by using VFWs it is important to take into consideration what make and model is intended to be used. There are FWs which lose the VPN functionality when virtualized [23]. For the sake of generalization this will be taken into consideration when proposing a setup.

The central equipment will manage communication between all Internal, External and most Transit Networks. It is important to separate these equipments from hardware which might be vulnerable to external attacks, such as DDoS attacks [2].

Not taking fault tolerance into account four physical equipments are needed, A FW for filtering traffic to the Internal Networks, not presented in the illustration, VFW-appliance for RAWC and RAIV, Internet FW, L2L FW and Third-Party VPN FW. If, instead of managing the Third-Party VPN connections in fw05, move the functionality to the same firewall as handles the L2L VPNs then all the FW connected to the internet can also be replaced by a single VFW.

6.6.2 VPN Routers

The two routers used to terminate the VPN tunnels both have exactly the same functionality. In that aspect they could be merged into one, however for one of them this traffic originates from an External network while for the other one it originates from an Open external network. This might not be a big issue, except the RAIV solution offered to customers as a more secure solution without connections to any Open external networks.
6.7 Network Zones

To reduce the risk of intrusion and to slow down intrusion attempts, the solution has been divided into separate network zones connected to the Central RA FW. The network zones with equipment which need to communicate with equipment placed in an External network will be classified as a De-Militarized Zone (DMZ). A DMZ is a “neutral” network mean to separate internal networks from external ones. What is placed in each zone is dependent of the kind of access which is needed to and from that specific equipment. Each of the zones clearly states what security class it belongs to, and what kind of equipment is meant to be placed in the zone and if it is branded as a DMZ.

Due to the sensitive nature of this information, the definitions of zones have been redacted.
6.8 Physical Setup and Fault Tolerance

The physical setup of the IOCN could be done really simply by connecting all the equipment needed to a switch, as done in Figure 6-9. With a correct VLAN configuration to separate and distribute the networks to the right equipment the proposed solution can be realized. This setup has the drawbacks of using the same connection for both incoming and outgoing traffic, essentially cutting the bandwidth in half, more importantly it is not fault tolerant. If any of the RA FW or the RA SW should fail, the entire solution fails and if any of the other equipment fails some services will fail. By adding a switch to stack with the RA SW it and making sure all equipment is connected to it with a pair of bundled connections, using Etherchannel[26] illustrated by the red circles, will solve part of the problem. Adding an additional switch stack connected to the RA SW and moving the RA FW to it, as illustrated in Figure 6-10, the central RA FW which handles all the internal networks can be physically separated from the Open external networks. This still leaves us with numerous equipments with no fault tolerance.

![Figure 6-9 RA Simple Physical Setup](image_url)
6.8.1 Geographical Fault Tolerance

To accomplish full fault tolerance duplication of the functionality of each equipment to at least one more equipment is need. This is done by doubling each equipment. If it is set up correctly this will make sure that each service or function is fault tolerant within this location, hence forth called site. The Cisco FWs use a technology called Failover, where two physical equipments have fully synchronized configurations and one is standby to the other. The routers which are used as VPN GWs will instead be configured separately to provide dual VPN tunnels to the CPR. However a disturbance to the whole site can still cause the IOCN to fail. Such disturbances can be loss of power to the whole site or cable cuts to incoming connections. The paper will discuss power more in the section 6.8.4.

By setting up a second site geographically separated from the first one and placing the equipment meant to provide fault tolerance in it, a sturdy fault tolerance can be achieved as shown in Figure 6-11.

Figure 6-10 RA with switch redundancy
For any of the routing redundancy or failover protocols to work the equipments need have connectivity on the Data Link layer (layer 2). The connection should preferably be a high bandwidth connection so that it can be used for other traffic than redundancy communication. Many WAN service providers have services which can provide this functionality. It is however important to consider the locations of the Data Centers (DC) which is chosen, since installing new infrastructure to get access to layer 2 between DCs can be costly. If available the functionality can, for instance, be provided by fiber optic connection between the sites. However this can be an expensive solution. Instead service providers can offer layer 2 connectivity by providing a wavelength in the optical connection.

With such services the DCs can be connected with a layer 2 connection and allow the use of cross site fault tolerance. If there is an abundance of interfaces on the site it is recommended to connect the switches fully meshed. As shown in Figure 6-12, the proposed solution will use 2 connections bundles by Etherchannel between each switch.
6.8.2 Gateway Redundancy

The paired FW running failover will act as a single unit, where the standby waits idle, unless they are set to run in High Availability (HA) mode. When running HA the states of all sessions will be synchronized to the standby FW for seamless takeover should the primary FW fail.

None-FW equipment runs HSRP as a means of redundancy. Each unit, router or other layer 3 equipment, is given a static address. Paired units are additionally assigned a virtual address which can move back and forth between the devices. As mentioned earlier, for this to work the interfaces need to have layer 2 connectivity to be able to determine the state of equipment and port it is paired with.

In Figure 6-13, the primary FW will always have the IP-address finishing with “.4”, while the WAN service provider routers will each have an individual address “.2” and “.3” while sharing the address “.1”.

6.8.3 Service Provider Fault Tolerance

It is important to make sure that services asked for of the service provider are fault tolerant. There are many variations and levels of fault tolerance available. A
recommendation is to make sure the fault tolerance extends to cabling for redundant WAN connections being physically separated and not just redundant cables in the same pipes or redundant equipment on site.

6.8.4 Fault Tolerant Power supply

It is common for equipment to fail because of power failure. It can be the equipment's power supply unit (PSU) which fails or a failing fuse. Making sure that all equipment has two PSUs each one of them connected to a separate fuse can minimize unnecessary power related faults. To ensure that the site can keep going even through larger scale power outages the one of the PSUs should be connected to a uninterruptible power supply (UPS) backup up by a diesel generator. Most DCs provide this kind of service and most providers' backbone equipment are protected by UPS, ensuring that uptime of the service.

6.9 Security and Traceability

SPs are often accountable toward their customers and need to be able to explain course events when incidents occur. This together with regulatory demands from governmental organizations in turn puts a responsibility on the SP to minimize the risks of incidents occurring. Incidents can be unauthorized access to systems, system failures or user mistakes. To protect against unauthorized accesses communication passing through a SP owned FW to any system, customer placed or internal, can be controlled on user basis. Using functionalities like Cisco's Identity Firewall (IDFW) the administrator can design FW rules based on user and/or group level.

As a complement to enforcing rules logging can help follow up course of event when an unforeseen incident has occurred. When setting up an infrastructure like a IOCN every equipment should be configured to send log events to a log receiver. There is a large variety of products for logging, everything from syslog on Linux to advanced logging systems like ArcSight.

6.10 Substituting brand specific functions

The presented solution can easily be adapted to use equipment from other vendors simply by replacing some of the technologies and protocols used. Failover and HSRP can with Checkpoint be replaced by using Clustering and Virtual Router Routing Protocol (VRRP) [27]. For user based access rules Cisco’s Identity Firewall (IDFW) [29] can be replaced with Checkpoint’s Identity Awareness Software (IAS) [30] and other vendors have their own equivalent functionalities. Etherchannel can be replaced by Link Aggregation Control Protocol (LACP) [31] and on checkpoint firewalls bonding can be used.

7. Discussion

Early in the paper the problem of lack of research on core networks for inter-organizational communication was presented. I have contributed to this lack of research by evaluating an existing IOCN, analyzing the flaws and suggesting a basic design for a stable and secure solution.

Using the existing system and the needs of the SP as a starting point has greatly influenced the result. The most notable evidence of this is the choice of equipment using proprietary technologies, although suggestions for how the solution could be more generalized is given at the end. Limiting the scope of the study to focus on security and
stability of the network infrastructure has led to not taking other factors, like bandwidth optimization and host security, into account.

Much of the result, such as achieving fault tolerance and how segmentation of the networks can be done to increase security, is general and could be applied to any core network with focus on delivering a service.

The proposed solution will enable the company to deliver services with a need for better availability to customers, minimizing the risks of its technicians and systems not being able to reach customer equipment. The drawback is that the initial investment could be higher due to increased equipment, but can instead support more customer and more demanding customer, which in turn can generate more income for the company.

Since the start of the paper a lot of changes have been made to the original solution and parts of the proposed solution has been implemented to increase fault tolerance and security. The needs of the SP have also evolved with time and added new requirements on the solution, which this thesis has not addressed or taken into consideration.

7.1 Related work

The solution Huaqi Chen presented in his paper [10] does not consider sites which should not be able to communicate with each other. On the other hand his work is focused on internal communication within a company whereas this thesis which deals with IOCN focuses one communication between different companies. Therefore it is important to take into consideration that the different sites in the network are separate customers and should not be able to communicate with any other site than the SP’s central sites.

Wang et al.’s comprehensive study on DCN architectures and network protocols gives a good overview of the state of the art techniques used to ensure high performance and fault tolerance in data center [6]. These DCN architectures however focus on networks with a large number of hosts and constantly growing environments. The IOCN is a relatively static environment where the number of host is not dependent on the number of customer.

8. Conclusions

The aim of the thesis has been to design a secure and fault tolerance network architecture for an inter-organizational communication network. For service providers such an infrastructure is vital so as to be able to deliver services to customers with a high demand on security, availability and flexibility. This is done by analyzing an existing IOCN with the focus of identifying the flaws in its security and fault tolerance and proposing a new solution.

The new solution is a geographically distributed infrastructure where not only equipment has been mirrored, but also functionality with the help of redundancy protocols. The security has been improved by segmenting the networks into clearly defined zones and general rules for interaction between zones.

8.1 Future Work

This paper has focused on the central infrastructure of an IOCN. Future work could look at security and flexibility of the RA IPVPN and RA Internet Connect solutions. Considerations can be made for replacing IPSec and GRE with DMVPN and what consequences and benefits it might have on the services. Other future work can
research logging, what should be logged, how and how long it should be stored and how it can and should be used.
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<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>Active Directory</td>
</tr>
<tr>
<td>CLI</td>
<td>Command-Line Interface</td>
</tr>
<tr>
<td>CPH</td>
<td>Customer Placed Host</td>
</tr>
<tr>
<td>CPR</td>
<td>Customer Placed Router</td>
</tr>
<tr>
<td>DC</td>
<td>Data Center</td>
</tr>
<tr>
<td>DCI</td>
<td>Data Center Internconnect</td>
</tr>
<tr>
<td>DCN</td>
<td>Data Center Network</td>
</tr>
<tr>
<td>DDoS</td>
<td>Distributed Denial of Service</td>
</tr>
<tr>
<td>DGW</td>
<td>Default Gateway</td>
</tr>
<tr>
<td>DMVPN</td>
<td>Dynamic Multipoint Virtual Private Network</td>
</tr>
<tr>
<td>DMZ</td>
<td>De-Militarized Zone</td>
</tr>
<tr>
<td>FT</td>
<td>Fault Tolerance</td>
</tr>
<tr>
<td>FW</td>
<td>Firewall</td>
</tr>
<tr>
<td>GRE</td>
<td>Generic Routing Encapsulation</td>
</tr>
<tr>
<td>GW</td>
<td>Gateway</td>
</tr>
<tr>
<td>HA</td>
<td>High Availability</td>
</tr>
<tr>
<td>HSRP</td>
<td>Hot Standby Routing Protocol</td>
</tr>
<tr>
<td>IAS</td>
<td>Identity Awareness Software</td>
</tr>
<tr>
<td>IDFW</td>
<td>Identity Firewall</td>
</tr>
<tr>
<td>IOC</td>
<td>Inter-Organization Communication</td>
</tr>
<tr>
<td>IOCN</td>
<td>Inter-Organization Communication Network</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>IPSec</td>
<td>IP Security</td>
</tr>
<tr>
<td>IPVPN</td>
<td>VPN over IP using MPLS</td>
</tr>
<tr>
<td>IPv4</td>
<td>Internet Protocol version 4</td>
</tr>
<tr>
<td>ISDN</td>
<td>Integrated Services Digital Network</td>
</tr>
<tr>
<td>KC</td>
<td>Key Customer</td>
</tr>
<tr>
<td>L2L</td>
<td>LAN-To-LAN</td>
</tr>
<tr>
<td>LACP</td>
<td>Link Aggregation Control Protocol</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>LDAP</td>
<td>Lightweight Directory Access Protocol</td>
</tr>
<tr>
<td>MPLS</td>
<td>Multiprotocol Label Switching</td>
</tr>
<tr>
<td>NAPT</td>
<td>Network Address Port Translation</td>
</tr>
<tr>
<td>NAT</td>
<td>Network Address Translation</td>
</tr>
<tr>
<td>NAT-PT</td>
<td>Network Address Translation – Port Translation</td>
</tr>
<tr>
<td>OSI</td>
<td>Open System Interconnection</td>
</tr>
<tr>
<td>PSU</td>
<td>Power Supply Unit</td>
</tr>
<tr>
<td>RA</td>
<td>Remote Access</td>
</tr>
<tr>
<td>RAIC</td>
<td>Remote Access Internet Connect</td>
</tr>
<tr>
<td>RAISDN</td>
<td>Remote Access ISDN</td>
</tr>
<tr>
<td>RAVP</td>
<td>Remote Access IPVPN</td>
</tr>
<tr>
<td>RAL2L</td>
<td>Remote Access L2L</td>
</tr>
<tr>
<td>RAVG</td>
<td>Remote Access VPN Gateway</td>
</tr>
<tr>
<td>RAWC</td>
<td>Remote Access WAN Connect</td>
</tr>
<tr>
<td>SP</td>
<td>Service Provider</td>
</tr>
<tr>
<td>SPOF</td>
<td>Single Point Of Failure</td>
</tr>
<tr>
<td>SW</td>
<td>Switch</td>
</tr>
<tr>
<td>TACACS</td>
<td>Terminal Access Control Access Control System</td>
</tr>
</tbody>
</table>
UPS – Uninterruptible Power Supply
VFW – Virtual Firewall
VLAN – Virtual Local Area Network
VPN – Virtual Private Network
VRRP – Virtual Router Redundancy Protocol
WAN – Wide Area Network