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Abstract. Topographic data, such as digital elevation models

(DEMs), are essential input in flood inundation modelling.

DEMs can be derived from several sources either through re-

mote sensing techniques (spaceborne or airborne imagery)

or from traditional methods (ground survey). The Advanced

Spaceborne Thermal Emission and Reflection Radiometer

(ASTER), the Shuttle Radar Topography Mission (SRTM),

the light detection and ranging (lidar), and topographic con-

tour maps are some of the most commonly used sources of

data for DEMs. These DEMs are characterized by different

precision and accuracy. On the one hand, the spatial res-

olution of low-cost DEMs from satellite imagery, such as

ASTER and SRTM, is rather coarse (around 30 to 90 m).

On the other hand, the lidar technique is able to produce

high-resolution DEMs (at around 1 m), but at a much higher

cost. Lastly, contour mapping based on ground survey is time

consuming, particularly for higher scales, and may not be

possible for some remote areas. The use of these different

sources of DEM obviously affects the results of flood inun-

dation models. This paper shows and compares a number of

1-D hydraulic models developed using HEC-RAS as model

code and the aforementioned sources of DEM as geometric

input. To test model selection, the outcomes of the 1-D mod-

els were also compared, in terms of flood water levels, to

the results of 2-D models (LISFLOOD-FP). The study was

carried out on a reach of the Johor River, in Malaysia. The

effect of the different sources of DEMs (and different reso-

lutions) was investigated by considering the performance of

the hydraulic models in simulating flood water levels as well

as inundation maps. The outcomes of our study show that

the use of different DEMs has serious implications to the re-

sults of hydraulic models. The outcomes also indicate that

the loss of model accuracy due to re-sampling the highest

resolution DEM (i.e. lidar 1 m) to lower resolution is much

less than the loss of model accuracy due to the use of low-

cost DEM that have not only a lower resolution, but also a

lower quality. Lastly, to better explore the sensitivity of the

1-D hydraulic models to different DEMs, we performed an

uncertainty analysis based on the GLUE methodology.

1 Introduction

In hydraulic modelling of floods, one of the most fundamen-

tal input data is the geometric description of the floodplains

and river channels often provided in the form of digital el-

evation models (DEMs). During the past decades, there has

been a significant change in data collection for topographic

mapping techniques, from conventional ground survey to re-

mote sensing techniques (i.e. radar wave and laser altimetry;

e.g. Mark and Bates, 2000; Castellarin et al., 2009). This shift

has a number of advantages in terms of processing efficiency,

cost effectiveness and accuracy (Bates, 2012; Di Baldassarre

and Uhlenbrook, 2012).

DEMs can be acquired from many sources of topographic

information ranging from the high-resolution and accurate,

but costly, lidar (Light Detection and Ranging) obtained from

lower altitude, to low-cost, and coarse resolution, spaceborne
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data, such as ASTER (Advanced Spaceborne Thermal Emis-

sion and Reflection Radiometer) and SRTM (Shuttle Radar

Topography Mission). DEMs can also be developed from tra-

ditional ground surveying (e.g. topographic contour maps)

by interpolating a number of elevation points.

DEM horizontal resolution, vertical precision and accu-

racy differ considerably. This diversity is caused by the types

of equipment and methods used in obtaining the topographic

data. When used as an input to hydraulic modelling, the dif-

ferences in the quality of each DEM subsequently result in

differences in model output performance. In addition, re-

sampling processes of raster data via a geographic informa-

tion system (GIS) may also deteriorate the accuracy of the

DEMs. The usefulness of diverse topographic data in sup-

porting hydraulic modelling of floods is subject to the avail-

ability of DEMs, economic factors and geographical condi-

tions of survey area (Cobby and Mason, 1999; Casas et al.,

2006; Schumann et al., 2008).

To date, a number of studies have been carried out with

the aim of evaluating the impact of accuracy and precision of

the topographic data on the results of hydraulic models (e.g.

Table 1).

Werner (2001) investigated the effect of varying grid ele-

ment size on flood extent estimation from a 1-D model ap-

proach based on a lidar DEM. The study found that the flood

extent estimation increased as the resolution of the DEM be-

comes coarser.

Horrit and Bates (2001) demonstrated the effects of spatial

resolution on a raster-based flood model simulation. Simula-

tion tests were performed at resolution sizes of 10, 20, 50,

100, 250, 500 and 1000 m and the predictions were compared

with satellite observations of inundated area and ground mea-

surements of flood-wave travel times. They found that the

model reached a maximum performance at resolution of

100 m when calibrated against the observed inundated area.

The resolution of 500 m proved to be adequate for the predic-

tion of water levels. They also highlighted that the predicted

flood-wave travel times are strongly dependent on the model

resolution used.

Wilson and Atkinson (2005) set up a 2-D model,

LISFLOOD-FP, using three different DEMs – contour data

set, synthetic-aperture radar (SAR) data set, and differential

global positioning system (DGPS) – used to predict flood in-

undation for 1998 flood event in the United Kingdom. The

results showed that the contour data sets resulted in a sub-

stantial difference in the timing and the extent of flood inun-

dation when compared to the DGPS data set. Although the

SAR data set also showed differences in the timing and the

extent, it was not as massive as for the contour data set. Nev-

ertheless, the authors also highlighted a potential problem

with the use of satellite remotely sensed topographic data in

flood hazard assessment over small areas.

Casas et al. (2006) investigated the effects of the topo-

graphic data sources and resolution on 1-D hydraulic mod-

elling of floods. They found that the contour-based digital ter-

rain model (DTM) was the least accurate in the determination

of the water level and inundated area of the floodplain; how-

ever, the GPS-based DTM led to a more realistic estimate of

the water surface elevation and of the flooded area. The lidar-

based model produced the most acceptable results in terms

of water surface elevation and inundated flooded area com-

pared to the reference data. The authors also pointed out that

the different grid sizes used in lidar data have no significant

effect on the determination of the water surface elevation.

In addition, from an analysis of the time–cost ratio for each

DEM used, they concluded that the most cost-effective tech-

nique for developing a DEM by means of an acceptable ac-

curacy is from laser altimetry survey (lidar), especially for

large areas.

Schumann et al. (2008) demonstrated the effects of DEMs

on deriving the water stage and inundation area. Three DEMs

at three different resolutions from three sources (lidar, con-

tour and SRTM DEM) were used for a study area in Lux-

embourg. By using the HEC-RAS 1-D hydraulic model to

simulate the flood propagation, the result shows that the lidar

DEM derived water stages by displaying the lowest RMSE,

followed by the contour DEM and lastly the SRTM. Consid-

ering the performance of the SRTM (it was relatively good

with RMSE of 1.07 m), they suggested that the SRTM DEM

is a valuable source for initial vital flood information extrac-

tion in large, homogeneous floodplains.

For the large flood-prone area, the availability of DEM

from the public domain (e.g. ASTER, SRTM) makes it easier

to conduct a study. Patro et al. (2009) selected a study area in

India and demonstrated the usefulness of using SRTM DEM

to derive river cross-section for the use in hydraulic mod-

elling. They found that the calibration and validation results

from the hydraulic model performed quite satisfactorily in

simulating the river flow. Furthermore, the model performed

quite well in simulating the peak flow, which is important in

flood modelling. The study by Tarekegn et al. (2010) carried

out on a study area in Ethiopia used a DEM which was gener-

ated from ASTER image. Integration between remote sens-

ing and GIS technique were needed to construct the flood-

plain terrain and channel bathymetry. From the results ob-

tained, they concluded that the ASTER DEM is able to simu-

late the observed flooding pattern and inundated area extents

with reasonable accuracy. Nevertheless, they also highlighted

the need for advanced GIS processing knowledge when de-

veloping a digital representation of the floodplain and chan-

nel terrain.

Schumann et al. (2010) demonstrate that near real-time

coarse-resolution radar imagery of a particular flood event

on the River Po (Italy) combined with SRTM terrain height

data leads to a water slope remarkably similar to that de-

rived by combining the radar image with highly accurate air-

borne laser altimetry. Moreover, they showed that this space-

borne flood wave approximation compares well to a hy-

draulic model thus allowing the performance of the latter,
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Table 1. Summary of studies assessing the impact of topographic input data on the results of flood inundation models.

Author(s) Numerical modelling

(1-D*/1-D2-D**/2-D***)

Calibration+/

validation++ data

Source of DEMs Type of

assessment

Study area

Horrit and Bates

(2001)

LISFLOOD-

FP**/NCFS**

SAR flood imagery+ Lidar Precision River Severn, UK

Werner (2001) HEC-RAS* n/a Laser altimetry data Precision River Saar, Germany

Wilson and

Atkinson (2005)

LISFLOOD-FP** SAR flood

imagery++
InSAR, topography &

GPS

Accuracy River Nene, UK

Casas et al. (2006) HEC-RAS* n/a GPS, bathymetry, li-

dar & topography

Accuracy &

precision

River Ter, Spain

Schumann et

al. (2008)

REFIX*** &

HEC-RAS*

Field data+/1-D

model output++
Lidar, SRTM

topography

Accuracy River Alzette,

Luxembourg

Schumann et

al. (2010)

HEC-RAS* Field data+/lidar

derived water

levels++

Lidar & SRTM Accuracy River Po, Italy

Yan et al. (2013) HEC-RAS* Field data+/SAR

flood imagery++
Lidar & SRTM Accuracy River Po, Italy

calibrated on a previous event, to be assessed when applied

to an event of different magnitude in near-real time.

Paiva et al. (2011) demonstrated the use of SRTM DEM

in a large-scale hydrologic model with a full 1-D hydrody-

namic module to calculate flow propagation on a complex

river network. The study was conducted on one of the major

tributaries of the Amazon, the Purus River basin. They found

that a model validation using discharge and water level data

is capable of reproducing the main hydrological features of

the Purus River basin. Furthermore, realistic floodplain inun-

dation maps were derived from the results of the model. The

authors concluded that it is possible to employ full hydrody-

namic models within large-scale hydrological models even

when using limited data for river geometry and floodplain

characterization.

Moya Quiroga et al. (2013) used Monte Carlo simulation

sampling SRTM DEM elevation, and found a considerable

influence of the SRTM uncertainty on the inundation area

(the HEC-RAS hydraulic model of the Timis-Bega Basin in

Romania was employed).

Most recently, Yan et al. (2013) made a comparison be-

tween a hydraulic model based on lidar and SRTM DEM.

Besides the DEM inaccuracy, they also introduced uncer-

tainty analysis by considering parameter and inflow uncer-

tainty. The results of this study showed that the differences

between the lidar-based model and the SRTM-based model

are significant, but within the accuracy that is typically asso-

ciated with large-scale flood studies.

Yet, the aforementioned studies explored the impact of to-

pographic input data on the results flood inundation models

by considering either the accuracy (or quality) or the preci-

sion (or resolution) of the DEMs (Table 1). When both ac-

curacy and precision were considered (Casas, 2006), model

results were not compared to observations via calibration and

validation exercises.

This paper continues the presented line of research and

deals with the assessment of the effects of using different

DEM data source and resolution in a 1-D hydraulic mod-

elling of floods. The novelty of our study is that both accu-

racy and precision of the DEM are explicitly considered and

their impacts on hydraulic model results is evaluated in terms

of both water surface elevation and inundation area. Further-

more, we compare model results via independent calibration

and validation exercises and by explicitly considering param-

eter uncertainty and its potential compensation of inaccuracy

of topographic data.

Hence, the goal of our paper is not to validate a specific

approach for producing flood inundation maps, but rather to

contribute to the existing literature with an original approach

assessing the impact of topographic input data on hydraulic

modelling of floods.

2 Study area and available data

2.1 Study area

The study area is located within the Johor River basin in the

State of Johor, Malaysia. The river basin has a total area of

2690 km2. The test site is a 30 km reach of the Johor River.

The Johor River channel has a bankfull depth between 5 and

8 m and average slope around 0.03 %. The river reach un-

der study is characterized by a stable main channel from 50

to 250 m wide. The study area consists of agricultural land,

residential and commercial areas (see Fig. 1). As reported

by Department of Irrigation and Drainage, Malaysia (DID,

2009), this test site has been experiencing some major histor-

ical flood events since 1948. The most recent ones happened
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in December 2006 and January 2007 when more than 3000

families were evacuated.

2.2 Hydraulic modelling

Flood inundation modelling was carried out by using the

model code HEC-RAS, which was developed by the Hy-

drologic Engineering Center (HEC) of the United States

Army Corps of Engineers (USACE, 2010). HEC-RAS is a

1-D model that can simulate both steady and unsteady flow

conditions. In this study, all simulations were performed

under unsteady flow conditions. To simulate open chan-

nel flows, HEC-RAS numerically solves the full 1-D Saint-

Venant equations. The HEC-RAS model was set up using

32 cross-sections, whose topography is derived by differ-

ent DEMs (see below). The observed flow hydrograph at an

hourly time step was used as upstream boundary condition,

while the friction slope was used as downstream boundary

condition. The next section reports the different sources of

topographic data used to define the geometric input. To de-

velop flood inundation maps, the results were post-processed

by using HEC-GeoRAS, an ArcGIS extension.

1-D hydraulic modelling does not properly simulate river

hydraulics and floodplain flows. However, while 2-D mod-

els tend to schematize better flood inundation processes, they

do not necessarily perform better when applied to real-world

case studies because, besides model structure, many other

sources of uncertainty affect model results (Werner, 2001;

Bates et al., 2003; Pappenberger et al., 2005; Merwade et al.,

2008; Di Baldassarre et al., 2009, 2010). A number of au-

thors have carried out comparative studies and showed that

the performance of 1-D models is often very close to that of

2-D models (e.g. Horrit and Bates, 2002; Castellarin et al.,

2009; Cook and Merwade, 2009). Also, 1-D models are typ-

ically more efficient than 2-D models from a computation

viewpoint, allowing for numerous simulations and uncer-

tainty analysis to be carried out. In our case study, for a given

flow, topography, river reach and a number of simulations, a

HEC-RAS simulation (excluding post-processing GIS) took

only 4 h to predict inundated area, whereas LISFLOOD-FP

took around 26 h.

Anyhow, to properly test our model selection, we carried

out a number of additional experiments (see Sect. 4.2) and

compared the results of 1-D models to the results obtained

with a 2-D model (LISFLOOD-FP; e.g. Hunter et al., 2006;

Bates et al., 2010; Neal et al., 2012; Coulthard et al., 2013).

2.3 Digital elevation model

The required input data for the HEC-RAS include the ge-

ometry of the floodplain and the river, which is provided by

a number of cross-sections. We identified several sources of

DEM data for our study area (details are given below) with

different spatial resolution and accuracy (Fig. 2):

Table 2. Information about the eight digital elevation models used

as topographical input.

Model name DEM type Resolution (m)

Jhr L1 lidar 1 m

Jhr L2 (rescaled from lidar) 2

Jhr L20 (rescaled from lidar) 20

Jhr L30 (rescaled from lidar) 30

Jhr L90 (rescaled from lidar) 90

Jhr T20 Contour maps 20

Jhr A30 ASTER 30

Jhr S90 SRTM 90

1. DEMs derived from an original 1 m lidar data set (ob-

tained from DID).

2. 20 m resolution DEM generated from the vectorial

1 : 25 000 cartography map obtained from DID with a

permission of the Department of Survey and Mapping,

Malaysia (DSMP).

3. 30 m resolution DEM derived from the globally and

freely available ASTER data retrieved from the United

States Geological Survey (USGS, http://earthexplorer.

usgs.gov)

4. 90 m resolution DEM derived from the globally and

freely available SRTM data retrieved from a Consortium

for Spatial Information (CGIAR-CSI, www.cgiar-csi.

org).

To analyse the influence of spatial resolution and separate

it out from the impact of different accuracy, four additional

DEMs were obtained by rescaling the original lidar DEM

(1 m resolution) to the spatial resolutions of the DEMs de-

rived from vectorial cartography (20 m), ASTER (30 m) and

SRTM (90 m). Hence, a total of eight DEMs were used (see

Table 2) to explore the impact of different topographic infor-

mation on the hydraulic modelling of floods.

Given that the laser/radar waves used in the remote sensing

techniques are not capable of penetrating the water surface

and capture the river bed elevations, all the DEMs were inte-

grated with river cross-section data derived from traditional

ground survey. The ground survey of the river cross-sections

within the study area was systematically carried out at about

1000 m intervals. Then, the flood simulation results across

different data sets were compared to evaluate the effects of

data spatial resolutions and data source differences.

3 Methodology

3.1 Evaluating DEM quality

First, the vertical error of each DEM was evaluated through

comparison between the topographic data and 164 GPS

Hydrol. Earth Syst. Sci., 19, 631–643, 2015 www.hydrol-earth-syst-sci.net/19/631/2015/

http://earthexplorer.usgs.gov
http://earthexplorer.usgs.gov
www.cgiar-csi.org
www.cgiar-csi.org


A. Md Ali et al.: 1-D hydraulic modelling of floods 635

Figure 1. Layout map of study area: Johor River, Malaysia.

Figure 2. Original DEMs used in this study, based on (a) lidar data, (b) contour map, (c) ASTER data and (d) SRTM data.

ground points taken at random positions within the study

area. The value of each reference elevation point was ex-

tracted from the study area using GPS survey equipment. The

quality of each DEM is assessed by the root mean square er-

ror (RMSEDEM) and mean error (MEDEM). Thus

RMSEDEM =

√√√√√ n∑
i=1

(ElevGPS − ElevDEM)2

n
, (1)

where ElevGPS is the reference elevation (m) derived from

GPS, ElevDEM is the corresponding value derived from each

DEM, and n corresponds to the total numbers of points.

3.2 Model calibration and validation

Then, data from two recent major flood events that oc-

curred along the Johor River in 2006 and 2007 were used

for independent calibration and validation of the models.

The estimated peak flow of the 2006 event is approxi-

mately 375 m3 s−1, while the one of the 2007 event is around

595 m3 s−1. Both discharge data were measured and recorded

at Rantau Panjang hydrological station. The 2006 flood data

were used for the calibration exercise, while the 2007 flood

data were used for model validation.

To assess the sensitivity of the different models to the

model parameters, the Manning n roughness coefficients

for all the models were sampled uniformly from 0.02 to

0.08 m−1/3s for the river channel, and between 0.03 and

0.10 m−1/3s for the floodplain, by steps of 0.0025 m−1/3s.

The performance of the hydraulic models in producing the

observed water levels was assessed by means of the mean

absolute error (MAE):

MAE=
1

T

T∑
t=1

|Ot − St | , (2)

where T is the number of steps in time series, Ot is the ob-

served water level at time t , and St is the simulated water

level at time t .

3.3 Quantifying the effect of the topographic data

source on the water surface elevation and

inundation area (sensitivity analysis)

The effects of DEM source and spatial resolution were fur-

ther investigated by examining the sensitivity of model re-

sults in terms of maximum water surface elevation (WSE),

inundation area and floodplain boundaries. For this addi-

tional analysis, the model results obtained with the most ac-

curate and precise DEM source (lidar at 1 m resolution) were

used as a reference. For WSE analysis, each model was com-

pared to the reference model (Jhr L1, see Table 1) by means
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Table 3. Statistics of errors (m) of each DEMs with respect to the

GPS control points.

Model Min. Max.

name error (m) error (m) RMSE (m)

Jhr L1 −0.59 1.00 0.58

Jhr L2 −0.64 1.38 0.58

Jhr L20 −0.83 1.83 0.68

Jhr L30 −0.93 3.98 0.79

Jhr L90 −5.46 3.73 1.27

Jhr T20 −15.38 10.55 4.66

Jhr A30 −33.37 7.58 7.01

Jhr S90 −3.59 4.32 6.47

Figure 3. Comparison between GPS point elevations and elevations

derived by the different DEMs: (a) lidar DEM at different resolution

and (b) different sources of DEMs.

of the following measures:

MADWSE =
1

x

x∑
x=1

|WSERef− WSEDEM| , (3)

where WSERef denotes the WSE simulated by the reference

model (Jhr L1), WSEDEM the WSE estimated by the mod-

els based on DEMs of lower resolution or different source

(Table 1), and x corresponds to the total number of cross-

sections where models results where compared.

To analyse the sensitivity to different topographic input in

terms of simulated flood extent, we used the following mea-

sure of fit:

F(%)=
M1 ∩M2

M1 ∪M2

.100, (4)

where M1 and M2 are the simulated and observed (i.e. sim-

ulated by the reference model) inundation areas, and ∪ and

∩ are the union and intersection GIS operations respectively.

F equal to 100 % indicates that the two areas are completely

coincidental.

3.4 Uncertainty estimation – GLUE analysis

In hydraulic modelling, multiple sources of uncertainty can

emerge from several factors, such as model structure, topog-

raphy and friction coefficients (Aronica et al., 2002; Trigg

Table 4. Reported vertical accuracies of SRTM data.

Average

height

Reference accuracy (m) Continent

Rabus et al. (2003) 6.00 European

Sun et al. (2003) 11.20 European

SRTM mission specification

(Rodríguez et al., 2005)

16.00 Global

Berry et al. (2007) 2.54 3.60 Eurasia Global

Farr et al. (2007) 6.20 Eurasia

Wang et al. (2011) 13.80 Eurasia

et al., 2009; Brandimarte and Di Baldassarre, 2012; Dottori

et al., 2013). A methodological approach to estimate the un-

certainty is the generalized likelihood uncertainty estimation

(GLUE) methodology (Beven and Binley, 1992), a variant

of Monte Carlo simulation. Although some aspects of this

methodology are criticized in several papers (e.g. Hunter

et al., 2005; Mantovan and Todini, 2006; Montanari, 2005;

Stedinger et al., 2008), it is still widely used in hydrologi-

cal modelling because of its ease of implementation and a

common-sense approach to use only a set of the “best” mod-

els for uncertainty analysis (e.g. Hunter et al., 2005; Shrestha

et al., 2009; Vázquez et al., 2009; Krueger et al., 2010; Jung

and Merwade, 2012; Brandimarte and Woldeyes, 2013).

According to the GLUE framework (Beven and Binley,

1992), each simulation, i, is associated with the (generalized)

likelihood weight, Wi , ranging from 0 to 1. The weight, Wi

is expressed as a function of the measure fit, εi , of the be-

havioural models:

Wi =
εmax− εi

εmax− εmin

, (5)

where εmax and εmin are the maximum and minimum value

of MAE of behavioural models. To identify the behaviour of

the models, a threshold value (rejection criterion) has been

set as follows:

1. simulations associated with MAE larger than 1.0 m and

2. Manning’s n roughness coefficient of the floodplain

smaller than the Manning’s n roughness coefficient of

the channel.

Then, the likelihood weights are the cumulative sum of 1 and

the weighted 5th, 50th and 95th percentiles. The likelihood

weights were calculated as follows:

Li =
Wi

n∑
i=1

Wi

. (6)

For this study, the applications of uncertainty analysis con-

sidered only the parameter uncertainty and implemented for

all DEMs.
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Figure 4. Model calibration: contour maps of MAE across the pa-

rameter space for (a–h) eight different 1-D models (HEC-RAS) and

(i) for the 2-D model (LISFLOOD-FP).

Table 5. Model validation results.

Model Calibrated Manning’s n MAE (m)

name roughness coefficient (validation)

Channel Floodplain

Jhr L1 0.0500 0.0575 0.40

Jhr L2 0.0450 0.0575 0.38

Jhr L20 0.0425 0.0575 0.37

Jhr L30 0.0450 0.0575 0.38

Jhr L90 0.0450 0.0550 0.39

Jhr T20 0.0500 0.0750 0.60

Jhr S90 0.0375 0.0500 0.60

Jhr LF90 0.0550 0.0700 0.52

Figure 5. Effect of DEMs on Johor River. Inundation map resulting

from (a) Jhr L1, (b) Jhr L2, (c) Jhr L20, (d) Jhr L30, (e) Jhr L90, (f)

Jhr T20 and (g) Jhr S90.

4 Results and discussion

4.1 Quality of DEMs compared with the reference

points

Table 3 shows the calculated statistical vertical errors for

each different DEM for the same study area. As anticipated,

lidar is not only the most precise DEM because of its highest

resolution, but also the most accurate. The RMSE of each li-

dar DEM increased from 0.58 m (Jhr L1) to 1.27 m (Jhr L90)

as the resolution of the DEMs reduced from 1 m (original

resolution) to 90 m.

Overall, the terrain is considered well defined under the li-

dar DEMs even though the calculated errors are higher com-

pared to the vertical accuracy reported in product specifica-

tion (around 0.15 m). Figure 3 shows the distribution of each

DEM compared to the GPS ground elevation.

Although lidar DEM gives the lowest error, it is useful to

note that this type of DEM has a number of limitations as

highlighted in the several papers (see Sun et al., 2003; Casas

et al., 2006; Schumann et al., 2008):

1. it provides only discrete surface height samples and not

continuous coverage,

2. its availability is very much limited by economic con-

straint,
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Table 6. Effects of DEMs (source and resolution) on HEC-RAS

simulations.

Model Inundation Area F F

name area (km2) difference (%) (%) (%)+

Jhr L1 25.86 – – –

Jhr L2 25.78 −0.3 96.6 –

Jhr L20 25.96 0.4 92.9 –

Jhr L30 26.18 1.2 92.2 –

Jhr L90 25.84 −0.1 89.4 –

Jhr T20 29.23 13.0 73.7 74.2

Jhr S90 16.58 −35.9 48.9 49.6

+ Overlap-fit percentage F (%) of the floodplain inundated area with those

from lidar DEMs of the same resolutions (Jhr L20, Jhr L90).

3. it is unable to capture the river bed elevations due to the

fact the laser does not penetrate the water surface, and

4. it is incapable of penetrating the ground surface in

densely vegetated areas especially for the tropical re-

gion.

The RMSE value of the other DEMs is 4.66 m for contour

maps, 7.01 m for ASTER and 6.47 m for SRTM. It is also

noticeable that the RMSE of the SRTM DEM for this partic-

ular study area is within the average height accuracy found

in other SRTM literature – either global or at particular con-

tinent (see Table 4). Whatever the case, it is proven that this

type of DEM gives an acceptable result when used in large-

scale flood modelling (e.g. Patro et al., 2009; Paiva et al.,

2012; Yan et al., 2013).

Despite having the lowest vertical accuracies, the ASTER

and contour DEMs are still widely used in the field of hy-

draulic flood research as they are globally available and free

(e.g. Tarekegn et al., 2010; Wang et al., 2011; Gichamo et

al., 2012). The differences in the vertical accuracies may be

partly due to the lack of information in topographical flats

areas such as floodplains. However, the further use of each

DEM in this study is subject to its performance in the hy-

draulic flood modelling during the calibration and validation

stages, which are described in the following section.

4.2 Model calibration and validation

Panels (a)–(h) of Fig. 4 show the model responses in terms

of MAE provided by the eight HEC-RAS models in simu-

lating the 2006 flood event. The models were built using the

eight DEMs with different accuracy and precision (Table 2)

as topographic input.

In general, all models (Fig. 4a–h) are seen to be more sen-

sitive to the changing of Manning’s n roughness coefficient

of main channel than the Manning’s n roughness coefficient

of floodplain areas. The results of the calibration showed

that the best-fit models based on lidar DEM with different

resolutions (Jhr L2, Jhr L20, Jhr L30 and Jhr L90) gener-

ally gave good performances with only slight variations in

Table 7. Summary of mean absolute difference (MAD) in terms of

water surface elevation simulated by the models.

Model name MADWSE(m)

Jhr L1 –

Jhr L2 0.06

Jhr L20 0.05

Jhr L30 0.05

Jhr L90 0.08

Jhr T20 1.12

Jhr S90 0.76

the MAE value from 0.38 to 0.41 m. The optimum chan-

nel and floodplain Manning’s n roughness coefficient are

centred on similar values at nchannel= 0.0425 to 0.0500 and

nfloodplain= 0.0575 for Jhr L1, Jhr L2, Jhr L20, Jhr L30 and

Jhr L90. The best-fit models based on topographic map and

SRTM also performed well with MAE of 0.31 and 0.50 m.

On the other hand, ASTER-based model completely failed

(the exceptionally high values of MAE in Fig. 4g are due to

model instabilities) and was therefore eliminated from fur-

ther analysis.

Panel (i) of Fig. 4 shows the outcome of the additional

experiment we carried out to test the appropriateness of se-

lecting a 1-D model. In particular, a LISFLOOD-FP model

was built using the lidar topography rescaled at 90 m, called

here Jhr LF90. The specific topographic input was chosen

as a trade-off between computational times and the need for

an as-accurate-as-possible DEM for a proper comparison be-

tween 1-D and 2-D modelling. By comparing the calibration

results of the LISFLOOD-FP model (Fig. 4i) to the corre-

sponding (i.e. using the same topography) ones of the HEC-

RAS model (Fig. 4e), one can observe that differences are

not significant. Lastly, Fig. 4i shows that LISFLOOD-FP is

also more sensitive to the main channel roughness coefficient

than to the floodplain one.

The best-fit models, using the optimum Manning n rough-

ness coefficients (Table 5), were then used to simulate the

January 2007 flood event for model validation. This was car-

ried out for all models except the ASTER-based model due to

its poor performance (see Fig. 4g). Table 5 presents the MAE

of each model obtained during model validation. It is noted

that the MAE values for all lidar-based models (first five

rows) with different resolutions remained almost the same

with the difference within +0.03 m. The MAE values for the

models based on topographic contour maps and SRTM DEM

both provide MAE of 0.60 m.

The model validation exercise also supports the use of 1-D

hydraulic models for this river reach. In particular, Table 5

shows that the LISFLOOD-FP model (Jhr LF90) provided a

MAE of 0.52 m, while the corresponding HEC-RAS model

(Jhr L90) provided a MAE of 0.39 m. Thus, the 1-D model

performed even (slightly) better than the 2-D model.
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Figure 6. Maximum water surface elevation along the Johor River for the six hydraulic models compared to that simulated by the reference

model.

The results of this first analysis suggest that the reduc-

tion in the resolution of lidar DEMs (from 1 to 90 m) does

not significantly affect the model performance. However, the

use of topographic contour maps (Jhr T20) and SRTM (Jhr

S90) DEMs as geometric input to the hydraulic model pro-

duces a slight increase of model errors. For instance, Jhr L90

and Jhr S90 have the same resolution (90 m), but the differ-

ent accuracy results in increased (tough not remarkably) er-

rors in model validation (from 0.39 to 0.60 m). This limited

degradation of model performance (Table 5), in spite of the

much lower accuracy of topographic input (Table 2), can be

attributed to the fact that models are compared to water levels

observed in two cross-sections. A spatially distributed anal-

ysis (comparing the simulated flood extent and flood water

profile along the river) might show more significant differ-

ences (see Sect. 4.3).

4.3 Quantifying the effect of the topographic data

source on the water surface elevation and

inundation area on 1-D model

4.3.1 Inundation area (sensitivity analysis)

This section reports an additional analysis aiming to better

explore the sensitivity of model results to different topo-

graphic data (see Sect. 3.3). Figure 5 shows the simulated

flood extent maps obtained from the seven different topo-

graphic input data. The floodplain areas simulated by the five

lidar-based models (Jhr L1, Jhr L2, Jhr L20, Jhr L30 and Jhr

L90) are very similar. In contrast, the floodplain areas simu-

lated by the models based on topographic contour maps (Jhr

T20) and SRTM DEM (Jhr S90) are substantially different

(see Fig. 5 and Table 6).

Table 6 shows the comparison between the different mod-

els in terms of simulating flood extent. The aforementioned

measure of fit F was found to decrease for both decreas-

ing resolution and lowering accuracy. This sensitivity anal-

ysis also shows that the results of flood inundation models

are more affected by the accuracy of the DEM used as topo-

graphic input than its resolution.
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Figure 7. Comparison of uncertainty bounds (5th, 50th and 95th percentiles by considering parameter uncertainty only) between the reference

model and the other models. The reference model uncertainty bounds are shown as grey areas, while the uncertainty bounds of the other six

models are shown as dashed lines.

4.3.2 Water surface elevation

Figure 6 compares the flood water profiles simulated by the

reference model (Jhr L1) with the flood water profiles (WSE)

obtained from the other six models (Jhr L2, Jhr L20, Jhr L30,

Jhr L90, Jhr T20 and Jhr S90). All these flood water profiles

were obtained by simulating the 2007 flood event. Despite

having different resolutions, the flood water profiles simu-

lated from all lidar-based models portray similar flood water

profiles to the reference model (see Fig. 6a to d). This is con-

sistent with the findings about the inundation area (Fig. 5),

whereas flood water profiles simulated by the models based

on topographic contour maps and SRTM DEMs (see Fig. 6e

and f) are rather different.

The discrepancies between the reference model (Jhr L1)

and the other models as shown in Fig. 6 are quantified in

terms of mean absolute difference (MAD). This shows that

the re-sampled lidar data (Jhr L2, Jhr L20, Jhr L30 and Jhr

L90) all have a low MAD: between 0.05 to 0.08 m. Higher

discrepancies are found with the models based on SRTM

DEM (0.76 m) and contour maps (1.12 m). The great differ-

ences obtained using the topographic contour maps may be

partly due to the way that the DEM height is sampled. For

instance, the contour DEMs in this study were based on to-

pographic contours at 20 m intervals and required an interpo-

lation technique to generate a DEM. Table 7 shows the MAD

in terms of water surface elevation simulated by the models.

4.3.3 Uncertainty in flood profiles obtained from

different DEMs by considering parameter

uncertainty

To better interpret the differences that have emerged in com-

paring the results of models based on different topographic

data, we carried out a set of numerical experiments to ex-

plore the uncertainty in model parameters. As mentioned,

we varied Manning’s n roughness coefficient between 0.02

and 0.08 m−1/3s for the river channel, and from 0.03 to
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0.10 m−1/3s for the floodplain, in steps of 0.0025 m−1/3s.

Then a number of simulations were rejected as described in

Sect. 3.4. Figure 7 shows the uncertainty bounds for the dif-

ferent models. The width of these uncertainty bounds was

found to be between 1.5 and 1.6 m for all models (only pa-

rameter uncertainty is considered here). Nevertheless, the

model based on contour maps led to significant differences

from the lidar-based model, even when the uncertainty in-

duced by model parameters is explicitly accounted for (see

Fig. 7e).

5 Conclusions

This study assessed how different DEMs (derived by various

sources of topographic information or diverse resolutions) af-

fect the output of hydraulic modelling. A reach of the Johor

River, Malaysia, was used as the test site. The study was per-

formed using a 1-D model (HEC-RAS), which was found

to perform as well as a 2-D model (LISFLOOD-FP) in this

case study. The sources of DEMs were lidar at 1 m resolu-

tion, topographic contour maps at 20 m resolution, ASTER

data at 30 m resolution, and SRTM data at 90 m resolution.

The lidar DEM was also re-sampled from its original resolu-

tion data set to 2, 20, 30 and 90 m cell size. Different models

were built by using them as geometric input data.

The performance of the five lidar-based models (charac-

terized by different resolutions ranging from 1 to 90 m; see

Table 5) did not show significant differences – neither in the

exercise of independent calibration and validation based on

water level observations in an internal cross-section, nor in

the sensitivity analysis of simulated flood profiles and inun-

dation areas. Another striking result of our study is that the

model based on ASTER data completely failed because of

major inaccuracies of the DEM.

In contrast, the models based on SRTM data and topo-

graphic contour maps did relatively well in the validation ex-

ercise as they provided a mean absolute error of 0.6 m, which

is only slightly higher than the ones obtained with lidar-based

models (all around 0.4 m). However, this outcome could be

attributed to the fact that validation could only be performed

by using the water level observed in a two internal cross-

sections. As a matter of fact, higher discrepancies emerged

when lidar-based models were compared to the models based

on SRTM data or topographic contour maps in terms of inun-

dation areas or flood water profiles. These differences were

found to be relevant even when parameter uncertainty was

accounted for.

The study also showed that, to support flood inundation

models, the quality and accuracy of the DEM is more rel-

evant than the resolution and precision of the DEM. For

instance, the model based on the 90 m DEM obtained by

re-sampling the lidar data performed better than the model

based on the 90 m DEM obtained from SRTM data. These

outcomes are unavoidably associated with the specific test

site, but the methodology proposed here can allow a compre-

hensive assessment of the impact of diverse topographic data

on hydraulic modelling of floods for different rivers around

the world.
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