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Abstract

The demands for high data rates and broadband wireless access require
the development of wireless systems that can support wide and multi-band
signals. To deploy these signals, new radio frequency (RF) front-ends are re-
quired which impose new challenges in terms of power consumption efficiency
and sources of distortion e.g., nonlinearity. These challenges are more pro-
nounced in power amplifiers (PAs) that degrade the overall performance of
the RF transmitter.

Since it is difficult to optimize the linearity and efficiency characteristics
of a PA simultaneously, a trade-off is needed. At high input power, a PA
exhibits high efficiency at the expense of linearity. On the other hand, at
low input power, a PA is linear at the expense of the efficiency. To achieve
linearity and efficiency at the same time, digital pre-distortion (DPD) is often
used to compensate for the PA nonlinearity at high input power. In case of
multi-channel PAs, input and output signals of different channels interact
with each other due to cross-talk. Therefore, these PAs exhibit different
nonlinear behavior than the single-input single-output (SISO) PAs. The DPD
techniques developed for SISO PAs do not result in adequate performance
when used for multi-channel PAs. Hence, an accurate behavioral modeling is
essential for the development of DPD for multi-channel RF PAs.

In this thesis, we propose three novel behavioral models and DPD schemes
for nonlinear multiple-input multiple-output (MIMO) transmitters in pres-
ence of cross-talk. A study of the source of cross-talk in MIMO transmit-
ters have been investigated to derive simple and powerful modeling schemes.
These models are extensions of a SISO generalized memory polynomial model.
A comparative study with a previously published MIMO model is also pre-
sented. The effect of coherent and partially non-coherent signal generation
on DPD performance is also highlighted. It is shown experimentally that
with partially non-coherent signal generation, the performance of the DPD
degrades compared to coherent signal generation.

In context of multi-channel RF transmitters, PA behavioral models and
DPD schemes suffer from a large number of model parameters with the in-
crease in nonlinear order and memory depth. This growth leads to high
complexity model identification and implementation. We have designed a
DPD scheme for MIMO PAs using a sparse estimation technique for reducing
model complexity. This technique also increases the numerical stability when
linear least square estimation model identification is used.

A method to characterize the memory effects in a nonlinear concurrent
dual-band PAs is also presented. Compared to the SISO PAs, concurrent
dual-band PAs are not only affected by intermodulation distortions but also
by cross-modulation distortions. The characterization of memory effects in
concurrent dual-band transmitter is performed by injecting a two-tone test
signal in each input channel of the transmitter. Asymmetric energy surfaces
are introduced for the intermodulation and cross-modulation products, which
can be used to identify the power and frequency regions where the memory
effects are dominant.
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Chapter 1

Introduction

Advancement in the modulation techniques and radio access technologies are giving
raise to high speed mobile access for users. However, this trend is increasing the
complexity of RF transmitters. The continued quest for dynamic and flexible radio
networks challenges the RF designers to develop novel radio transmitters which are
capable of processing multi-channel and frequency aggregated multi-carrier com-
munication signals.

These new requirements make RF front-end implementation more complex and
challenging when combined with the requirement of ’green technology’ which re-
quires high power efficiency. Different hardware cascaded together and optimized
for each standard can be employed to support multi-band standards. However, this
solution will dramatically increase the deployment cost of the wireless network and
decrease its flexibility which contradicts with modern wireless evolution [1]. A more
realistic solution for future wireless systems is to use a multi-channel RF transmit-
ter e.g. a MIMO and concurrent multi-band transmitter to support multi-band,
multi-carrier signals simultaneously.

The PAs in the RF front-end are mainly responsible for the high power con-
sumption. Therefore, if the PAs are not operating efficiently, a large part of the
provided power is dissipated as heat. During the past years, advanced PA design
techniques in hardware such as Doherty [2–4] and envelope tracking [5,6] have been
applied to improve the efficiency of the RF PA. Unfortunately, with the increase
in efficiency, the signal distortions produced by the PA also increase which results
in a degraded quality of the transmitted signals. Numerous techniques have been
developed to model nonlinear distortions in PAs. One well known technique for
modeling nonlinearities of a system is behavioral modeling.

Behavioral modeling is a black box approach used for modeling the nonlinear
behavior of a system using measured input-output signals. These models are fre-
quently used for system simulations [7,8] and are cost effective solution for predict-
ing system performance compared to the circuit simulations. Moreover, behavioral
models are also used for DPD [9–12], which is applied to increase the linearity of the

3



4 CHAPTER 1. INTRODUCTION

PA. DPD incorporates a nonlinear function before the PA to preprocess the input
signal such that the new cascaded system i.e., DPD+PA becomes approximately a
linear memoryless system. It should be noticed that the accurate behavioral model-
ing of a PA provides an effective prediction of its nonlinear and dynamic behavior.
Therefore, behavioral modeling is an important step for the formulation of the DPD
algorithm of the PA.

There are numerous behavioral models starting from high complexity models
such as Volterra series [13–15] and neural networks [16, 17], to low complexity
schemes such as memory polynomials models [18–20] which are reduced forms of the
Volterra series. Dynamic behavioral models may give an insight into the memory
effects of an RF PA, where it should be pointed out that memory effects are equiv-
alent to frequency dependency of the PA within the signal bandwidth [21]. Thus, a
commonly used technique to quantify the memory effects in SISO nonlinear systems
is a scanned two-tone test [22–26].

Until the last few years, all behavioral models and DPD schemes of RF PAs
dealt with single-band scenarios; these models could not be used for multi-channel
transmitters without severe performance degradation. Therefore, re-designing an
RF front-end for supporting multi-channel operations imposes new efficiency and
linearity challenges. Starting from mature SISO modeling and DPD techniques,
researchers are motivated to extend this knowledge to MIMO and concurrent multi-
band RF PAs.

In recent years, efforts have been made to develop behavioral models and DPD
schemes for MIMO [27,28] and concurrent dual-band transmitters [29,30]. In [31],
continuous time domain SISO Volterra series [13] is extended to a MIMO Volterra
series for modeling time invariant dynamic nonlinear MIMO system with fading
memory. However, characterization and linearization of nonlinear multi-channel RF
transmitters is in an early stage and, thus, require more research efforts for develop-
ing new modeling algorithms and methods for the characterization and mitigation
of nonlinear effects in multi-channel PAs.

In this thesis, we have studied and addressed three challenges that one faces in
the mitigation and characterization of nonlinear effects in multi-channel RF trans-
mitters. First, we discuss the sources of cross-talk and nonlinear effects in multi-
channel RF transmitters which require new behavioral modeling/DPD schemes.
Second, the dimensionality issue in multi-channel PA behavioral/DPD models is
discussed, which increases with the nonlinearity order and memory taps, leading
to a larger number of coefficients and lastly, a method for quantifying the memory
effects in multi-channel RF transmitters is discussed.

1.1 Thesis contribution

The work presented in this thesis relates to the characterization and digital mod-
eling of MIMO and concurrent dual band transmitters. This work is based upon
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the papers published and submitted to the international journals and conferences.
The contribution of this thesis is based on 3 papers.

Paper A: Presents three novel behavioral models and DPD algorithms for
a nonlinear 2×2 MIMO PA in the presence of cross-talk. The paper highlights
different types of cross-talk effects denoted as linear, nonlinear and linear-nonlinear
cross-talk. The effect of partially non-coherent and coherent signal generation on
the performance of DPD was also studied. Furthermore, a comparative study with
a previously published model for a 2 × 2 MIMO PA was also performed. The paper
is summarized in chapter 4.

The author of this thesis was the main contributor of this paper and performed
the experimental work and major part in developing the models. The measure-
ment results were presented according to the insight given by the co-authors. The
phase noise analysis for partially non-coherent and coherent signal generation was
performed by Per N. Landin, Peter Händel and Daniel Rönnow.

Paper B: Proposes a method for reducing the number of parameters in the
DPD model of a 2 × 2 MIMO PA. In this paper, the complex baseband MIMO
Volterra series is used as an inverse model for the linearization of a 2 × 2 MIMO
PA. The paper illustrates that by using a basis pursuit algorithms, the total number
of model parameters can be reduced while maintaining the DPD performance. The
paper is summarized in chapter 4.

The author of this thesis was involved in part of experimental setup and manuscript
writing. The major part of basis pursuit was done by Efrain Zenteno. The other
co-authors were involved in refining and pointing out the focus of the paper.

Paper C: Proposes a method for characterizing the memory effects in a non-
linear concurrent dual-band PA. Compared to a SISO nonlinear transmitter, the
output signal is not only affected by the intermodulation products but also by
cross-modulation products which are generated by the nonlinear interaction of in-
put signals at different carrier frequencies. The method proposed in this paper can
be used to study and quantify the memory effects in concurrent dual-band PA as
well as MIMO PA. Moreover, the method can also be used to tune the parametric
memory polynomial models for nonlinear order and memory depth. The paper is
summarized in chapter 5.

The author of this thesis was the main contributor of this paper and performed
the experimental work and writing the manuscript. The results were analyzed
with the insights given by Daniel Rönnow and Wendy Van More. Moreover, the
manuscript was reviewed and refined by the co-authors.

Papers included in the thesis

The papers included in this thesis are listed bellow:
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• Paper A: Shoaib Amin, Per N. Landin, Peter Händel and Daniel Rönnow,
“Behavioral Modeling and Linearization of Crosstalk and Memory Effects
in RF MIMO Transmitters,” IEEE Transactions on Microwave Theory and
Techniques,vol. 62, no.4, pp. 810-823, Apr., 2014.

• Paper B: Efrain Zenteno, Shoaib Amin, Magnus Isaksson, Daniel Rönnow
and, Peter Händel, “Combating the Dimensionality of Nonlinear MIMO Am-
plifier Predistortion by Basis Pursuit”, 44th European Microwave Conference,
pp. 833-836, Oct., 2014.

• Paper C: Shoaib Amin, Wendy Van Moer, Peter Händel and Daniel Rön-
now,“Characterization of a Concurrent dual-band Power Amplifier using a
dual-tone excitation signals,” IEEE Transactions on Instrumentation and
Measurement, submitted, Oct., 2014.
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1.2 Acronyms

ACEPR : Adjacent channel error power ratio
ACPR : Adjacent channel power ratio
ADC : Analog to digital converter
CM : Cross modulation
DLA : Direct learning architecture
DPD : Digital pre-distortion
DUT : Device under test
EGMPNLC : Extended generalized memory polynomial for nonlinear cross-talk
GMP : Generalized memory polynomials
GMPLC : Generalized memory polynomial for linear cross-talk
GMPNLC : Generalized memory polynomial for nonlinear cross-talk
IF : Intermediate frequency
ILA : Indirect learning architecture
IM : Intermodulation
LASSO : Least-absolute shrinkage and selection operator
LO : Local oscillator
LSE : Least square estimate
MIMO : Multiple-input Multiple-output
NMSE : Normalized mean square error
PA : Power amplifier
PAPR : Peak to average power ratio
PH : Parallel Hammerstein
RF : Radio Frequency
R&S : Rohde & Schwartz
SISO : Single-input single-output
VSG : Vector signal generator
WCDMA : Wideband code division multiple access





Chapter 2

Modeling Nonlinearities in

Multi-channel RF Systems

To characterize a complete nonlinear system or a section of such a system, behav-
ioral modeling is one possibility. In this type of system modeling, the device under
test (DUT) being modeled is considered as a black-box, i.e., in principle the model-
ing information is completely contained in the external response of the DUT and no
knowledge of the internal structured of the DUT is required. Due to this property,
the model parameters can be extracted effectively. Behavioral models of DUTs
provide an effective way to predict the performance of a system. Moreover, behav-
ioral models are also used to compensate nonlinearities in a system using indirect
learning architecture (ILA) [32] and direct learning architecture (DLA) [33].

Over the years, in electrical engineering, Volterra series have been used to
describe the nonlinear behavior of a variety of nonlinear dynamic time-invariant
systems with fading memory [34, 35]. In wireless systems, particularly in base-
stations, research emphasis was mainly put on the development of behavioral mod-
els to predict the nonlinear behavior of RF transmitters and to compensate them.
Many behavioral models for SISO RF transmitters have been proposed in the lit-
erature e.g., Parallel Hammerstein (PH) [36, 37], generalized memory polynomial
(GMP) [18, 38], vector-switched memory polynomial [39] and truncated Volterra
models [40–42]. These developed models are reduced forms of the general Volterra
series. Therefore, the Volterra series represents a mature technique for modeling
and compensating the nonlinear SISO systems.

Recently the research focus of industry and academia is directed to the de-
velopment of multi-channel RF transmitters e.g., MIMO [43, 44] and concurrent
multi-band [45, 46] as they are used to improve transmitter diversity. For SISO
systems, behavioral models were developed based upon Volterra series. In order to
develop behavioral models for multi-channel RF systems, it is natural to also start
with the general Volterra series. In this chapter a time and complex base-band
domain 2×2 MIMO Volterra model is presented.

9
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SYSTEMS

2.1 Time domain MIMO Volterra

In order to highlight the difference between the nonlinear dynamic behavior of a
SISO and MIMO system we first briefly outline the SISO Volterra theory. Let us
assume a SISO nonlinear dynamic system whose input and output relationship can
be represented as

y(t) = f(x(t)), (2.1)

where f(·) is a nonlinear dynamic transfer function and x(t), y(t) are the input out-
put signals, respectively. The SISO Volterra series for modeling nonlinear dynamic
transfer function f(·) is [13]

y(t) =
∞

∑

p=0

∫ ∞

−∞

. . .

∫ ∞

−∞

hp(τ1, . . . τn)x(t − τ1) . . . x(t − τp)dτ1 . . . dτp, (2.2)

where hp are the real-valued Volterra kernels of nonlinear order p.

Figure 2.1: Nonlinear MIMO system.

Figure 2.1 shows a nonlinear MIMO system, the input-output relationship of a
nonlinear MIMO system can be represented as

yj(t) = fj(x1(t), . . . , xk(t)) j ∈ [1 . . . k]. (2.3)

In (2.3), fj(·) operates simultaneously on the input signals, indicating that the
nonlinear behavior of a MIMO system is different from the SISO system. The fj(·)
can be modeled by the time domain MIMO Volterra series. An M × M MIMO
system can be written as M MISO systems, the output of channel 1 of a 2×2



2.2. COMPLEX BASE-BAND MIMO VOLTERRA 11

MIMO system can be written as [31]

y1(t) =

∫ ∞

−∞

h(1,1,1)(τ)x1(t − τ)dτ +

∫ ∞

−∞

h(1,1,2)(τ)x2(t − τ)dτ (2.4a)

+

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

h(3,1,111)(τ1, τ2, τ3)x1(t − τ1)x1(t − τ2)x1(t − τ3)dτ1dτ2dτ3

(2.4b)

+

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

h(3,1,222)(τ1, τ2, τ3)x2(t − τ1)x2(t − τ2)x2(t − τ3)dτ1dτ2dτ3

(2.4c)

+

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

h(3,1,112)(τ1, τ2, τ3)x1(t − τ1)x1(t − τ2)x2(t − τ3)dτ1dτ2dτ3

(2.4d)

+

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

h(3,1,122)(τ1, τ2, τ3)x1(t − τ1)x2(t − τ2)x2(t − τ3)dτ1dτ2dτ3

(2.4e)

+ . . . +

∫ ∞

−∞

. . .

∫ ∞

−∞

h(p,1,11...1)(τ1, . . . , τp)x1(t − τ1) . . . x1(t − τp)dτ1 . . . dτp

(2.4f)

+ . . .

where h(nonlinear order,output channel, input combination) indicates real-value MIMO Vol-
terra kernels for a specific nonlinear order, output channel and input signal(s) com-
bination. In (2.4a), h(1,1,1) and h(1,1,2) are the linear kernels of the input signals
x1(t) and x2(t), respectively. In (2.4b) and (2.4c), h(3,1,111), h(3,1,222) represent
3rd order self-kernels, whereas h(3,1,112), h(3,1,122) in (2.4d) and (2.4e), respectively,
are the cross-kernels. These cross-kernels are due the coupling of signals from one
channel to another. h(p,1,11...1) in (2.4f) is the p-th order self-kernel.

The self-kernels have the same symmetry properties as the SISO Volterra ker-
nels, i.e., h(3,1,111)(τ1, τ2, τ3) = h(3,1,111)(τ2, τ1, τ3) for all the permutation of τ1, τ2

and τ3. However, the cross-kernels have lower symmetry compared to the self-
kernels [31], e.g., h(3,1,112)(τ1, τ2, τ3) = h(3,1,112)(τ2, τ1, τ3) only for the permuta-
tion of τ1, τ2, but not for other permutation of τ1, τ2, τ3, i.e., h(3,1,112)(τ1, τ2, τ3) 6=
h(3,1,112)(τ1, τ3, τ2). Similarly h(3,1,122)(τ1, τ2, τ3) = h(3,1,122)(τ1, τ3, τ2) for the per-
mutation of τ2, τ3 but not for the other permutation of τ1, τ2 and τ3.

2.2 Complex base-band MIMO Volterra

In wireless communication systems, the input-output signals are represented on
complex base-band form as the bandwidth of the signal is in the order of kHz to
MHz, while the operational carrier frequency is typically in the order of GHz. Since
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the primary interest is the frequencies close to the carrier frequency. A common
method to represent a signal close to the carrier is to use a complex valued base-
band signal [47]. The complex base-band discrete time SISO Volterra model is [38]

y(n) =
P

∑

p=1

M
∑

m1=0

. . .

M
∑

mp=mp−1

M
∑

mp+1=0

. . .
∑

m2p−1=m2p−2

h2p−1(m1, . . . , m2p−1)

×x(n − m1) . . . x(n − mp)x(n − mp+1)∗ . . . x(n − m2p−1)∗,

(2.5)

where x(n),y(n) are nth samples of the complex base-band input and output sig-
nals, respectively, hp is the complex-valued pth order kernel, and (·)∗ represents
the complex conjugate. In (2.5), h3(m1, m2, m3) = h3(m2, m1, m3) due to kernel
symmetry, thus the redundant terms are removed. Moreover, even-order kernels
are also removed since their effect can be omitted in band-limited modeling [15].
We extend the model in (2.5) to the MIMO case. The output signal is then

y1(n) =
M

∑

m=0

h(1,1,1)(m)x1(n − m) +
M

∑

m=0

h(1,1,2)(m)x2(n − m) (2.6a)

+
M

∑

m1=0

M
∑

m2=m1

M
∑

m3=0

h(3,1,111)(m1, m2, m3)x1(n − m1)x1(n − m2)x∗
1(n − m3)

(2.6b)

+
M

∑

m1=0

M
∑

m2=m1

M
∑

m3=0

h(3,1,222)(m1, m2, m3)x2(n − m1)x2(n − m2)x∗
2(n − m3)

(2.6c)

+
M

∑

m1=0

M
∑

m2=m1

M
∑

m3=0

h(3,1,112)(m1, m2, m3)x1(n − m1)x1(n − m2)x∗
2(n − m3)

(2.6d)

+
M

∑

m1=0

M
∑

m2=m1

M
∑

m3=0

h(3,1,221)(m1, m2, m3)x2(n − m1)x2(n − m2)x∗
1(n − m3)

(2.6e)

+
M

∑

m1=0

M
∑

m2=0

M
∑

m3=0

h(3,1,121)(m1, m2, m3)x1(n − m1)x2(n − m2)x∗
1(n − m3) (2.6f)

+
M

∑

m1=0

M
∑

m2=0

M
∑

m3=0

h(3,1,122)(m1, m2, m3)x1(n − m1)x2(n − m2)x∗
2(n − m3) (2.6g)

+...

In (2.6), y1(n) is the output signal of channel 1, x1(n) and x2(n) are the complex
base-band input signals. Equation (2.6a) represents linear kernels, one for each
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input signals. Self-kernels are represented in (2.6b) and (2.6c); these self-kernels
have the same symmetry properties as the SISO Volterra series. Cross-kernels given
by (2.6d) and (2.6e) have the same symmetry properties as (2.4d) and (2.4e) i.e.,
h(3,1,112)(m1, m2, m3) = h(3,1,112)(m2, m1, m3) but not for other permutations of
m1, m2 and m3. Cross-kernels given in (2.6f) and (2.6g) do not have any symmetry
properties for any permutations of m1, m2 and m3. Furthermore, kernels given
in (2.6f) and (2.6g) are not present in a continuous time domain MIMO Volterra
model.

2.3 Nonlinear and linear cross-talk in MIMO transmitter

In electrical systems, coupling or cross-talk effect is due the interference of a signal
from one or more sources. In MIMO transmitters, cross-talk occurs due the inter-
ference between the signals of different channels. In most cases these signals have
the same operational frequency and transmission power. Therefore, cross-talk is
likely to occur and is difficult to avoid entirely, especially in an integrated circuit
design where the size is important.

In a MIMO transmitter, cross-talk can be categorized as input (nonlinear) and
output (linear) cross-talk, depending whether the cross-talk occurs before or after
the nonlinear component [28] i.e., the PA, as shown in Figure 2.2. In Figure 2.2,
α and β are the impulse response of the linear filters before and after the PAs,
indicating the amount of cross-talk. In this thesis, the cross-talk is assumed to be
frequency independent i.e., memory less. Note that in the rest of the thesis, input
cross-talk will be referred as nonlinear cross-talk and output cross-talk as linear
cross-talk [27].

Figure 2.2: 2×2 RF MIMO transmitter, α and β represents input and output
cross-talk, respectively.

The input-output relationship of a 2×2 MIMO transmitter in presence of non-
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linear cross-talk can be represented as

y1 = f1(x1(n) , α ⋆ x2(n))

y2 = f2(α ⋆ x1(n) , x2(n)), (2.7)

where α is the amount of cross-talk at the input of the PAs and ⋆ indicates con-
volution. In (2.7), f1(·) and f2(·) are the nonlinear dynamic transfer functions of
channel 1 and 2, respectively. These nonlinear transfer functions can be modeled by
(2.6) since f1(·) and f2(·) operate simultaneously on both input signals. In the pres-
ence of linear cross-talk, the output of a 2×2 MIMO transmitter can represented
as

y1 = f1(x1(n)) + β ⋆ f2(x2(n))

y2 = β ⋆ f1(x1(n)) + f2(x2(n)). (2.8)

where β is the amount of cross-talk at the output of the PAs. Equation (2.8)
indicates that the output of each channel is a linear combination of f1(·) and f2(·),
respectively, which can be modeled by the SISO Volterra series given in (2.5). In
presence of no cross-talk i.e., α and β are equal two zero, Figure 2.2 can be viewed
as two separate SISO systems and the output of each channel can be modeled by
(2.5).

Note that the models discussed in this thesis do not require the prior knowledge
of the particular cross-talk effect or cross-talk type, i.e., the cross-talk is not an input
parameter to these models. In the system identification, the model parameters
take into account the amount of cross-talk. Moreover, any mismatch in the level of
cross-talk will also be taken into account by the model parameters during system
identification.

2.4 System Identification

In order to estimate the model parameters, the output signal model of a 2×2 MIMO
PA can be written as

[

y1

y2

]

=

[

H1 0
0 H2

] [

θ1

θ2

]

+

[

v1

v2

]

, (2.9)

where H1 and H2 are the regression matrices for channel 1 and 2, respectively. The
signals v1(n) and v2(n) are uncorrelated white gaussian noise with zero-mean, θ1

and θ2 are the complex valued parameter vectors. Note that the outputs are decou-
pled in (2.9), i.e., the parameters for channel 1 and 2 are independently estimated.
The regression matrix H1 is

H1 =











φ1(1) φ2(1) . . . φO(1)
φ1(2) φ2(2) . . . φO(2)

...
...

. . .
...

φ1(N) φ2(N) . . . φO(N)











, (2.10)
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where φi(·) are the basis functions of the model. In (2.10), O is the total number
of basis functions and N is the number of samples.

The 2×2 Volterra model in (2.6) is linear in the parameters. A linear least
square estimation (LSE) [48] can be used to estimate the model parameters by
minimizing the cost function

θ̂j = arg
θj

min ‖yj − Hjθj‖. j ∈ [1, 2] (2.11)

The parameters, θj , in (2.11) can be determined as

θ̂j = (H∗
j Hj)−1H∗

j yj , (2.12)

where θ̂j are the estimated parameters. Equation (2.9) can also be used for modeling
concurrent dual-band PAs where the input and output signals are operating at
different carrier frequencies. In papers A, B and C, LSE is employed to identify
the model parameters. Note that in all experiments, noise is assumed to be zero-
mean white gaussian noise (WGN) which results in unbiased estimates using LSE.
However, in case of non zero-mean WGN, LSE will result in biased estimates [49,
50].





Chapter 3

Experimental Setup

This chapter gives a brief introduction to the experimental setups and performance
metrics used in papers A, B and C. The experimental setups used in papers A and
B are described in Section 3.1, whereas the experimental setup used in paper C is
described in Section 3.2.

3.1 MIMO PA experimental setup

The experimental setup used to obtain the data needed for modeling and DPD of
the 2 × 2 MIMO PA in paper A is shown in Figure 3.1. The test signals were

Figure 3.1: Experimental setup used in paper A. The DUT consists of two Mini-
Circuit ZVE-8G+ amplifier sandwich between the directional couplers.

generated using two Rhode & Schwarz (R&S) SMBV 100a vector signal-generators
(VSGs) connected in master-slave configurations and were base-band synchronized.
RF coherency was achieved by feeding a common local oscillator (LO) signal to the
VSGs. The LO signal was generated using Holzworth HS9003A RF synthesizer. To
study the effect of partially non-coherent RF signals on the performance of DPD
algorithm, the VSGs were only sharing a common 10 MHz reference clock and the
common LO was removed. The signals were operating at a carrier frequency of 2.14
GHz and were down-converted to IF using a wide-band down-converter. The IF
signals were digitized using SP-devices ADQ-214 analog-to-digital converter (ADC)

17
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which has a resolution of 14-bits and the maximum sampling rate is 400 MHz. The
total digital bandwidth achievable with the ADC is 200 MHz.

Experimental setup used in paper B was the same as in A except the receiver
which consists of two down-conversion chain formed with 2 mixers and band-pass
filters. Moreover, the carrier frequency was 1.8 GHz and −20-dB cross-talk level
was used at the input and output of the DUT, whereas in paper A, two cross-talk
levels were used, namely, −20 and −30-dB.

3.2 Concurrent dual-band PA setup

The experimental setup used in paper C is shown in Figure 3.2. Two R&S SMBV
100a VSGs were used to generate two two-tone signals operating at the carrier
frequencies of 2 and 2.3 GHz concurrently. The RF signals were combined using
a wide-band power combiner. The output RF signal from the DUT was down-
converted to an IF signal using a wide-band down-converter. Since the output
RF signal has two operational carrier frequencies, the LO frequency of the down-
converter was tuned for down-converting the lower and/or upper band signal one
at a time. The down-converted signal was digitized using the above mentioned
ADC. The VSGs were base-band synchronized. Coherent RF signals were generated
using two external LO signals. The LO signals were generated using the Holzworth
HS9003A RF synthesizer.

Figure 3.2: Measurement setup used in paper B.

3.3 Coherent averaging

To improve the performance of the measurement system, coherent averaging was
performed to increase the dynamic range of the system. In coherent averaging,
repetitive signals are used as an input to the DUT and the sampling frequency and
number of samples of the measured signals are chosen such that an integer number of
repeated periods are captured and arithmetic averaging is performed [51]. Coherent
averaging can reduce the effect of measurement noise by 20log10(N), where N is
the integer number of measurements.
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3.4 Devices Under Test

In paper A and paper B, the DUT consists of two Mini-Circuit ZVE-8G+ general
purpose wide-band amplifiers sandwiched between two directional couplers. The
PA has a nominal small signal gain of 30 dB and the output 1 dB compression point
of 32 dBm. In paper C, two PAs were used as the DUTs namely ZVE-8G+ and
a free-scale MRF 521120 HS Doherty PA with a typical gain of 15 dB. The DUTs
used in papers A, B and C were warmed up for an hour, and then operated at
steady stage. The assumption of a time invariant system should, hence, be valid.

3.5 Experimental signals

In paper A, two different sets of WCDMA signals were used for the identification
and validation of the proposed models. Each set consisted of two different WCDMA
signals for each channel. The sampling rate of the signals was 30.72 MHz and the
total number of samples was 40960 with peak-to-average power ratio (PAPR) of
more than 8 dB. In paper B, multi-tone signals with a bandwidth of 4.8 MHz were
used to evaluate the performance of the sparse DPD model. The total number of
samples used were 20000 and at a sampling rate of 80 MHz with PAPR of more
than 9 dB.

In paper C, two two-tone signals were used. To study the memory effects of a
concurrent dual-band PA, these signals were swept both in power and frequency.

3.6 Performance Metrics

In order to evaluate the performances of the proposed models, the metrics used are
described below.

• Normalized mean-square error (NMSE) is used in paper A and B, respec-
tively, and is defined as [8]

NMSE =

∫

Φe(f) df
∫

Φy(f) df
, (3.1)

where Φe(f) is the error power spectrum and Φy(f) is the power spectrum
of the measured output signal; integration is carried out across the available
bandwidth.

• Adjacent channel error power ratio (ACEPR) is used only in paper A and is
defined as [8]

ACEPR =

∫

adj. ch. Φe(f) df
∫

ch. Φy(f) df
, (3.2)

where the integration in the numerator is performed over the adjacent channel
with maximum error power and in the denominator, integration is performed
over the input channel.
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• Adjacent channel power ratio (ACPR) is used in paper A and B, respectively,
and is defined as [8]

ACPR =

∫

adj. ch.
Φy(f) df

∫

ch.
Φy(f) df

, (3.3)

where in the numerator integration is performed over the adjacent channel
with the largest amount of power; in the denominator, integration is per-
formed over the input channel band.

To evaluate the frequency dependency in paper C, 3-D asymmetric energy
surfaces were plotted by subtracting the upper intermodulation (IM) and cross-
modulation (CM) products from their corresponding lower IM and CM products,
respectively. As such the amount of asymmetry between the IM and CM products,
respectively can be determined. The asymmetry between the IM products can be
defined as [52]

IMasymmetry = 20 × log10(
IMU

IML
) = IMUdB

− IMLdB
, (3.4)

where IMU and IML indicates upper and lower IM products. The classical 2-
D plots for both frequency and input power sweep were also used. Furthermore,
for the power sweep, the measured IM and CM amplitudes were also evaluated
against a 3:1 amplitude slope. The 3:1 amplitude slope indicates whether or not
the amplitudes of IM and CM products are proportional to the third power of the
input amplitude [53].



Chapter 4

Behavioral Modeling, Linearization

and Parameter Reduction in 2 × 2

MIMO Power Amplifier

This chapter presents three behavioral models for modeling the 2×2 MIMO trans-
mitters described in paper A in presence of different types of cross-talk. The
relationship between DUT and its DPD structure for different types of cross-talk
is also discussed. Moreover, depending upon the type of cross-talk, the correct
model for sufficient DPD performance in terms of NMSE and ACPR is also high-
lighted. A comparative study has also been made with a previously published 2×2
PH model [28].

Parameter reduction techniques are important tools in system analysis. Espe-
cially, the behavioral models (DPD models) for a multi-channel transmitter suffer
from a large number of model parameters, thus making it difficult to identify the
most significant model parameters. The parameter reduction technique presented
in paper B is also discussed briefly, where the least-absolute shrinkage and selec-
tion operator (LASSO) algorithm is implemented to have a working sparse MIMO
Volterra model for DPD.

4.1 Generalized memory polynomial models for a 2×2

MIMO amplifier

Figure 3.1 shows the measurement setup used in paper A. Three cross-talk effects
were studied, namely nonlinear cross-talk (input cross-talk), linear cross-talk (out-
put cross-talk) and nonlinear & linear cross-talk (input and output cross-talk). To
introduce linear cross-talk only, directional couplers at the output of the PA are used
and the output can be represented as in (2.8). The nonlinear functions, f1(·) and
f2(·) in (2.8) can be modeled by the SISO generalized memory polynomial (GMP).
The GMP model was used as it is based on physical knowledge of PAs [38] and
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has been extensively studied for both behavioral modeling and DPD [38, 54]. The
resulting model is a generalized memory polynomial for linear cross-talk (GMPLC)

yi(n) =
P

∑

p=1

M1
∑

m1=0

M2
∑

m2=0

gip,(m1,m2)
xi(n − m1)|xi(n − m1 − m2)|2(p−1)+

P
∑

p=1

M1
∑

m1=0

M2
∑

m2=0

gjp,(m1,m2)
xj(n − m1)|xj(n − m1 − m2)|2(p−1),

i 6= j, i, j ∈ [1, 2]

(4.1)

where gip,(m1,m2)
are complex-value model parameters, P is the nonlinear order,

and M1 and M2 are the memory depths.
In presence of nonlinear cross-talk only, the output of the 2×2 MIMO PA is

defined by (2.7), where f1(·) and f2(·) operates simultaneously on both input sig-
nals. To compensate for such effects, the model should include cross-terms between
x1 and x2 along with nonlinear SISO combinations given by (4.1). By combining
nonlinear cross-talk with the SISO GMP model, the resulting models are the ex-
tended generalized memory polynomial for nonlinear cross-talk (EGMPNLC) and
generalized memory polynomial for nonlinear cross-talk (GMPNLC) models. The
difference between EGMPNLC and GMPNLC is that the former contains more
cross-kernels. The GMPNLC model is defined as

yi(n) =
P

∑

p=1

P −p+1
∑

q=1

M1
∑

m1=0

M2
∑

m2=0

gi,p,q,(m1,m2)xi(n − m1)

|xi(n − m1 − m2)|2(p−1)|xj(n − m1 − m2)|2(q−1)+

P
∑

p=1

P −p+1
∑

q=1

M1
∑

m1=0

M2
∑

m2=0

gj,p,q,(m1,m2)xj(n − m1)

|xj(n − m1 − m2)|2(p−1)|xi(n − m1 − m2)|2(q−1).

(4.2)

The EGMPNLC model is defined as in Table 4.1. The EGMPNLC terms shown
in Table 4.1 for 3rd order nonlinearity (NL = 3) are equal to the 3rd order terms
in the complex base-band MIMO Volterra. If m2 = m3, (2.6b) - (2.6e) correspond
to the terms in rows 1, 4, 6, 2, and 8 in Table 4.1 except for the terms in row 3
and 7 which correspond to (2.6f) and (2.6e), respectively, if m1 = m3. Therefore,
the EGMPNLC model is a subset of the nonlinear MIMO Volterra model, similarly
GMPLC ⊂ GMPNLC ⊂ EGMPNLC, where ⊂ denotes subset.

Note that in presence of both linear and nonlinear cross-talk, the output signals
of the MIMO PA will contain both SISO nonlinear terms and the cross-terms.
Therefore, EGMPNLC and GMPNLC can model such behavior, since they include
both self and cross-kernels.
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4.2 Behavioral Modeling results

Table 4.2 summarizes the performance of each model in terms of NMSE and
ACEPR. In the presence of linear cross-talk only, all models resulted in an NMSE of
approximately −50 dB, whereas in terms of ACEPR, the GMPLC model resulted
in an ACEPR of −58.9 dB which is 0.3 and 1.3 dB lower in performance than
GMPNLC and EGMPNLC, respectively. For the cases of nonlinear and nonlinear
& linear cross-talk, GMPNLC resulted in the same performance and is 5 dB lower
in performance than EGMPNLC in NMSE and 2 dB in ACEPR. In presence of
nonlinear and nonlinear & linear, previously published 2×2 PH model has infe-
rior performance compared to GMPNLC and EGMPNLC in terms of NMSE and
ACEPR.

Table 4.2: NMSE/ACEPR [dB] for given behavioral models and cross-talk type,
the cross-talk level was -20 dB.

Model Linear Nonlinear Nonlinear&Linear No of
NMSE/ACEPR NMSE/ACEPR NMSE/ACEPR coeff

2×2 PH -41.5/-56.6 -40.1/-54.7 -40/-54.3 180
GMPLC -50.1/-58.9 -42.3/-52.7 -40,1/-51.9 126

GMPNLC -50.3/-59.2 -45.4/-58.9 -45.1/-58.3 242
EGMPNLC -50.2/-60.2 -50.4/-60.1 -50.3/-60.3 486

As shown in Table 4.2, to model a DUT with linear cross-talk, the GMPLC
model can be used since it gives approximately the same model performance com-
pare to GMPNLC and EGMPNLC models with less number of model parameters.
In the presence of nonlinear and nonlinear & linear cross-talk, the DUT can be
modeled by GMPNLC and EGMPNLC models with results in higher model per-
formance compared to GMPLC model in terms of NMSE and ACEPR. Moreover,
the results in Table 4.2 illustrate that 2×2 PH model is not an adequate model for
the MIMO PA, even in the presence of linear cross-talk the model error is higher
compared to the proposed models.

4.3 Linearization results

In an indirect learning architecture (ILA), a post-inverse of the DUT is identified
and used as a pre-inverse (DPD). Moreover, if the post-inverse is modeled by a
memory polynomial e.g., GMPLC, the input and output are interchanged [32].
Figure 4.1 show the relationship between the DUTs and their pre-inverse structures,
and Table 4.3 summarize the model usage for behavioral modeling and DPD under
different cross-talk conditions.

In the presence of nonlinear cross-talk, the corresponding DPD structure is
shown in Figure 4.1 (a), where inverse nonlinear function f−1(·) is followed by the
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Figure 4.1: DUT and corresponding DPD structure

cross-talk. To linearize the DUT with nonlinear cross-talk, the DPD structure can
be modeled by GMPLC. Figure 4.2 show the linearized output spectra of the DUT
in presence of nonlinear cross-talk. The GMPLC model resulted in an NMSE and
ACPR of approximately −45 and −58-dB, respectively, when used as an inverse
model (DPD model). Figure 4.2 shows that EGMPNLC and GMPNLC gives the
same performance as GMPLC, this is because these models also include the SISO
nonlinear terms which are present in the GMPLC model. The 2×2 PH model
resulted in an inferior performance which indicates that the model is not suitable
for such PA. Moreover, Figure 4.2 suggest that GMPLC is an adequate DPD model
for the DUT with nonlinear cross-talk.

In presence of linear cross-talk, the DUT has the structure of nonlinearity f(·)
followed by the cross-talk. Therefore, by implementing ILA principle for DPD,
the corresponding DPD structure is shown in 4.1 (b), i.e., cross-talk followed by
f−1(·). When used as an inverse model, GMPNLC and EGMPNLC models resulted
in similar DPD performance with an NMSE and ACPR of approximately −45 and
−58-dB. The GMPLC resulted in inferior performance due to lack of cross-terms
required to model such DPD structure. The linearized output spectra of the DUT
with linear cross-talk is shown in Figure 4.3.

In presence of both linear and nonlinear cross-talk, the corresponding DPD
structure is shown in Figure 4.1 (c) which can be modeled by GMPNLC and
EGMPNLC. The linearized output spectra is shown in 4.4.

Figure 4.5 shows the impact of coherent and partially non-coherent transmitter
on the performance of DPD. For partially non-coherent signal generation, the DPD
resulted in an NMSE and ACPR of −45.1 and −56.1-dB, whereas coherent mea-
surement resulted in an NMSE and ACPR of −48.5 and −59.4-dB for channel 1 of
a 2 × 2 MIMO PA when the coherent averaging was equal to 100. Figure 4.5 shows
that even with the increase in number of averaging, the difference between coherent
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Table 4.3: Summary of model usage for different cross-talk cases.

Model Cross-talk Behavioral model DPD
type performance performance

GMPLC Sufficient Not sufficient
GMPNLC Linear Sufficient Sufficient

EGMPNLC Sufficient Sufficient
GMPLC Not sufficient Sufficient

GMPNLC Nonlinear Sufficient Sufficient
EGMPNLC Sufficient Sufficient

GMPLC Not sufficient Not sufficient
GMPNLC Nonlinear&linear Sufficient Sufficient

EGMPNLC Sufficient Sufficient
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Figure 4.2: Linearized output of DUT in presence of nonlinear cross-talk

and partially non-coherent measurement on the performance of DPD is 2.5 − 3 and
3−4 dB in terms of NMSE and ACPR, respectively, depending upon additive noise
level. These measurement results show that with partially non-coherent measure-
ment i.e., when signal generators are not sharing the common LO and are just 10
MHz reference clock, the DPD performance degrades.
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Figure 4.4: Linearized output of DUT in presence of nonlinear & linear cross-talk

4.4 Sparse estimation techniques

One particular problem associated with the generalization of SISO memory polyno-
mial models to multiple input cases is the increase in the number of model param-
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Figure 4.5: Measured NMSE and ACPR vs number of coherent averaging of the
linearized output signal with coherent and partially non-coherent signal generation.
The DUT had -30 dB nonlinear cross-talk and the inverse model for DPD was
GMPNLC.

eters. The large number of parameters also has a negative effect in the LSE-based
model identification (cf. (2.12)). First, the matrix inversion becomes computation-
ally expensive, second, it raises numerical instability issues. Therefore, parameter
reduction techniques are needed for MIMO and concurrent multi-band nonlinear
systems.

Sparse estimation techniques are becoming popular since they enable to signifi-
cantly reduce the number of model parameters required by behavioral modeling and
DPD while achieving comparable performance in terms of both model performance
and compensating distortions [55, 56]. Sparse estimation techniques and particu-
larly LASSO are often used in biomedical applications for model selection [57, 58],
where the number of basis functions are relatively high. LASSO seeks the most
significant basis functions which then can be used to find model parameters that
accurately represent the system behavior. The LASSO technique has previously
been used for SISO behavioral modeling [59, 60]. The technique can also be im-
plemented for MIMO and concurrent multi-band systems to reduce the number of
parameters. The LASSO is given by

minimize
{θj}

j

K
∑

j=1

‖xj − Hjθj‖2 ,

subject to
N

∑

n=1

Rn|θj(n)| ≤ γj .

(4.3)
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Table 4.4: MIMO predistorters performance with and without LASSO

Model # of basis NMSE ACPR

2×2 MIMO Volterra 1402 - -

2×2 sparse MIMO Volterra 220 -42 / -43 dB -52 / -54 dB

In (4.3), ‖·‖2 denotes the ℓ2 norm, γj is the trade-off parameter for sparsity against
model fitting, θj(n) is the n-th parameter of the vector θj . Rn is a scalar normaliz-
ing factor required since the model parameters have different scales of magnitude.
Rn is set as the sample variance of the n-th column of the regression matrix Hj.
The problem in (4.3) can be solved using the convex solvers [61]. The basis func-
tions are selected based upon there amplitude, i.e., the basis functions with lower
amplitude than a certain value are not selected. Once the optimal basis functions
are selected, LSE can be used to identify the sparse model parameters.

4.5 Sparse Volterra DPD Results

In paper B, the MIMO Volterra model defined in (2.6) was used as a DPD model
for a 2×2 MIMO transmitter in the presence of −20 dB nonlinear & linear cross-
talk. The initial sets of basis functions were 1402 found by using (2.6) with 9th

order nonlinearity and linear terms had a memory depth of 5. For 3rd, 5th, 7th and
9th order terms, the memory depths were 3, 2, 1 and 0. Table 4.4 summarizes the
performance of the MIMO predistorters and Figure 4.6 shows the condition number
of regression matrices when LSE was used with and without the implementation
of the LASSO algorithm. The condition number of the Volterra system without
LASSO is large which results in numerical instabilities, whereas, the reduced model
has lower condition number which results in better numerical properties when LSE
is used. Figure 4.7 shows the linearized output spectra of channel 1 and 2 of the
MIMO PA.

Table 4.5 summarize the performance of GMPNLC model used as a behavioral
model for modeling the nonlinear behavior of DUT in paper B with and without
LASSO technique. In (4.2), the nonlinear order was 9 and memory depths M1 and
M2 were 2 and 3, respectively. Such combinations of nonlinear order and memory
depths resulted in 150 basis functions, whereas, when LASSO was implemented,
the total number of model parameters reduced to 53 with comparable performance
in terms of NMSE and ACEPR.
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Table 4.5: Performance of GMPNLC as behavioral model with LASSO algorithm
for DUT in paper B

Model # of basis NMSE ACEPR

GMPNLC 150 -45 / -44 dB -56 / -55 dB

sparse GMPNLC 53 -44 / -43 dB -54 /-54 dB



Chapter 5

Characterization of Memory

Effects in Concurrent Dual-Band

Power Amplifier

In wireless systems, RF PAs have traditionally been characterized using power
swept continuous wave signals to measure amplitude-amplitude (AM/AM) and
amplitude-phase (AM/PM) distortions. This is enough for narrow band systems
such as a global system for mobile communications (GSM). For larger bandwidth
system with fast changing signal envelope, the above technique is not enough [22].
Large research efforts have therefore been made to characterize the memory effects
in RF PAs. Consequently, there are several techniques in which the nonlinear dy-
namic behavior of PA can be characterized. Among these techniques, the two-tone
measurement technique is frequently used, where the signal is swept both in power
and frequency. In a two-tone test, a signal operating at two frequencies is used
to excite the DUT. In most cases, the 3rd order intermodulation products (IM)
amplitude and phase is used as a measure of nonlinearity. Metrics such as 1 dB
compression point and 3rd order intercept point are sometimes used to quantify the
nonlinearity and are extracted from the measured IM products [62].

In a two-tone tests, the memory effects are also quantified from the measure-
ment of frequency dependence and asymmetry of lower and upper IM products
vs. tone spacing [22–26]. Sweeping the power of a two-tone signal and measuring
the amplitudes of the IM products is sometimes used to identify sweet spots and
the transition between large and small signal regimes of the DUT [63]. In [21], a
3rd order Volterra kernel which is a function of three frequencies was found using
three tone test signals and symmetry analysis of the 3rd order Volterra kernel in
the frequency domain was performed.

With the increasing interest for the development of multi-channel RF trans-
mitters, methods for characterizing the memory effects become more important
because of the presence of cross-terms as mentioned in chapter 2. In [64], a two
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Figure 5.1: Illustration of frequency location of IM and CM products at a carrier
frequency of ωc1

tone measurement was made on a concurrent dual-band RF PA, but no power and
frequency sweeps were made. In this chapter, a method to analyze the IM products
and cross-modulation (CM) products is introduced along with the summarization
of measurement results presented in paper C.

5.1 Analysis of IM and CM products

To analyze the memory effects in multi-channel transmitters, an approach similar
to SISO two-tone measurements can be used, i.e., each band can be excited with the
two-tone signals which are symmetric around their respective carrier frequencies.
Moreover, these two-tone test signals should be designed such that ∆ωL > ∆ωU

or vice versa, where ∆ωL and ∆ωU are the upper and lower angular frequencies of
two-tone signals operating at lower and upper band carrier frequencies, respectively.
Angular frequencies are defined as ∆ωU = 2π(∆f ) and ∆ωL = 2π(∆f + δf ), with
δf being a constant tone difference and ∆f a varying tone difference. Figure 5.1
illustrates the frequency locations of IM and CM products.

The difference in the tone spacing of upper and lower two-tone signals is essential
to differentiate between the IM and CM products, and to avoid overlapping. The
method can also be used for the characterizing of memory effects in nonlinear
MIMO transmitters, where the channels are operating at the same frequencies. In
paper C, carrier frequencies for upper and lower bands were operating at 2.3 and
2 GHz, respectively and the frequency sweep was performed between 100 kHz and
10 MHz. ∆f was varying with a step size of 0.1 MHz with δf fixed at 100 kHz. For
amplitude sweep, the step size was 0.09 dB and the input power was swept between
−16 dBm and 1 dBm. The IM and CM products were analyzed graphically using
classical 2-D plots and evaluated against 3:1 amplitude slope when power sweep
was performance. The 3:1 slope indicate that the amplitudes of IM and CM tones
are proportional to the 3rd power of the input amplitude [53]. A asymmetric 3-D
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Figure 5.2: Measured amplitude of IM product relative to the carrier frequency of
2 GHz versus power sweep. A 3:1 slope is indicated by the black dotted line.

energy surfaces [52] were also used to spot region where the memory effects are
more prominent.

5.2 Measurement Results

Figure 5.2 and 5.3 show the result of power sweep for IM and CM products, re-
spectively. The dotted line indicate the 3:1 slope between −14 and −4 dBm input
power. The measurement result in Figure 5.2 indicate that the amplitude of IM
products is not proportional to the 3rd power of input signals which indicates that
the IM products are not purely due to 3rd degree nonlinearities. The asymmetry
between upper and lower IM products indicate memory effects. Figure 5.3 show
that the lower inner and outer CM product (CML) approximately increases to the
3rd power of input signals, where as upper inner and outer CM product (CMU )
slightly deviates from the 3:1 slope. Furthermore, Figure 5.3 indicates that both
inner and outer CM products have approximately same asymmetric behavior and
the asymmetry is lower compared to IM products.

The results for the frequency sweep are shown in Figure 5.4 and 5.5 for IM and
CM products, respectively. Two things can clearly be observed from Figure 5.4 and
5.5, i.e., the IM products have notable memory effects than CM products as the IM
products have much amplitude degradation with increase tone spacing compared
to the CM products. Second, the amplitude levels of IM and CM products are
different for the same input power level. In paper C it has been shown that the
amplitude of CM products is more than the IM products by a factor of 2. Figure
5.6 shows the post processed amplitudes of IM products by taking into account the
factor of 2 between the amplitudes of IM and CM products, we clearly see that
the IM and CM products have approximately the same frequency dependence with
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Figure 5.3: Measured amplitude of inner and outer CM products relative to the
carrier frequency of 2 GHz versus power sweep. A 3:1 slope is indicated by the
black dotted line.
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Figure 5.4: Measured amplitude of IM product as a function of frequency spacing
relative to the carrier frequency of 2 GHz versus frequency sweep at Pin = −6
dBm.

increasing tone spacing compared to the results in Figure 5.4 and 5.5. Figure 5.7
show the asymmetric energy surface obtain by (3.4). Asymmetric energy surface
can be utilize to highlight the frequency and power region of PAs which are sensitive
to memory effects, e.g., in Figure 5.7 for a tone spacing lower than 1 MHz and for
an input power less than −4 dBm, asymmetry is significant. Whereas, in some of
the power and frequency region the asymmetry is zero i.e., where upper and lower
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Chapter 6

Conclusion

The main goal of this thesis is to develop new models for the characterization
and linearization of multi-channel RF PAs. Three topics have been studied and
evaluated experimentally that address some challenges faced by the multi-channel
RF PAs.

The nonlinear behavior of the MIMO PAs is different compared to the SISO PAs.
To model such behavior, three models proposed in paper A are presented and com-
pared with the previously published 2×2 PH model for MIMO transmitters. The
GMPLC model is proposed for a DUT with linear cross-talk and for behavioral
modeling, the GMPLC resulted in an NMSE and ACEPR of −50.1 and −58.9-dB,
respectively, and is 9 dB lower in NMSE compared to the 2×2 PH model and 2.3
dB lower in terms of ACEPR. When used as a pre-inverse model for DUT with
nonlinear cross-talk, the GMPLC resulted in an ACPR of −58 dB and an NMSE
of approximately −45 dB. For behavioral modeling of DUTs with nonlinear and
nonlinear & linear cross-talk, the GMPNLC and EGMPNLC models are proposed.
Similarly, when used as a pre-inverse model for a DUT with linear or nonlinear
& linear cross-talk, both GMPNLC and EGMPNLC resulted in adequate perfor-
mance compared to the 2 × 2 PH model. Therefore, for different cross-talk types
the selection of a correct model is essential to have sufficient behavioral modeling
and DPD performance. Moreover, the effect of coherent and partially non-coherent
signal generation on the performance of the DPD algorithm is also highlighted,
where non-coherent signal generation resulted in the degradation of DPD perfor-
mance. Such effects are also present in the SISO signal generation but are more
pronounced in multi-channel systems.

The behavioral models for multi-channel PAs contain a large number of model
parameters compared to the SISO behavioral models. The increased number of
model parameters are due to the presence of cross-terms and reduced kernel sym-
metry, thus, the implementation complexity increases. Therefore, the DPD of multi-
channel PAs exacerbate the need for model reduction techniques. The measurement
results discussed in chapter 4 show that with the implementation of sparse tech-

37



38 CHAPTER 6. CONCLUSION

niques presented in paper B, it is possible to have a working sparse DPD model
for multi-channel PAs with performance comparable to that of the corresponding
dense models.

A technique for characterization of memory effects in concurrent dual-band PAs
has been proposed and can easily be adapted to MIMO PAs. It is an extension of a
conventional two-tone test which is extensively used in the characterization of SISO
PAs. For concurrent dual-band PAs, a two-tone signal is injected into each channel
and the frequency separation of one of the two-tone test signal is slightly higher in
one of the channels. This frequency separation is essential to differentiate between
IM and CM products. Furthermore, asymmetric energy surfaces are introduced
also for CM products. These can be used to identify the power and frequency
regions where the memory effects are dominant in IM and CM products. Since the
method characterizes the memory effects of IM and CM products, this information
can be utilized for tuning parametric DPD models in terms of memory depth and
nonlinear order.
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