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ABSTRACT: Room temperature ionic liquids (ILs) of the imidazolium family have attracted much attention during the past decade for their capability to dissolve biomass. Besides experimental work, numerous computational studies have been concerned with the physical properties of both neat ILs and their interactions with different solutes, in particular, carbohydrates. Many classical force fields designed specifically for ILs have been found to yield viscosities that are too high for the liquid state, which has been attributed to the fact that the effective charge densities are too high due to the lack of electronic polarizability. One solution to this problem has been uniform scaling of the partial charges by a scale factor in the range 0.6–0.9, depending on model. This procedure has been shown to improve the viscosity of the models, and also to positively affect other properties, such as diffusion constants and ionic conductivity. However, less attention has been paid to how this affects the overall thermodynamics of the system, and the problems it might create when the IL models are combined with other force fields (e.g., for solutes). In the present work, we employ three widely used IL force fields to simulate 1-n-butyl-3-methylimidazolium chloride in both the crystal and the liquid state, as well as its binary mixture with ethanol. Two approaches are used: one in which the ionic charge is retained at its full integer value and one in which the partial charges are uniformly reduced to 85%. We investigate and calculate crystal and liquid structures, molar heat capacities, heats of fusion, self-diffusion constants, ionic conductivity, and viscosity for the neat IL, and ethanol activity as a function of ethanol concentration for the binary mixture. We show that properties of the crystal are less affected by charge scaling compared to the liquid. In the liquid state, transport properties of the neat IL are generally improved by scaling, whereas values for the heat of fusion are unaffected, and results for the heat capacity are ambiguous. Neither full nor reduced charges could reproduce experimental ethanol activities for the whole range of compositions.

1. INTRODUCTION

Ionic liquids (ILs) are salts, composed of organic cations and organic or inorganic anions, which melt at relatively low temperatures. They have almost negligible vapor pressures and as a consequence very low flammability. In addition, they are recyclable and can, by varying the composition, be designed for specific purposes, such as reaction medium for chemical synthesis or catalysis and, indeed, solvation.1

In 2002, the group of R. Rogers discovered that 1-n-butyl-3-methylimidazolium chloride ([BMIM]Cl, see Figure 1) was capable of dissolving lignocellulosic biomass at a solubility of up to 25% (wt %), a much higher extent than in both aqueous solvents and most of the traditional organic solvents.2 Since then, a large number of ILs capable of dissolving cellulose and related carbohydrates have been found.3 Today, biomass is still one of the most under-utilized natural resources, but this may change as new technologies based on processing with ionic liquids followed by selective precipitation of its constituents: cellulose, hemicellulose, and lignin, become accessible.4,5

The use of molecular dynamics (MD) simulations to study ionic liquids has a long history, dating back to at least the 1970s.6 These early studies were primarily of a more general theoretical kind, but in 2002, just about the same time as when Rogers and co-workers dissolved cellulose in [BMIM]Cl, the first general force field for ionic liquids containing imidazolium cations was published, with an strong commitment to the development of new “green” technologies.7 In 2004 Canongia Lopès et al. published the first in a series of papers describing a general force field for imidazolium-based ILs based on a combination of the OPLS-AA8 and AMBER9 potentials,10 and

Figure 1. Chemical structure of [BMIM]Cl.
in the same year, Liu et al. published a force field for imidazolium ions based solely on the AMBER potential. These two force fields have since become two of the most used parameter sets for IL simulations: but they are of course not the only ones. During the past decade, several atomic force fields for MD simulations of ILs have been developed (see, e.g., Dommert et al. for a recent review). All force fields have been validated, to some extent, by comparing calculated densities, heats of vaporization, translational self-diffusion coefficients, shear viscosities, etc. from MD simulations with the, sometimes scarce, experimental data available. Unfortunately, specifically for the case of ILs comprised of imidazolium-based cations in combination with halide anions, none of these force fields completely reproduced all experimental results. In particular, it was found that transport properties (self-diffusion and ion conductivity) usually were severely underestimated, especially for smaller anions. It was suggested that the reason for this is that the electrostatic interactions become overestimated in classical atomic models, leading to a pronounced charge ordering effect, and that this is a consequence of neglecting both the dynamic electronic polarizability and charge transfer between the ions.

Indeed, it has been shown that force fields that take into account the dynamic electronic polarization effects can represent these molten salts more realistically. As an example, a polarizable force field for 1-ethyl-3-methylimidazolium nitrate presented excellent agreement with experiments in terms of shear viscosity and diffusion. More recently, Borodin developed a general many-body polarizable force field, which reproduced thermodynamic and transport properties of a series of ILs very well. However, these polarizable force fields come at a significantly higher computational cost than conventional nonpolarizable force fields and are not presently practical solutions for large-scale MD simulations.

An alternative approach was proposed by Kördermann and co-workers. They show that it is possible to reproduce experimental self-diffusion coefficients, heats of vaporization, and NMR relaxation times for the ILs \([\text{C}_n\text{MIM}][\text{NTf}_6]\) by optimization of the van der Waals interactions. The resulting force field was also shown to work well for mixtures with organic solvents. Also, the specific functional form of the repulsion-dispersion potential has been shown to influence calculated transport properties, which was successfully utilized in the parametrization of nonpolarizable force fields for several ILs employing integer charges.

Ab initio calculations on isolated ion pairs, as opposed to using single ions, reveal a significant effect from charge transfer. Bühl and co-workers found that using this approach on 1,3-dimethylimidazolium chloride (\([\text{MMIM}]\text{Cl}\)) the total charge on the ions dropped to around \(\pm 0.7e\). Inspired by this, Youngs and Hardacre applied uniform scaling of charges in their model for \([\text{MMIM}]\text{Cl}\) in a systematic way, and found that a total charge around \(\pm 0.7e\) significantly improved the results for the self-diffusion, while the structural properties were less affected. Since then, the use of noninteger ionic charges has been found to improve models for a wide range of ionic liquids, either by uniform scaling, treating the ion charge as yet another variable force field parameter, or by a reduction based on specific ab initio calculations. In addition, Leontyev et al. have proposed to use a charge-scaling factor of about 0.7 in MD simulations of ions in general.

A reduction of partial charges in simulations of ionic liquids has emerged as an attractive alternative to more expensive computational approaches, and, as mentioned above, it does have a theoretical foundation as far as neat ionic liquid systems are considered. However, using these scaled potentials in combination with solutes (e.g., carbohydrates) might be problematic, for instance in the sense that it is not totally obvious weather or not the scaling should apply to the solute as well, or if the scale factor should vary with solute concentration. Nevertheless, Moyna and co-workers studied cellulose dissolution in \([\text{BMIM}]\text{Cl}\) using a uniform charge reduction of 0.73 for the ions and Youngs et al. studied glucose in \([\text{EMIM}]\text{OAc}\) using a scale-factor of 0.85. Also, Liu’s force field has been used to study IL/carbohydrate interactions. Zhao et al. used it to study cellulose dissolution in various ILs and Xu et al. investigated cellulose in \([\text{BMIM}]\text{Cl}\) using the same force field, but with the partial charges scaled according to the work by Chaban et al. In addition, Gross and co-workers have developed a CHARMM-compatible force field to study cellulose dissolution in \([\text{BMIM}]\text{Cl}\) which so far only has been used with integer ionic charges.

In the present study, three atomic, nonpolarizable, force fields that have recently been used to explicitly study IL/carbohydrate interactions and cellulose dissolution in ILs are examined. The main purpose was to investigate how well they reproduce experimental data for the neat IL as well as thermodynamic data for the solvation of polar solutes, and how this is affected by a uniform scaling of partial charges. To that end, we have performed extensive MD simulations to study the IL \([\text{BMIM}]\text{Cl}\) in both the solid and the liquid phase, as well as its binary mixtures with ethanol, at varying compositions. The solid phase is characterized using crystal lattice parameters and molar heat capacity (with quantum-mechanical correction terms). The liquid phase is characterized by its thermodynamic properties (density, self-diffusion, and ionic conductivity). Finally, the binary mixture of \([\text{BMIM}]\text{Cl}\) and ethanol is investigated by its density and ethanol activity, as a function of composition. All properties are compared to experimental data, where available.

2. THEORY AND METHODS

2.1. Quantum Mechanical Correction to the Heat Capacity. The (molar) heat capacity at constant pressure, \(C_p\), can be related to the heat capacity at constant volume, \(C_V\), via the exact thermodynamic relation

\[
C_p - C_V = \Delta C = VT \frac{\alpha_p}{K_T}
\]

where \(V\) is the molecular volume, \(\alpha_p\) is the volumetric thermal expansion coefficient, and \(K_T\) is the isothermal compressibility. \(\alpha_p\) and \(K_T\) can be determined experimentally, or they can be computed from fluctuations in enthalpy \(H\) and volume (see, e.g., Caleman et al.):

\[
\langle \delta V \delta H \rangle = k_B T^2 \langle V \rangle \alpha_p
\]

\[
\langle \delta V^2 \rangle = k_B T \langle V \rangle K_T
\]

In classical thermodynamics, \(C_V\) and \(C_p\) are related to fluctuations in energy and enthalpy through

\[
C_V^{\text{class}} = \langle \delta U^2 \rangle / k_B T^2
\]

\[
C_p^{\text{class}} = \langle \delta H^2 \rangle / k_B T^2
\]
which can be calculated from constant volume or constant pressure MD simulations. However, this method will greatly overestimate \( C_P \), at room temperature and below, due to the fact that a large part of \( C_P \) comes from vibrations that to some extent are quantum mechanical.

One way of correcting for quantum mechanical effects was proposed by Berens et al.\(^4\) They considered the distribution of normal modes, or density of states (DoS), as a function of normal-mode frequency \( \nu \), which can be calculated from the Fourier transform of the mass-weighted atomic velocity autocorrelation functions (see refs 41–44 for details). The distribution should be normalized such that

\[
\int_0^\infty \text{DoS}(\nu) d\nu = 3N
\]

where \( N \) is the total number of degrees of freedom present in the system. If one approximates each normal mode as a quantum mechanical harmonic oscillator with frequency \( \nu_0 \), the contribution to the heat capacity from each such oscillator is

\[
k_B \left( \frac{\nu_0}{k_B T} \right)^2 \frac{\exp \left( \frac{\nu_0}{k_B T} \right)}{\left[ \exp \left( \frac{\nu_0}{k_B T} \right) - 1 \right]^2} = k_B W(\nu_0)
\]

(7)

In the classical limit (large \( T \)), Dulong–Petit’s law is regained (\( k_B \) per degree of freedom), while the expression goes to zero when \( T \) is small. Thus, a quantum mechanical correction to the classical heat capacity may be approximated as

\[
\delta C^{\text{qm}}_V = k_B \int_0^\infty \left( W(\nu) - 1 \right) \text{DoS}(\nu) d\nu
\]

(8)

The final expression for the quantum-corrected heat capacity becomes

\[
C_P^{\text{corr}} = C^{\text{class}}_V + \delta C^{\text{qm}}_V + \Delta C = C^{\text{class}}_P + \delta C^{\text{qm}}_V
\]

(9)

Such corrections have been successfully applied before to, for example, liquid water,\(^4\) ice,\(^5\) and carbohydrates.\(^6\)

2.2. Computational Details. 2.2.1. Force Fields. In the present study, three atomic force fields for [BMIM][Cl] were used. They include a CHARMM-based forced field parameterized by Gross, Bell, and Chu\(^9\) (referred to as GBC), an Amber-based force field derived by Liu, Huang, and Wang\(^11\) (referred to as LHW), and an OPLS-AA force field developed and improved by Canongia Lopes, Dechamps, and Pádua\(^1\) (referred to as CLDP). To investigate the effects of uniform scaling of partial charges, the above force fields were used in two versions, one with the partial charges retained at their original values and one where they were scaled to 85%. This is a smaller scaling than has been used for CLDP before, but since the other two force fields have not been investigated in this respect before, and moreover as the purpose of the present study is not to optimize potential parameters but rather to study the effect of charge-scaling in general, this value was chosen as a compromise.

The potential parameters for ethanol were taken from the CHARMM General Force Field (CGenFF)\(^4\) (combined with the GBC model for [BMIM][Cl]), the General Amber Force Field (GAFF)\(^4\) with partial charges from Fox and Kollman\(^5\) (with the LHW model), and the OPLS-AA force field\(^6\) (with the CLDP model). The ethanol models were always used with their respective partial charges intact; that is, no scaling was applied.

2.2.2. Molecular Dynamics Simulations. In the present work, two different MD simulation programs were used. GROMACS 4.6\(^5\) was used for simulations for \( C_P \) calculations in both the liquid and the solid phase, as well as IL/ethanol binary mixtures. To study transport properties in the liquid state, as well as crystal and liquid structures, simulations were performed using CHARMM v35b4.\(^5\) Care was taken to ensure that the implementations of the force fields produced the same results with both programs and that the simulation protocols were as close to identical as possible.

All simulations were performed in an NPT ensemble using a basic time step of 2 fs, unless otherwise noted. Electrostatics was handled with the PME method\(^5,5\) using a real-space cutoff of 1 nm. Lennard-Jones interactions were gradually switched to zero\(^5\) between 0.8 and 1.2 nm in the case of GROMACS, and between 1.0 and 1.2 nm with CHARMM. Temperature was maintained at the desired target temperature using a Nose–Hoover thermostat\(^5,5\) and pressure was kept at 1 atm using a Parrinello–Rahman barostat\(^5\) in the case of GROMACS, and the extended system method\(^5,5\) in the case of CHARMM. All bonds were kept at their equilibrium values using LINCS\(^6,6\) and SHAKE\(^6\) with GROMACS and CHARMM, respectively, except for the simulations that were used for normal-mode analysis, in which case a fully flexible model was employed. Normal mode distributions for both the crystal and liquid phases were calculated from the atomic velocity autocorrelation functions using the GROMACS utility program g_dos.\(^4\) The simulations used for the DoS calculations extended to 100 ps and were run at constant volume and temperature, with fully flexible bonds, and with all atomic velocities saved every 4 fs, using a basic time step of 0.5 fs. Liquid structure, diffusion, and conductivity was based on 100 ns simulations (after 5 ns of equilibration) with all atomic positions saved every 2 ps, and viscosity was calculated from 5 ns simulations starting from 10 evenly spaced restart-points taken from the last half of the 100 ns trajectory, with the full pressure tensor saved every step.

For simulations of the liquid, a system of 200 ion pairs was used, and for the crystal, 3 × 3 × 3 = 27 unit cells (\( Z = 4 \)) were used, resulting in 108 ion pairs.

The simulations carried out to calculate activity coefficients consisted of [BMIM][Cl]/ethanol mixtures corresponding to ethanol mole fractions of 0.005 (1 ethanol molecule and 200 ion pairs), 0.25 (30/90), 0.40 (50/75), 0.50 (75/25), 0.60 (75/50), 0.75 (150/50), and 1.00 (300 ethanol molecules). The chemical potential of ethanol in each mixture was calculated by thermodynamic integration, in which all intermolecular interactions between one ethanol molecule and the rest of the system was linearly switched off by means of a coupling parameter \( \lambda \), where \( \lambda = 1 \) means all interactions intact, and \( \lambda = 0 \) means the fully decoupled state. To avoid singularities at \( \lambda = 0 \), soft-core potentials\(^5\) were employed. Furthermore, the intramolecular interactions were always kept intact, meaning that the decoupled state corresponded to the vapor phase. Simulations were performed at constant \( \lambda \) at 25 different values between 0 and 1. Each simulation was 5 ns in length, of which the last 4.5 ns were used for analysis. The value of \( dG/d\lambda \) was recorded every 10 steps, and the final integration was performed using BAR.\(^5\) To speed up the convergence of the simulations, replica exchange molecular dynamics (REMD)\(^6\) was employed. Four replicas at temperatures 350, 375, 400, and 425 K were run simultaneously, and exchanges between neighboring replicas were attempted every 10 steps. The acceptance ratio in this setting was around 1/100, leading to around 1000 successful exchanges for each replica in each direction during the course of a simulation. REMD was also
used to calculate densities at 298 K of the two mixtures with lowest ethanol mole fraction ($x = 0.15$ and $x = 0.25$). In this case, four replicas with temperatures 298, 325, 350, and 375 K were used, with approximately the same acceptance ratio as above. For the higher mole fractions ($x \geq 0.4$) only one simulation each at the desired temperature was performed.

3. RESULTS AND DISCUSSION

3.1. Solid State. The crystal structure of [BMIM]Cl has been characterized using X-ray diffraction and differential scanning calorimetry.\textsuperscript{65,66} It was found to exist in two different polymorphs; one with an orthorhombic and one with a monoclinic crystal unit cell\textsuperscript{66} (see Figure 2). Based on its higher melting point, 66 °C compared to 41 °C, the orthorhombic structure was determined to be more thermodynamically stable. Furthermore, it was found that [BMIM]Cl would only crystallize into its monoclinic form in the presence of a second solvent or solute species.\textsuperscript{65}

The structure of the monoclinic polymorph\textsuperscript{66} was downloaded from the Cambridge Structural Database (CSD, ID 213959), and the orthorhombic structure\textsuperscript{65} was taken from the original reference, and simulated under NPT conditions. The temperatures used for studying the structure were 173 and 293 K for the orthorhombic and monoclinic structures respectively, which are the same as in the actual X-ray experiments. Molar heat capacities were calculated at 298 K. All simulations were performed at atmospheric pressure.

Simulations showed that both structures were stable with all force fields. To quantify the agreement between simulated and experimental structures, a lattice root-mean-square deviation, RMSD, was calculated in the following way. For each of the three lattice parameters $a$, $b$, and $c$, the three angles $\alpha$, $\beta$, and $\gamma$, the relative deviation from the experimental value was calculated from 10 ns of simulation data (see Supporting Information Tables S1 and S2). The RMSD was then calculated with respect to these six values. The results for each force field, charge distribution, and crystal polymorph are displayed in Figure 3.

Figure 3 shows that the force field that gives the overall smallest RMSD is LHW, whereas GBC gives the largest. Furthermore, for GBC and LHW the monoclinic structure is more sensitive to the partial charges than the orthorhombic. A reduction to 85% increases the RMSD for the monoclinic structure by around 1%, whereas the orthorhombic is unaffected. For CLDP, however, both structures are affected by approximately the same amount.

The molar heat capacity at constant pressure, $C_P$, of [BMIM]Cl has been determined experimentally\textsuperscript{67–69} at $T = 298$ K to 275.98–322.7 J mol$^{-1}$ K$^{-1}$. Here, $C_P$ at $T = 298$ K for each of the two polymorphs was calculated using eq 9 for each of the three force fields, both with full and scaled charges. The classical value, $C_P^{\text{class}}$, was calculated from enthalpy fluctuations in a 10 ns long trajectory, employing bond constraints. Since the bond potentials are harmonic, they contribute $k_B$ to the heat capacity each. In principal, there exist couplings between bond vibrations and other modes that contribute to the heat capacity. In the present case, by comparing trial simulations with and without bond constraints, these were found to be negligible. Thus, a term $N_c k_B$ to $C_P^{\text{class}}$ was added to the result, where $N_c$ is the number of constraints. The classical heat capacity from the simulations was much higher than the experimental ones. Thus, a quantum mechanical correction to the classical heat capacity

![Figure 2. Crystal structures of BMIM[Cl]. Monoclinic (top) and orthorhombic (bottom).](image)

![Figure 3. Lattice RMSD in percent for the three different force fields and the two different crystal structures at $T = 173$ K for the orthorhombic structure, and $T = 293$ K for the monoclinic structure.](image)
was calculated using eq 8, by integrating over the density of states, DoS(ν).

The results are presented in Table 1. Molar heat capacities of the two crystal polymorphs are comparable, as are the results using different force fields. Furthermore, scaling of partial charges causes only a very small and insignificant increase in the heat capacity. Quantum mechanical effects are expected to become important when the quantum mechanical energy hν is comparable to the thermal energy, that is, hν = k_BT. At 298 K, this means wave numbers from around 100 cm$^{-1}$, and higher. Thus, from Figure 4, it is clear that the larger part of the normal mode distribution is residing in the quantum mechanical regime. It is interesting to note that the classical heat capacity at constant volume, $C_V^{\text{class}}$, in all cases is very close to the result of Petit and Dulong, $k_B$ per degree of freedom, which becomes 648 J mol$^{-1}$ K$^{-1}$ in the present case. Apparently a harmonic model seems a good approximation for the crystal, although there are of course vibrations that are anharmonic, to some extent. The values of $C_V^{\text{class}}$ are a little too low compared to the experimental result, which could either be interpreted as a deficiency of the model, or it could be an indication that the simulations are too short to accurately sample the anharmonic contributions to $C_V$. To investigate how well these anharmonic contributions were sampled, $C_V^{\text{class}}$ was plotted against reciprocal simulation time (Figure 6), in order to get a notion of the convergence. Inspection of Figure 6 shows that for the solid, a few nanoseconds of simulation are enough to be able to make a reliable extrapolation to infinite times.

### 3.2. Liquid State

#### 3.2.1. Liquid Structure

Liquid [BMIM]-Cl structure was characterized using radial distribution functions (RDFs), and spatial distribution functions (SDFs), cf. Figure 5. Differences between force fields are much larger than between full and scaled charges. Charge scaling only slightly affects the position and height of the peaks, as previously noted by Chaban et al.\textsuperscript{26} and the differences are in fact so small that they would hardly be detectable in a neutron diffraction experiment.

#### 3.2.2. Heat Capacity of Liquid [BMIM]Cl and Enthalpy of Fusion

The Molar heat capacity at constant pressure for liquid [BMIM]-Cl was calculated at 420 K using the classical value from enthalpy fluctuations from a 50 ns long trajectory where the first 5 ns were discarded for equilibration, and with quantum mechanical corrections from the distributions of normal modes (eqs 8 and 9). The results are shown in Table 2. Just as for the solid, the purely classical heat capacities are about twice the experimental values, but when a quantum mechanical correction term is added the situation looks much brighter, and

![Figure 4](image-url)
all results end up within 10% of the experimental value\textsuperscript{69} of 340.37 J mol\textsuperscript{−1} K\textsuperscript{−1}.

For all three cases, scaling of partial charges leads to a slightly increased value for the classical $C_P$, and at the same time, the correction term becomes larger in magnitude. This leads to that the final value increases with scaled charges for GBC and LHW, while it decreases slightly for the case of CLDP. It appears that, here, scaling mainly affects the normal modes at low frequencies (see Figure 7). This is reasonable since these low frequency motions are mainly associated with large-scale molecular motions, rotations and translations of whole molecules that are more sensitive to nonbonded interactions than internal vibrations, which are more sensitive to bond and angle potential functions.

Contrary to the solid, $C_V^{\text{class}}$ of the liquid is significantly higher than $k_B$ per degree of freedom (648 J mol\textsuperscript{−1} K\textsuperscript{−1}). This can be understood by the fact that the distribution of normal modes now has a large contribution from anharmonic vibrations, much larger than for the crystal, because the system is a liquid, and also present at a much higher temperature than the solid. These contributions are included in the classical value, but not in the quantum mechanical one, which still is assuming a purely harmonic model. From Figure 6 it is clear that for the solid the fluctuations have converged after only a few nanoseconds but for the liquid the classical heat capacity has not converged until Figure 5.

Figure 5. Cl−H5 and Cl−Cl radial distribution functions (top, middle) and Cl− distributions around the BMIM\textsuperscript{+} cation (bottom) for the three different force fields. In the RDFs, solid curves refer to full charges, and dashed curves to scaled charges. For the SDFs, full charges are represented by green surfaces, and scaled charges by red ones.

Table 2. Molar Heat Capacity of Liquid [BMIM]Cl at 420 K\textsuperscript{a}

<table>
<thead>
<tr>
<th></th>
<th>full charges</th>
<th>CLDP</th>
<th></th>
<th>full charges</th>
<th>CLDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta C_V^{\text{qm}}$</td>
<td>−367.2</td>
<td>−368.6</td>
<td>$\delta C_V^{\text{qm}}$</td>
<td>−377.6</td>
<td>−383.7</td>
</tr>
<tr>
<td>$\Delta C$</td>
<td>37.2</td>
<td>56.2</td>
<td>$\Delta C$</td>
<td>62.0</td>
<td>64.7</td>
</tr>
<tr>
<td>$C_V^{\text{class}}$</td>
<td>671.0</td>
<td>677.4</td>
<td>$C_V^{\text{class}}$</td>
<td>686.0</td>
<td>678.9</td>
</tr>
<tr>
<td>$C_P^{\text{class}}$</td>
<td>370.2</td>
<td>733.6</td>
<td>$C_P^{\text{class}}$</td>
<td>748.0</td>
<td>743.6</td>
</tr>
<tr>
<td>$C_P^{\text{corr}}$</td>
<td>341.0 (8.0)</td>
<td>365.0 (16.8)</td>
<td>$C_P^{\text{corr}}$</td>
<td>370.4 (7.5)</td>
<td>359.9 (4.0)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The different terms are calculated in the same way as for the solid (see text). An estimate of the statistical error is given in parentheses. The experimental\textsuperscript{69} value of $C_P$ at the present temperature is of 340.37 J mol\textsuperscript{−1} K\textsuperscript{−1}.
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Figure 7. Normal mode distributions of liquid [BMIM]Cl at 420 K. Black curves represent full charge, and red curves show scaled charges.

Figure 6. Classical molar heat capacity (from enthalpy fluctuations) vs inverse simulation length, for liquid (left) and solid (right) [BMIM]Cl.

after tens of nanoseconds and, in some cases, not even then. This indicates that simulations as long as, at least, several tens of nanoseconds, even at high temperatures (420 K in the present case) are needed to sample all relevant motions of liquid [BMIM]Cl. This also means that the statistical error is potentially larger than what is given in Table 2, and the values of \( C_P \) must therefore be taken as fairly rough estimates. Systems with scaled charges generally exhibit smaller variations than systems with the charges intact, which is a reflection of the higher mobility in these systems, and which leads to more efficient sampling of configurations. In this context, it is important to remember that the quantum mechanical corrections most likely are overestimated, since \( C_V^{\text{qm}} \) lacks contributions from low frequency motions that are not adequately sampled on a subnanosecond time scale. Still, it is in the low frequency region that the main differences between full and scaled charges are found (see Figure 7).

There is an alternative way of accounting for the anharmonic contributions to the heat capacity that relies on a partitioning of the normal mode spectrum into one harmonic and one diffusive part,43,44 which has recently been used to calculate thermodynamical properties of water,44 organic liquids,41 and molten salts.70 This method was tried but deemed insufficient in the present case since it, for computational reasons, must use fairly short (~1 ns) simulations and thus cannot be expected to sample all relevant motions of a highly viscous liquid. With the \( p\Delta V \) term being negligible, the enthalpy of fusion, \( \Delta_{\text{fus}} H \) of [BMIM]Cl was calculated as the difference in potential energy between the solid (orthorhombic) and the liquid phase, at the experimental melting temperature, \( T_m = 342 \) K.72 Also, energies can be corrected for quantum mechanical effects by adding a correction term calculated from an integral over normal modes:42

\[
\delta U_{\text{qm}} = \int_0^\infty \left( \frac{h\nu}{2} + \frac{h\nu}{\exp(h\nu) - 1} - k_B T \right) \text{DoS}(\nu) d\nu
\]

where the first two terms represent the ground state and the excited states of a quantum mechanical harmonic oscillator, respectively, and the third term is the energy of a harmonic oscillator in the classical limit. The calculated values for \( \Delta_{\text{fus}} H \), with quantum mechanical corrections, are given in Table 3.

Table 3. Enthalpy of Fusion from Simulations

<table>
<thead>
<tr>
<th></th>
<th>full charges</th>
<th>scaled charges</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta_{\text{fus}} H_{\text{class}} )</td>
<td>17.6</td>
<td>17.7</td>
</tr>
<tr>
<td>( \delta \Delta_{\text{fus}} H_{\text{class}} )</td>
<td>-2.4</td>
<td>-3.3</td>
</tr>
<tr>
<td>( \Delta_{\text{fus}} H_{\text{corr}} )</td>
<td>15.2</td>
<td>14.4</td>
</tr>
<tr>
<td>( \delta \Delta_{\text{fus}} H_{\text{corr}} )</td>
<td>-4.4</td>
<td>-2.1</td>
</tr>
</tbody>
</table>

"The first row is the classical value, obtained directly from simulations \( (\Delta_{\text{fus}} H_{\text{class}} = \Delta U_{\text{class}} - \Delta H_{\text{class}}^\text{m}) \), the second row is the quantum mechanical correction calculated using eq 10 \( (\delta \Delta_{\text{fus}} H_{\text{class}} = \delta U_{\text{class}} - \delta H_{\text{class}}^\text{m}) \), and the third row is the corrected value \( (\Delta_{\text{fus}} H_{\text{corr}} = \Delta_{\text{fus}} H_{\text{class}} + \delta \Delta_{\text{fus}} H_{\text{class}} + \delta \Delta_{\text{fus}} H_{\text{corr}}) \). All values are in kJ mol\(^{-1}\). Statistical errors are small, less than 0.1 kJ mol\(^{-1}\)."

Experimental values of \( \Delta_{\text{fus}} H \) for the orthorhombic allomorph falls in the range 21.5–25.2 kJ mol\(^{-1}\).71–73 As can be seen from Table 3, the calculated values spread around the experimental ones. Quantum mechanical correction terms take down the values a little bit, but only by 1–3 kJ mol\(^{-1}\). Charge scaling has a small effect, but other force field parameters are obviously more important here since differences between the different force fields are much larger.

3.2.3. Shear Viscosity, Self-Diffusion, and Ionic Conductivity. The dynamic properties of [BMIM]Cl were
characterized by calculating shear viscosity, self-diffusion coefficients, and ionic conductivity, at 363 K.

The shear viscosity was calculated using the Green–Kubo formalism (see, e.g., Hess\textsuperscript{74}):

$$\eta = \frac{V}{k_B T} \int_0^\infty \langle p_{\alpha\beta}(t_0) p_{\alpha\beta}(t_0 + t) \rangle_b \, dt$$

(11)

where \( p_{\alpha\beta} \) represents the off-diagonal elements of the microscopic pressure tensor. It is evident from Figure 8 and
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**Figure 8.** Calculated viscosity as a function of the upper limit in the Green–Kubo integral (eq 11) for the three force fields (from top to bottom): GBC, LHW, and CLDP. Solid lines refer to full charges, and dashed lines to scaled charges. The gray area represents the standard error.

Table 4 that the original charge distributions give viscosities that are too high, for all three force fields. Even if the calculations have not converged in the present simulations, it is clear that they are larger than 1000 cP, which make them, at least, an order of magnitude larger than the experimental\textsuperscript{53} value of 100 cP, at the present temperature. On the other hand, scaling of the charges to 85\% has a dramatic effect on the viscosity. Now the viscosities from all three force fields end up within a factor of 2 of the experimental result. Remembering that the scale factor of 0.85 used here are somewhat arbitrary, there is clearly room for improvement by fine-tuning of the partial charges to match the experimental viscosity, as in ref 28. However, one has to bear in mind that even if the data for the scaled systems seem converged and the statistical error is fairly small, the results are most likely affected by large uncertainties originating from long correlations in both time and space,\textsuperscript{76} which we presently cannot assess. Therefore, such a parametrization might be somewhat problematic, or at least computationally demanding.

There is no experimental value for the self-diffusion coefficient of [BMIM]\textsuperscript{+}Cl present in the literature. Tokuda et al.\textsuperscript{77} measured self-diffusion for a range of [BMIM]-based ILs which resulted in values in the range 7.5–156 \times 10^{-12} \text{m}^2/\text{s} (see Table 5). Specifically, for ILs having similar viscosity as [BMIM]\textsuperscript{+}Cl, the diffusion coefficients were approximately 130 \times 10^{-12} \text{m}^2/\text{s} and 94–143 \times 10^{-12} \text{m}^2/\text{s} for the cation and the anion, respectively. The same research group later performed MD simulations of the same set of ILs using the CLDP force field (with integer charges) and found that diffusion coefficients at 353 K were consistently about 1 order of magnitude smaller than the experimental ones.\textsuperscript{78}

There are a few results for the self-diffusion of [BMIM]\textsuperscript{+}Cl calculated from MD simulations to be found in literature. Kowarski et al.\textsuperscript{79} reported values at 400 K of 7.2 and 7.5 \times 10^{-12} \text{m}^2/\text{s} for cations and anions respectively, and Urahata et al.\textsuperscript{80} have reported values of both 224.8/112.4 \times 10^{-12} \text{m}^2/\text{s} (cations/anions), and later\textsuperscript{81} 14/31 \times 10^{-12} \text{m}^2/\text{s}, also at 400 K. In all three cases, data were based on fairly short (1 ns) simulations, which, in retrospect, seem too short to be reliable.

In the present paper, the translational self-diffusion coefficient was calculated from the slope of the mean square displacement after long times,

$$D = \lim_{t \to \infty} \frac{1}{6} \frac{d}{dt} \langle (\mathbf{r}(t) - \mathbf{r}(0))^2 \rangle$$

(12)

The translational self-diffusion coefficients are given in Table 4, and the time dependence of the MSDs are shown in Supporting Information Figure S1. It is found that the diffusion coefficients converge quite slowly. For the case of scaled charges, convergence is reached after a few nanoseconds, while it takes about 10 ns for the case of unscaled charges. To achieve satisfactory statistics on these time scales, simulations need to be at least twice as long, in total.

With full charges, self-diffusion coefficients are between 0.10 to 0.93 \times 10^{-12} \text{m}^2/\text{s}, which is more than 2 orders of magnitude smaller than experimental values for [BMIM]\textsuperscript{+} based ILs of similar viscosity as [BMIM]\textsuperscript{+}Cl.\textsuperscript{77} The self-diffusion coefficients for the anions are, consistently, about a factor 1.5 to 2 smaller than the experimental ones.\textsuperscript{78}

K. In all three cases, data were based on fairly short (1 ns) simulations, which, in retrospect, seem too short to be reliable. Yeh and Hummer\textsuperscript{82} have calculated a correction term to self-diffusion coefficients from MD simulations due to the finite size of the simulation box as \( \delta D = k_B T / 6 \pi n L \), where \( L \) is the side length of the cubic box. Here, this correction amounts to approximately...
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Table 5. Experimental\textsuperscript{77} Viscosity (in cP), Self-Diffusion (in $10^{-12}$ m$^2$ s$^{-1}$), and Conductivity Data (in S m$^{-1}$) at 363 K for $[\text{BMIM}]^+$-Based ILs with Different Anions

<table>
<thead>
<tr>
<th>anion</th>
<th>$\eta$</th>
<th>$D^+$</th>
<th>$D^-$</th>
<th>$\sigma$</th>
<th>$\sigma/\sigma_{\text{NE}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF$_6^-$</td>
<td>186</td>
<td>93</td>
<td>75</td>
<td>1.6</td>
<td>0.68</td>
</tr>
<tr>
<td>$(\text{CF}_3\text{SO}_2)$N$^-$</td>
<td>110</td>
<td>126</td>
<td>94</td>
<td>1.2</td>
<td>0.60</td>
</tr>
<tr>
<td>$\text{CF}_3\text{SO}_3^-$</td>
<td>106</td>
<td>127</td>
<td>113</td>
<td>1.9</td>
<td>0.60</td>
</tr>
<tr>
<td>$\text{BF}_4^-$</td>
<td>105</td>
<td>134</td>
<td>143</td>
<td>2.7</td>
<td>0.64</td>
</tr>
<tr>
<td>$\text{CF}_3\text{CO}_2^-$</td>
<td>76</td>
<td>151</td>
<td>136</td>
<td>2.1</td>
<td>0.50</td>
</tr>
<tr>
<td>$(\text{CF}_3\text{SO}_2)$N$^-$</td>
<td>76</td>
<td>182</td>
<td>156</td>
<td>2.0</td>
<td>0.58</td>
</tr>
</tbody>
</table>

“Here, $D$ is the diffusion coefficient of the cation, and $D^-$ is the diffusion coefficient of the anion. The conductivity $\sigma$ is calculated from Green–Kubo integrals, while $\sigma_{\text{NE}}$ are calculated using the Nerst–Einstein approach. The viscosity for the case of full charges is given as the average over the last 50 ps in Figure 8. This means that values for $\eta$ and $R^+$ in this case, are not properly converged. For scaled charges, the averaging is performed over the last nanosecond. Estimated standard errors are given in parenthesis.
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<th>$D^-$</th>
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<td>$\text{CF}_3\text{SO}_3^-$</td>
<td>106</td>
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<td>$\text{CF}_3\text{CO}_2^-$</td>
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<td>2.1</td>
<td>0.50</td>
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<td>$(\text{CF}_3\text{SO}_2)$N$^-$</td>
<td>76</td>
<td>182</td>
<td>156</td>
<td>2.0</td>
<td>0.58</td>
</tr>
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</table>

10% for both the scaled and the unscaled case. This is surely

not negligible in a general sense, but given the magnitude of

other errors present, a more detailed discussion is not necessary in the present case.

The self-diffusion coefficient and the viscosity is related through the Stokes–Einstein relation, which can be written

$$D\eta = \frac{k_BT}{6\pi\eta R}$$  \hspace{1cm} (13)$$

where $R$ is the hydrodynamic radius of the molecule, and $c$ is six under ideal hydrodynamic conditions, but closer to four for ILs.\textsuperscript{83} Using the experimental data,\textsuperscript{77} it is possible to calculate an experimental hydrodynamic radius of $[\text{BMIM}]^+$ to $R^+ = 0.3$ Å (see Figure 9). This is certainly very small, much smaller that the real molecular radii. It might be interpreted as the ions diffusing faster that what is expected from classical hydrodynamics at this viscosity and temperature. However, simulations give radii that are about 1 order of magnitude larger (see Table 4), and moreover essentially unaffected by charge-scaling. This suggests that for $[\text{BMIM}][\text{Cl}]$ it is not possible to achieve agreement with experimental data for both viscosity and self-diffusion coefficients simultaneously using charge-scaling only. However, Martinielli et al.\textsuperscript{83} measured $R^+$ for the $[\text{BMIM}]^+$ cation in $[\text{BMIM}][\text{TF2SO3}]$ to $R^+ = 2.5$ Å, at 313 K. So, there seems to be a nontrivial dependence also on the anion. Apparently, this remains an open issue due to the lack of experimental self-diffusion data for this particular system.

Assuming that ions move independently of each other, the static ionic conductivity can be related to the self-diffusion of ions through the Nernst–Einstein equation:

$$\sigma = \frac{1}{6k_BT} \lim_{t \to \infty} \frac{d}{dt} \langle [M_i(t) - M_i(0)]^2 \rangle$$  \hspace{1cm} (15)$$

Here

$$M_i(t) = \sum z_i r_i(t)$$  \hspace{1cm} (16)$$

using the same notation as above. The values obtained using both methods mentioned above are given in Table 4, and the result using the latter is shown in Figure 10. There are no experimental values for the conductivity of $[\text{BMIM}][\text{Cl}]$ present in literature. Both Tokuda et al.\textsuperscript{77} and Zech and co-workers\textsuperscript{85}
measured static conductivity for ILs comprised of [BMIM]$^+$ in combination with several other anions, and obtained results in the range 1.6 to 5 S m$^{-1}$ at the present temperature, with most values being close to 2 (see Table 5). Furthermore, Vila et al.\textsuperscript{86} obtained a value of 2.5 S m$^{-1}$ for [EMIM]Cl at this temperature, which makes an estimate of $\sigma \approx 2$ S m$^{-1}$ for [BMIM]Cl at 363 K a reasonable guess. Obviously, values calculated with full charges are much too low compared to this estimate. Scaling the charges improves the situation, but calculated values are still a factor 5 to 20 too low. Just as for the estimate. Scaling the charges improves the situation, but

$\sigma$ can be calculated using Raoult’s law,

$$ P = x_1 P_1^{\text{v}} + (1 - x_1) P_2^{\text{v}} $$  \hspace{1cm} (17)

where $P$ is the system pressure (1 atm in present case), $x_1$ is the mole fraction of ethanol, $\gamma_1$ and $\gamma_2$ are the activity coefficients of ethanol and IL respectively, and $P_1^{\text{v}}$ and $P_2^{\text{v}}$ are the respective partial vapor pressures of the pure phase, at $T_\text{b}$. Using $P_2^{\text{v}} = 0$, and with $P_1^{\text{v}}$ from literature, $\gamma_1$ can be calculated as a function of $x_1$. Calvar et al. then use the Non-Random Two Liquid model (NRTL)\textsuperscript{92} to connect their data with thermodynamics. Specifically, the excess free energy was expressed as a function

It is sometimes useful to introduce the ratio $\alpha = \sigma/\sigma_{\text{NE}}$ as a measure of the degree of uncorrelated motions.\textsuperscript{16,77} Tokuda et al.\textsuperscript{77} combined their conductivity measurements with conductivities calculated from NMR using the Nernst–Einstein equation, which resulted in values in the range 0.50–0.68 at 363 K. Borodin\textsuperscript{16} has calculated $\alpha$ from simulations using a polarizable force field for a number of ILs, which resulted in $\alpha$ = 0.58 to 0.85. In the present paper, $\alpha$ was calculated using eqs 14 and 15, which resulted in values for $\alpha$ between 0.31 to 0.90 (see Table 4). Generally, scaling of partial charges results in an increased $\alpha$, meaning that the motions of cations and anions become less correlated, which also makes sense intuitively.

Uniform scaling of partial charges dramatically improves transport properties of [BMIM]Cl. It seems however that full agreement cannot be obtained for all properties investigated here, simultaneously, using a single scale factor. However, as Dommert and Holm\textsuperscript{30} have shown for the case of [MMIM]Cl, it might be possible to obtain better agreement for a broader range of properties using a more careful assignment of partial charges that is based on the polarization state of the bulk liquid.

### 3.3. Binary System [BMIM]Cl/Ethanol

A large part of the current interest for ILs comes from their capabilities as solvents for biomass. For that reason, several simulation studies focused on IL/carbohydrate interactions. Unfortunately, available experimental data for IL/carbohydrate systems are scarce, and therefore, validation of molecular force fields for these systems becomes problematic. On the other hand, the availability of experimental data for combinations with other solutes (e.g., alcohols) is much better. Specifically, the binary mixture of [BMIM]Cl and ethanol has been experimentally characterized with regard to a few thermodynamic properties, densities,\textsuperscript{87} and vapor pressure data.\textsuperscript{88} In the present study, ethanol was therefore chosen as a model for polar solutes in general, with the assumption that the results are transferable to carbohydrates, at least in a qualitative sense.

#### 3.3.1. Activity Coefficients

ILs have negligible vapor pressure under normal pressure and temperature conditions. Previously, excess enthalpies\textsuperscript{89} and excess volumes\textsuperscript{90} as a function of composition for IL/ethanol systems, as well as excess chemical potentials for a number of small solutes,\textsuperscript{91} have been reported from MD simulations, without quantitative experimental validation. Qualitatively, they all give negative excess quantities for the mixtures, suggesting that the chemical potential of an alcohol molecule is lower in the IL than in the pure state.

Calvar and co-workers\textsuperscript{88} have reported vapor–liquid equilibrium (VLE) data for the binary mixtures of [BMIM]Cl/ethanol at atmospheric pressure. They give boiling point temperatures, $T_\text{b}$, for the IL/ethanol binary mixture as a function of composition, with the mole fraction of ethanol, $x_1$, ranging from 0.5 to 1. From this, the activity coefficient (at $T_\text{b}$) can be calculated using Raoult’s law,
of composition. It is important to remember that NRTL is an empirical model based on pairwise molecular interaction parameters, but for the case of ionic liquids, it has been shown to provide excellent agreement with experimental data, superior to other empirical models of the same kind.\textsuperscript{93,94}

The activity coefficient is related to the difference in chemical potential, $\Delta \mu$, of a solute molecule between the mixture ($\mu$) and some reference state ($\mu^0$), which in the present case is pure liquid ethanol, through

$$\mu = \mu^0 + RT \ln(x_1 \gamma_1)$$

or

$$\Delta \mu = \frac{RT}{x_1} \ln(x_1 \gamma_1)$$

(18)

From the perspective of MD simulations, it is better to express $\gamma_1$ in terms of the excess (or residual) chemical potential, $\mu_\text{ex}$, instead. The excess chemical potential is the difference in chemical potential between the solute in solution and the solute ideal gas (which conveniently removes the explicit $x_1$ dependence in eq 18) and can be calculated from MD using free energy perturbation methods or, in the present case, by thermodynamic integration. Expressed in $\mu_\text{ex}$, eq 18 becomes\textsuperscript{95,96}

$$\ln \gamma_1 = \frac{(\mu_\text{ex} - \mu_\text{ex}^0)}{RT} = \Delta \mu_\text{ex}$$

(19)

One difficulty that arises when one wants to compare simulation results with experimental VLE data is that the temperature is not constant in the experiments. Since $\gamma_1$ is given at the boiling point for each composition, simulations must be performed at different temperatures as well for the comparison to be meaningful. However, one way to overcome this is to use the reported NRTL parameters ($a$, $\Delta g_{ij}$, and $\Delta G_{i1}$ from Table 4 in ref 88) and back-calculate the activity coefficients at constant temperature within the NRTL theory:

$$\ln \gamma_1 = x_1 \left[ \frac{\tau_{ij} G_{ij}^2}{(x_1 + x_i G_{i1})^2} + \frac{\tau_{Xi} G_{Xi}^2}{(x_1 + x_i G_{i1})^2} \right]$$

(20)

where $x_1 = 1 - x_i$, $\tau_{ij} = \Delta g_{ij}/RT$ and $G_i = \exp(-a \tau_i)$. The resulting $\gamma_1$, which is now only a function of $x_1$ for a fixed value of $T$, can be directly compared to eq 19, with $\Delta \mu_\text{ex}$ from simulations.

Activity coefficients of ethanol in $[^{\text{[BMMI]}^\text{\text{Cl}}]$ for the CLDP/OPLS-AA force field were calculated using eq 19. These are plotted in Figure 11 together with extrapolated experimental values from VLE data using NRTL theory (eq 20). From Figure 11 it can be seen that the activity coefficient of ethanol, $\gamma_1$, is always smaller than one, implying a negative deviation from Raoult’s law. It is always more favorable for an ethanol molecule to dissolve in the mixture than in the pure substance. That simulations and NRTL theory give the same answer at $x_1 = 1$ is trivial, but more interestingly they also agree at high dilution, $x_1 \leq 0.4$. For increasing $x_1$, however, the MD curve falls below the NRTL curve. On the other hand, using scaled charges, the MD curve follows the NRTL curve rather well for high $x_1$ values, but at lower concentrations, it deviates substantially from the NRTL curve and at infinite dilution it is off by more than a factor of 2.

Similar results are obtained for the other two force fields as well (see Table 6). With scaled charges, $-\ln \gamma_1$ at infinite dilution is substantially reduced compared to full charges. For the GBC model, this means that $-\ln \gamma_1$, being on the small side already with charges intact, becomes almost zero when the charges are reduced. For LHW on the other hand, reducing the charges actually brings $-\ln \gamma_1$ closer to the NRTL result. Since it is likely that the negative deviation from Raoult’s law is caused by the strong electrostatic interaction in the IL, it is not surprising that reduced partial charges gives an activity closer to one. What is perhaps more surprising is the level of agreement between NRTL theory and MD.

Berens et al.\textsuperscript{42} have given expressions for quantum corrections to classical free energies, similar to that for the heat capacity (eq 8). In the light of the results obtained for $C_P$ of pure $[^{\text{[BMMI]}^\text{\text{Cl}}]$ it is entirely possible that such a correction would be non-negligible also for the mixture. A large part of the correction would certainly cancel out when calculating the difference ($\Delta \mu_{\text{ex}}$), but to what extent it would still contribute, or the sign of the contribution, cannot be assessed in any trivial way. The simulations involved to calculate the corrections are fairly cumbersome and were not undertaken for the present paper.

The ethanol models used in the simulations are very similar. Since electrostatics dominates the interactions, it is reasonable to analyze the dipole moments of the ethanol molecules. Averaged over 5 ns simulations, they are 2.4 D for CHARMM and OPLS, and 2.2 D for the AMBER model. Based on this, one would anticipate that the AMBER ethanol would give an activity closer to one than the other two models. Since it is the other way around, the choice of IL model is, evidently, more crucial here.

Given that the NRTL curve is based on measurements at $x_1 \geq 0.5$ only, it is tempting to conclude that it is more reliable at high $[^{\text{[BMMI]}^\text{\text{Cl}}]$ contents, where scaled charges give the best fit. However, the picture is more complex than that. It is possible to rationalize some of these results by examining the density, and put it in relation to the electrostatic energy density. Kobrak and Løkken\textsuperscript{97,98} give an expression for the electrostatic energy between a small dipole and a surrounding ionic liquid medium:

$$E = \frac{p}{2 \varepsilon_0} A \sin \theta |	heta|$$

(21)

where $p$ is the solute dipole moment, $\varepsilon_0$ the permittivity of free space, and $A \sin \theta |\theta|$ is a factor that describes the charge density around the solute. The amplitude $A$ depends linearly on the ionic charge, and further has an unspecified direct relationship with the solvent number density. Thus, the model predicts, quite intuitively, that an increased density will lead to more electrostatic energy per solute molecule, and consequently a
lower activity. As seen from Table 6, as the charges are reduced to 85%, the chemical potential of ethanol in the IL decreases, but rather by 20–23% than the expected 15%. This is likely a consequence of that the system density at high dilution decreases too, for all models (see Table 6).

Calculated densities at 298 K as a function of ethanol mole fraction ($x_1$) of the IL/ethanol systems are shown in Figure 12 together with experimental values from Calvar et al. As can be seen, the densities from simulations using full charges are close to the experimental value at low $x_1$, with the exception of CLDP which is a little higher, but at higher $x_1$, all calculated curves lie above the experimental one. Using scaled charges on the other hand, the calculated density curves lie on top of the experimental one for high values of $x_1$, but drop below the experimental curve at low $x_1$. Thus, the calculated density curves correlate with the calculated activities in Figure 11; at high dilution, full charges give better agreement with both experimental densities and activities, while scaled charges are better at higher ethanol content. These results are actually quite counterintuitive. Since charge reduction is meant to compensate for the lack of polarizability, one would think that reduced charges would perform better at high IL concentrations where polarization effects are likely to become more important. The fact that it is the other way around is probably a consequence of that charge reduction, while being a viable approach for the pure ILs, is not the best option for mixtures. To describe interactions between the ILs and polar solutes satisfactorily, an explicit polarizability must likely be included in the model, in some way.

### 4. CONCLUSIONS

In the present study, three widely used molecular force fields for ionic liquids were used to simulate both crystalline and liquid [BMIM]Cl, and its binary mixtures with ethanol. To investigate the effect of uniformly scaled partial charges, the simulations were performed both with the original integer charges (±1 on each ion), and with the partial charges scaled to 85%.

For crystalline [BMIM]Cl at 298 K, the CLDP force field gives the best match to the experimental crystal structure for the monoclinic polymorph, while LHW performed best for the orthorhombic polymorph, as judged from the RMSDs of the time-averaged lattice parameters. Uniform scaling of partial charges was found to significantly increase the RMSD in all cases, except for the orthorhombic structure with LHW, which remained unaffected. The molar heat capacity at constant pressure, $C_p$, was insensitive both to choice of force field and scaling of partial charges. Molar heat capacities calculated from (classical) energy fluctuations with a quantum mechanical correction based on the distribution of normal modes were found to be in reasonable agreement with experimental numbers.

Liquid [BMIM]Cl was investigated by its thermodynamical, structural, and dynamical properties. The liquid structure of [BMIM]Cl is not significantly affected by charge scaling, as judged by radial and spatial distribution functions (RDFs and SDFs). There are larger variations between the force fields, than between charge distributions within the same force field.

The QM-corrected molar heat capacity at constant volume was in fair agreement with experimental data. For GBC and LHW, it was too low with full charges, but too high after charge reduction. For CLDP, it was too high with full charges, whereas it remained essentially unaffected by charge scaling. Without the quantum mechanical correction, values for the molar heat capacity were around twice the experimental number. Also, the QM-corrected calculated heats of fusion were close to the experimental values. Charge scaling only had a minor effect on $\Delta_{\text{fus}} H$, much smaller than the differences between the force fields.

Table 6. Calculated Chemical Potentials at $T=350$ K of Ethanol in the Pure State ($\mu^0$) and in [BMIM]Cl at High Dilution ($\mu^\infty$) Relative the Vapor in Units of $k_B T$, and the Resulting In $\gamma_1$ at High Dilution

<table>
<thead>
<tr>
<th></th>
<th>$\mu^0$</th>
<th>$\mu^\infty$</th>
<th>$-\ln \gamma_1$</th>
<th>$\rho_{IL}$</th>
<th>$\mu^0$</th>
<th>$\mu^\infty$</th>
<th>$-\ln \gamma_1$</th>
<th>$\rho_{IL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLDP</td>
<td>5.9</td>
<td>9.7</td>
<td>3.8</td>
<td>1.062</td>
<td>5.9</td>
<td>7.6</td>
<td>1.7</td>
<td>1.039</td>
</tr>
<tr>
<td>GBC</td>
<td>6.5</td>
<td>9.1</td>
<td>2.6</td>
<td>1.047</td>
<td>6.5</td>
<td>7.0</td>
<td>0.5</td>
<td>1.024</td>
</tr>
<tr>
<td>LHW</td>
<td>6.6</td>
<td>12.0</td>
<td>5.4</td>
<td>1.048</td>
<td>6.6</td>
<td>9.6</td>
<td>3.0</td>
<td>1.028</td>
</tr>
<tr>
<td>NRTL/expt.</td>
<td>4.0</td>
<td>4.0</td>
<td></td>
<td>1.054</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

"The NRTL value is based on experimental data and fitted NRTL parameters from ref 88. Included are also calculated and experimental densities (in g cm$^{-3}$) of the pure IL at this temperature.

Figure 12. Calculated and experimental densities of the binary system [BMIM]Cl/ethanol at 298 K as a function of ethanol mole fraction. The curves do not start at zero ethanol content since the pure IL is not a liquid at this temperature."
The dynamical properties (viscosity, self-diffusion and conductivity) are the ones that are most affected by charge reduction, a fact of which there are numerous accounts in the literature. With full charges, everything moves too slowly, leading to too high viscosities and too low translational self-diffusion coefficients and static ionic conductivity. Generally, the deviations from experimental data are orders of magnitude in size. For the present IL, scaling of the charges by a factor 0.85 leads to viscosities that are within a factor two of the experimental number of 100 cP, but with both self-diffusion and ionic conductivity remaining a factor 5 to 20 too low. Apparently, uniform scaling of partial charges cannot provide agreement between simulations and experiments for all three properties at the same time. Moreover, one has to remember that charge scaling also affects internal interactions of the imidazolium cation. While this surely has very little effect on the structure of the imidazole ring, it may very well affect both the flexibility and equilibrium conformation of the alkyl side-chain, which in turn could have a direct influence of the overall viscosity of the liquid. Such problems can be avoided if the assignment of partial charges is done already at the initial parametrization stage.

The binary mixture [BMIM][Cl]/ethanol was studied at two different temperatures, 298 and 350 K, at several ethanol mole fractions from x1 = 0 to x1 = 1. The activity coefficient of ethanol, γ1, was calculated and compared to experimental VLE data,88 which was extrapolated to constant temperature using NRTL theory. Ethanol activity at infinite dilution was in fair agreement with the NRTL value, and always less than unity, for all three force fields investigated. A reduction of partial charges to 85% lead to an increase of the chemical potential of ethanol in [BMIM][Cl] by 2kT, thus bringing γ1 closer to one. This is an effect of both weaker electrostatic potentials and a reduced density.

Although simulations with the unmodified CLDP force field could reproduce ethanol activity from VLE data at high dilution, it failed to do so for higher ethanol contents. However, when reduced charges were used, activities at high x1 were in good agreement with VLE data, whereas they were too close to one at low x1. This result correlated well with the calculated densities, which were too high at high x1 using unscaled charges, and too low at low x1 when the charges were reduced. In this respect, the system density of the binary mixture is a good indicator also for the chemical potential; if the chemical potential is to be reproduced across the whole range of compositions, then, seemingly, the density has to be reproduced as well. To achieve this, however, there seems to be a need for a model that can account for the change in polarization as the composition is varied. The fact that the physical properties depend so strongly on the state of polarization unfortunately indicates that any model that uses static charges is likely to have to be reparametrized for each new composition. This makes a model that incorporates explicit polarizability,12,16,101 for both ILs and solutes, desirable.

## Supporting Information

Relative deviation of all crystal lattice parameters from their corresponding experimental value; the time dependence of the Mean Square Displacements; convergence of self-diffusion coefficients for liquid [BMIM][Cl]. This material is available free of charge via the Internet at http://pubs.acs.org.
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