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Abstract

Production of Printed Circuit Boards (PCBs) requires Hegihpick andplace machines that

can produce significant number of boards in short time. Howawaease in the variety of
boards causes interruptions in the production process. Frequent setups can lead to small lots
and low inventoriesin contrast, lgger batch stes save production time by having fewer
setups butheyincrease inventory value. Finding optimum batch sizes is a problem faced by
many manufacturers in a High mix, Low volumeductionenvironment.

In this thesis, the problem of finding optimum batctesis investigated using optimization
techniques in Operations Research. Furthermore, inspired by Single Minute Exchange of Die
theory, some improvementse suggested for the setup procefbe conclusios from the
empirical part show that reducing setiimes can help producing smaller batch sizes. It also
increases production capacity and systemods
showel to be very effective toolhat can leado significant savings in termsf money and

capital.

Keywords: High mix-Low volume Production, Single Minute Exchange of (B&ED),
Surface Mount Technolog$sMT), Optimal Lot Sizing
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1. Introduction

In this chapteran introduction to the thesis problamgiven. The problem isxplainedin
short and researafuestions ardescribed

1.1 Background

Anyone involved in the practice of production planning and management of certain number of
products is faced with two important questions that should be answered: when to produce and
how much to produce? The advent oft&prise Resource Planning (ERP) software like SAP
(Systems Applications Products) or IFS (Industrial and Financial Systems) has made the
answer to the first question very eabwever, the second question, how much to produce,

still remains unansweredlhe second question, famous as lot sizing problem, has an

i mportant role in plantdés financi al functio
evils. They are necessary since without them the customer service level of the plant falls
down. They arewl because they tie up large amounts of capital to themselves and tend to
decrease the plantdos turnover r1 ate. Finding
since there are many different variables involved in the process. Nonetheless, each
manufaturing plant is unique, eagroduction process is espedialits ownway and they all

involve different types of constraints and variables. Therefore, finding an answer that can be
applied to all different situations is cumbersome.

However, there are muerous articles discussing this problem in different manufacturing
contexts. For example, Wang, et al. (2005) propose a modified Wegman method that

uses a forward focused algorithm to make-slatng decisions under chaotic demand.
Gutiérrez et al.(2002) address the dynamic-&ize problem using dynamic programming.
Gupta and Magnuss@8005)consider the capacitatedsizing and scheduling problem for a
single machine with sequence dependent setup costs argbrmaetup times having setups
ale to be carried over from one period to anotikém and Hosni(1998)formulate a mult

level capacitated optimization model that works properly under Manufacturing Resource
Planning MRP I). Vargas (2009) finds an optimal solution for the stochastisigrrof the
WagnerWhitin dynamic lotsize model. Chiu, et al. (2007) study the optimalsiatng
problem for a production system with rework, random scrap rate and a service level
constraint. Lee, et al. (2005) analyze a dynamiesimhg problem in widh order size of
multiple products and a single container type are simultaneously consideacher and
Cassandrag2013) extend a stochastic discrete optimization approach to tackle tbiilug
problem and Schemeleva, et al. (2012) consider a stichaslti-product lotsizing and
sequencing problem with random lead times, machine break downs and part rejections.

Although there are numerous articles addressing the issue of lot sizing in different production
environments, there is a lack of reseaorh using mathematical optimization toolgth

respect to addressing the problem in the context of electronic manufacturing systems. A
typical example of such a system is a high mix, low volume production system which
produces a high variety of products wlthw volumes trying to meet a highly variant and
lumpy customer demand. Many assumptions that are the bases of the previous models do not
apply in this context. Therefore, there is a need to investigate this problem separately.



1.2 Problem formulation

Today here is a lack of knowledge and competence in companies regarding the use of
mathematical optimization for finding optimum batch siZz€ee smaller batch sizes will
reduce the inventorgnd help theeompanytoward productioraccording to customer orders
which is one of the aims of Lean manufacturing. However, increased number of long setups
may decrease the available production time and expose the production line with the danger of
unmet customer demanBigger batch sizewill reduce the number of setupsdaincrease the
available production time but they will also increase the inventory value. pfodeaictswill

be in stock for a longgperiod oftime and theyare exposed taleterioration There will also

be a need for a larger storage for keepingtthes in stock.In addition, ligger batches are an
obstacle for producing a highmix of products Due to longer production time of bigger
previousbatchesgachjob should waitfor a longer time until it caenter the lineThe focus

of this thesigrojectis to answer thiguestion:What are the optimum batch sizes for a High
mix, Low volumeproductionline? In order to answer this question, two methods are used.
Economic Order Quantities (EOQ) is the first method that is tested. Followed by that, the use
of Operations Research (OR) techniques are investigated on lot sizing problem.

1.3 Aim and research questions

The aim of thigroject is toexplore the potential of utilizing mathematical optimization tools
on a real case and timd a proper method to calculateetoptimum batch sizes atalpresent

the results. There will also be an analysfishe capacity to investigate the effect tbhanges

in capacitycan have on the system in terms of batch sizes, inventory value and abriggto
customer demand. The pacity analysis part is performed due to the management request.
The research questions can be describeth@snbelow:

What are the optimum batch siZes

What is the relationship between setup times and batct?sizes

What is the relationship between setupes and inventory val@e

What is the relationship between capacity with batch sizes and inventory value?

Is it possible to reduce theork time requirementsnd reduce the batch sizes at the
same time?

I I I D

1.4 Project limitations

The main limitation for thisprgect was time. More timecould lead to more precise
evaluations of the current state aralild give way to examine different methods to solve the
problem. Limited project time leads to early conclusions and less detailed work, with a variety
of methods urgsted.

During building the optimization model and preparing the input data, it was decided that some
of the boards should be excluded and not take part in the model. A series of these boards were
prototypes. Prototypes are occasionally produced and priesards that will be a part of
production flora in the future. However, they are not a part of companies products now and
they are not produced regularly. Therefore, it is not reasonable to involve them in the
optimization process since they can negativeRuence the optimization result for other
boards.

There were two other grosmf boards tht went under the same decisignset of boards
used to be produced regularly in the past but now their production has been discontinued. The
information relatedo these boardwascombined with other boards and therefibread to be
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filtered out. Another group of boards are produced based on customer orders. The batch sizes
for these boards depend on threler size from customers. Therefore, it is not reasortable
include them in the modle

The cycle times that are used in the model have been obtained from the companies data base.
The accuracy of these cycle times are not cldawever it was not possible to measure the

cycle timespersonallydue to the larg@mumber of different boards produced and due to the
shortage of time. Therefore, it was decided to trust these data and use them as an input for the
model.

In order to obtain the optimum batch sizes, the annual data for the year 2013 for each board
was usedPrevious years were excluded and current year (2014) was not usedgitieethe

data br the remaining months of thigar is not available yet. However, for the capacity
analysis part, the data for year 2014 was used (January to April). This wae due
management request.

The part in the impirical section which gives suggestions regardithgcing setup times is
short despite the fact thdte work on this section was thourough and numerous suggestions
were given. Reducing setup times influenbagch sizes and is closely related to capacity
analysis, but since it is not the focus of this report, it was mentioned shortly. However, a
thourough description of the methods are given in the theoretical framework.



2. Research method

It is amatter of importance during any research process to let the research problem decide the
choice of approach and it is equally important to take its consequences into consideration.
Accordingly, research problem will determine the perspective and the perspeitl decide

the choice of method (Johansson, 1995).

2.1 Quantitative vs. Qualitative method

Qualitative and quantitative research methods have long been two main research
methodologies among academia. Qualitative research is a method to explore annohders

the meaning individuals or groups give to a social or human problem. The research includes

the process of emerging questions and procedures, collection of data typically in the
participantds settings, I nduct itovgenera thanley si s
and making interpretation of the data by the researcher (Creswell, 2009).

Quantitative research at the other hand, is a tool for testing objective theories through
examining the relationship among variables. These variables, in turrhecaneasured and
turned into numbered data that can be analyzed using statistical procedures. The final report
of this research method should have a structure consisting introduction, literature and theory,
methods, results and discussion. Those involvehis type of research are interested in
deductive analysis and testing of theories, evaluating alternative explanations and being able
to generalize and replicate the findings (Creswell, 2009).

There are a set of differences between these two tradifldrs most important difference
between them is the way in which each tradition treats data (Brannen, 1992). In quantitative
approach, the researcher tries to test a theory by specifying and narrowing down a hypotheses
and by collecting data to support efute the hypotheses (Creswell, 2009). In theory, if not in
practice, the researcher defines and isolates variables and variable categories. The variables
then, are linked together to frame hypotheses often before the data is collected, and are then
testedupon the data (Brannen, 1992). The qualitative researcher at the other hand, begins with
defining very general concepts which will change in their definitions as the research
progresses. For the former, the variables are the tools and means of the avtalgdior the

latter, they are the product or outcome of the research (Brannen, 1992). As an example, in
gualitative method, the researcher tries to establish the meaning of a phenomenon from the
views of participants. This requires to identify a cuksbharing group and to study how it
develops shared patterns of behavior over time (Creswell, 2009). The qualitative researcher is
said to look through a wide lens, looking for patterns of ird&tionship between a set of
concepts that are usually unsified while the quantitative researcher looks through a narrow
lens at a set of specified variables (Brannen, 1992).

The second important difference between the two methods is the way they collect data. In the
gualitative tradition, the researcher must hsaself as the instrument, attending to his own

cul tur al assumptions as wel|l as to the dat a.
worlds the researcher is expected to be flexible and reflexive and yet manufacture some
distance (Brannen,9B2). Qualitative approach includes three main kinds of data collection
methods: in depth, opeanded interviews; direct observation; and written documents
(Johansson, 1995).

In quantitative tradition, the instrument is a finely tuned tool which allowsrioch less
flexibility, imaginative input and reflexivity, for example a questionnaire. By contrast, when
the research issue is less clear and questions to participants may result in complex answers,
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gualitative methods like wdepth interviewing may be lbed for (Brannen, 1992). Compared

to qualitative method, the main quantitative research techniques include the use of
guestionnaires, structured interviews, measurement, standardized tests, statistics and
experiments (Johansson, 1995).

Qualitative approdt studies selected issues in depth and detail. This is due to the ability to

approach the fieldwork with openness and without being constrained by predetermined

categories of analysis. On the other hand, quantitative methods require the usage of
standardiezd methods so that the wide variety of perspectives and experiences of people can
be fitted into a small number of predetermined response categories. The most advanced
method in quantitative research is experiment where fieldwork is replaced by laboratory

(Johansson, 1995).

In quantitative approach, the researcher often tries to minimize the effects of intervening
factors on the research phenomenon. In qualitative approach, the researcher tries to find out
and describe what the intervening factors are aow hhey influence the research
phenomenon under study (Johansson, 1995).

In quantitative research, the researcher works with statistics and uses the average, the
frequency, the causality and the prediction as a base for the report. In qualitative réisearch,
researcher believes that if something has happened once, it can happen again even if you
cannot calculate where and when (Johansson, 1995).

2.2 Case study

As a research strategy, case study has been used in many different situations to contribute to
our wnderstanding and knowledge about individual, group, organizational, social, political,
and related phenomena. Case study is even used in economics, where the structure of a given
industry or the economy of a given region or city is investigated by cadetsithniques. In

all of these cases, the need for a case study arises out of the desire to understand complex
phenomena. In brief, the case study allows the researcher to retain the holistic and meaningful
characteristics of redife events ¥in, 2003).

Case study is defined as:

AANn empirical il nqguiry that i1 nvesti-gates
life context, especially when the boundaries between phenomenon and context are
not clearly evident. The case study inquiry copes with the teahnidistinctive

situation in which there will be many more variables of interest than data points, and

as one result relies on multiple sources of evidence, with data needing to converge in

a triangulating fashion, and as another result benefits fromritvedevelopment of

t heoretical propositions tYio 208 p.d3e data c

In other words, you use case study method because you deliberately want to cover contextual
conditions believing that they are highly important to ypbhenomenon of study. Second,
because phenomenon of study and its context are not always distinguishablelife real
situations, a whole new set of technical characteristics like data collection and data analysis
strategies is required'(n, 2003).

A casestudy research can include both sirghese and multiptease studies. Although some
fields have tried to distinguish sharply between these two approaches, they are in reality two
variants of case study designs. A case study can also include or evertdgetbnguantitative



evidence and as a related but important note, the case study strategy should not be confused
with qualitative researchr{n, 2003).

In order to investigate the problemfofli ot erfizi ngdgong opt iimawhigh bat ch
mix, low volume production environment a case company has been selected. The company is

a manufacturer of different types of electronic products. To focus more on the problem, one of
the main workstations of the company that produces different types of eletinanits usig

surface mount technology chosen.

2.3 Case ompany

The case company chosen for this thesis report is Westermo Teleindustri AB, an electronics
manufacturing companyWestermo was established in 1975. Its first data communication
product was an R332 line driver, allowing data transmission over large distances using
twisted pair cables. With its head office in southwest of Stockholm, it grew over the past three
decades to establish subsidiaries in Sweden, UK, Germany, France, Singapore, North
America, Taiwan with sales partners over 35 countries. In 1990s, Westermo created the
worl dos first industri al DIN rai/l mount t el e
robust data communication devices for harsh environments. With its strong comirtibmen
develop its own industrial data communications solutions, last year it invested 13% of its
turnover in R&D. Westermods ambition is to
return ratios below 0.25%. As a result, Westermo conducts businesa iaitpe number of

system integrators around the world while having special partner programs with some of them
(Westermo.com, 2014).

Amongst different products of the company are the printed circuit boards (PlaBis)y, up

to 188 different boards areqaiuced in the companyHigh variety of boards and low volumes
classify theproductionas High mix, Low volume. The need for frequent long changeovers
forces theproductionline to produce the boards in batcAémse boards are used as a
component iother inalmprductsyod teey are delivered directly to the customers
as finished products. The boards are produce
Surface Mount Technology (SMT). The SMT assembly involves three basic processes: screen
printing of the solder paste on the bare boards, automatic placement of components on the
boards using two placement machines in series (one for small components and the other for
large components), and solder reflow oven. There are inspections after thepsiitieg,
placement machines and reflow oven. The boards are produced in batchessiBsicire
specified in an ERP systetalledIFS. Whenever customer demand cannot be met by finished
boards in inventory, a production order of a specified quantiserg to the workstation
through IFS.

2.4 Research method, data collection and analysis

The nature of the batch sizing problem requires the description of the demand pattern, finding
averages, dealing with large amount of numeric data and carrying on optimigedcedures.

Due to the nature of the research problem, it is necessary to continue with a quantitative
approach.

At the beginning of the project, a thorough literature review was carri@ similar topics

and articles in peer reviewed journals andprevious thesis works on relevant subjects.
Articles from the university data base and the textbooks from the university library were the
main sources of datédfterwards,in order to make a better understanding of the problem at



hand in detail levelsaninvestigation of the production process was performed through daily
visits of the SMT linemaking close observationasking questions from operators and the
production manager and searching relevant da

The data requiredts ol ve t he research problem was <col |l
This data includes information related to demand patterns for each board, prices, production
guantities, cycle times, capacity and etc. The data from ERP system was in raw form and had

to be processed before turning into meaningful information, therefore a great deal of time was
spent on processing and manipulation of raw data using Excel. To continue, an optimization
model was created which enabled this data to be used. The model wasotusedly for
calculating the optimum batch sizes, but also to perform capacity analysis and investigating
the effect of setup time reduction on both batch sizes and capacity.



3. Theoretic framework

In this chapter, the theoretic framemf this report is explained. Relevant theories are
described and later used in the empirical part.

3.1 Description of an SMT line

Printed Circuit Boardl (Figurel) are the central part of an electronic product and are
manufacturedhroughautomated assembliyes with one or several stations where necessary
components are placath the boards (Salonen, 2008). Surfaeeunt technology refers to
assembling of theelectroniccomponentson boardsby soldering them onto thvesurface
where omponentsare placed @ one side or both sided the board Coombs, 2008). SMT
technology can be traced back to 1960s when it fias used forassemblinghybrid
microcircuis (HMC). The surfacemount technology provides manufacturers with ability

to use smaller componendnd create greater densities on the boards (Coombs, 2008).

- Tty
=

Figure 1: A printed circuit board (O -digital.com, 2014)

According to Coombs (2008), the main advantage obtained from sumi@aet technology is

lower manufacturingast resulting from automated assembly processes. There are three basic
assembly processes in an SMT line including (1) printing of solder paste on the boards, (2)
placing the components the boardsand (3) reflow theolderin a furnacgCoombs, 2008).
Solder paste which is a combination of solder powder, thixotropic agents and flux is applied
on the boards with great precision (thickness and area). One common method for applying
solder paste iscreen or stencil printingln this method, the solder pass applied on the
boards through openings in the screen or stencil capedures The apertures are located on
exact locations on the boaravhere solder paste is requir@bombs, 2008). Figurg is an
example of a solder pagpeinting machine:



Figure 2: A solder paste printing machine

Pick and place machines can handle small or large electrical componenpsitatheém
precisely where solder pastieposits are placed. The tacky nature of the flux in the solder
paste keepthe components in place (Coombs, 20@®)cording to Salonen (2008), placing
machines are classified as either gantry or turret style based on the design of the pick and
place system. Gantry style machines have a number of nozzles on a movable plaeathent h
which can move between the feeder bank and component placement location on the board and
canpick any component and place it on the board. Feederslzemikthe boaslare usually

fixed and do not move during the placement process. In contrast, atustatystyle machine

has a fixed head and a movable feeder catinegr provides the next required component for

the placement head and a movable table that holds the board in the exact placement position
(Salonen, 2008)Figures 3 to 6 showtwo pick andplace machines, a horizontal turret placing

head and a feeder bank.

Figure 3: A pick and place machine for small components



Figure 4: A pick and place machine for large components

Figure 5: A horizontal turret head rotating around z axis
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Figure 6: A movable feeder carrier

The next main process in an SMT line is passing the boards through a reflow furnace or oven
to melt the solder and form theints. The furnace can be a batch type in witiohrds are

loaded and unloadedone batch at a timeor an inline configuration where circuit boards
continuously enter one end unsoldered and exit the other end soldered. Therefore an inline
furnace can be part of an overall assembly line that connects allagsmblyprocesses
through automatic conveyor belts without operator intervention (Coombs, 2008). Figure
illustrates an inline reflow oven.

Figure 7: An inline reflow oven
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3.2 Economic Order Quantity

Manufacturing companies face conflicting pressures to keep inventory level low enough to
reduce inventory holding costs battthe same timhigh enough to avoid excess ordering or
setup costs. A good starting point to balanagetbese two conflicting cosendto determine

the best inventory level or production lot size is to findeabenomic order quantity (EOQ),

which is a lot sizehat minimizes thesum oftotal annual inventory holding costs and setup
costs (Krajewski, Reman and Malhotra, 2007)According to Krajewski, Ritzman and
Malhotra (2007) there are a set of assumptions that should be condidérezicalculating

the EOQ:

The demand rate is constant and is known for certain.

No constraint is set for lot sizesuth as material handling limitations
Inventory holding cost and setup cost are the only two relevant costs.
Decision for each item can be made independently from other items.

The lead time is constant and the ordexetbuntarrives at once rather gradiyal

agrwnE

The EOQ is optimal when all the assumptions above are satisfied. However, there are few
examples in reality where the situation tlgat simple. Nonetheless, the EOQ is still a
reasonable approximation of the optimum lot size even when several afstimptions

above are not met (Krajewski, Ritzman and Malhotra, 2007).

In order to calculate the EOQ, first we need to calculate the average quantity hold as
inventoryover the yearWhen all the five assumptions of EOQ are held, the cycle inventory
for an tembehaves as shown in Figu8e

Inventory level Received order
Inventory consumption
- Q

: Average
Batch size < Q2F———\c———F———X-——- invent?)ry

\ .
Time

H_/
1 cycle

Figure 8: The cycle inventory (Krajewski, Ritzman and Malhotra, 2007)

The cycle begins by a batch size of Q held in inventory. As the time goes on, inventory is
consumedht constant rate. Because the demand is constant and certain, the new lot can be
orderedn time and be re¢eed precisely when inventory level falls into zero. Since inventory
level varies uniformly between zero and Q, the average inventory level equals to half the lot
size, Q/2 (Krajewski, Ritzman and Malhotra, 2007).

According to Krajewski, Ritzman and Malhmat (2007), he annual holding cost for this
amount of inventoryas shown in Figur@is equal to

12
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Lot size Q

Figure 9: Annual holding cost (Krajewski, Ritzman and Malhotra, 2007)
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Where
C = total annual inventory cost
Q =lot size
H = cost of holding one unit in inventory for a year

D = annual demand in units

S = cost of setup for one lot

The number of setups per year is equal to annual demand divided by Q. As it is shown in
Figurel0, the annual setup cost decreases nonlinearly as Q increases.
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Setup Cost

Annual Cost

0 20 40 60 80 100 120
Lot size Q

Figure 10: Annual setup cost (Krajewski, Ritzman and Malhotra, 2007)

The total annual inventory cost which is depicted in Figlteis the sum of the two
components ofast and is equal to
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e==wHolding cost
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Annual Cost

e Setup cost

e==nTotal cost
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0 20 EOQ 40 60 80 100 120
Lot size Q

Figure 11: Annual total cost (Krajewski, Ritzman and Malhotra, 2007)
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The graph shows that the best lot size, or EOQ, i®tleethat belongs to tHewest point in
the total cost curve which happeatsthe intersection of holding cost and setup cost curves
(Krajewski, Ritzman and Malhotra, 2007).

The value of Q thamninimizes the total annual cost is calculatedsbitingthe first derivative
of total cost formulawith respect to Q.equal to zero (Hillier and Lieberman, 2001)
Therefore

OQIAM QL Oa QL Q

Q0 O 0O°Y
Qo ¢ o
. oY

Y 7o

(o)
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3.3 Discussion about setup cost

Among different parameters in the EOQ formula, setup cost requires moreattnte it is
more difficult to calculateKrajewski, Ritzman and Malhotra (2007) describe setup cost as the
cost involved in changing over a machine to produce a different item. It can include cost
relevant to labor and time, cleaningspection,scrg and rework or tools and equipment.
Setup cost is independent of order size which méakesnptingfor companiego produce
large batches and hold them in inventory rather than making small batches.

However, Silver, Pyke and Peterson (199%gue that seeral of these factors can become

quite complicated when it comes to calculating the setup €ast.example, imagine a
mechanic who performs setups. If this person is paid only when he sets up a machine, his
wages are definitely a part of the setup cékiwever, what happens if this person is on

salary? Meaning that whether the machines are set upmt, the wages are still paid.
According toSilver, Pyke and Peterson (1998)nsideration ofhese wageas a part of setup
costdepends on the use of teec hani cés ti me when he is not
whether a shotterm or longterm perspective is taken. If he is involved in other activities,
including setting up other machines when he is not performing setups for this part, then there

is an oppaunity cost for his time. Therefore, his wages stdwg included in the setup cost
However, there is another side to this story. If we decide not to perforns $etithis part

frequently we do not save actual money in the shenn since the wageseastill paid. The

cost of mechanicds time is fixed and one cal
The key to solve this, according to Silver, Pyke and Peterson (1998), is whethertarshort
perspective is taken or a lotgrm. In a longterm perspective the wages should be included

since in the londerm this person could be laid off. Therefore the decision to not perform
setups can affect the firm financially. To generalize thakiatls ofcosts are variable in the

long-term becauseqople can béaid off, plans can be closed down, etc. A shtgtm view

argues that the wages should not be included. The answer remains whethertarmhort
perspective is appropriate or a letegm.

Karmarkar(1987)makes a different argument. He comsgla manufacturing plant consisting
of a part manufacturing and an assembly stage. Such plant would typically use some sort of
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MRP system to determine paftslemands(which is usually lump)y bill-of-materials,
production times, lead timgsvaiting timesand batch sizes. There is a sizable literature on
this area that studies lsizing under these dynamic conditioasd develops modelshat
consider capacity constraints, multiple items or multiple stajethese models try to make

a tradeoff between pductivity losses from making too many small batches and opportunity
costs of tying up too much capital in inventory as large batchese Tuss$s are represented

by fixed setup costs and variable inventory holding costs respectively. This representation o
cost, although common, fails to capture the nature of the batching problem. In reality, there is
often noreal setup costwith respect tocash flows being affectecdbetup costs are rather a
surrogate for violation of capacity constraints. Therefohe,idea of a fixed setup cost,
independent of the solutipns quite misleading since it ig|thera consequence of the
solution. There are real setup costs in terms of material consumption but they should be
distinguished from opportunity costs caused by pweduction capacitgKarmarkar, 1987)

Finally, one can spend months to nail the exact value of the setuprecisely butit is more
useful to change the condition of the processes that determine the véhesetup cost, in
order to actually redze it (Silver, Pyke and Peterspf998. Single Minute Exchange of Die
(SMED) is a renowned theory in lean manufacturing that deals with this issue.

3.4 Single Minute Exchange of Die

Many manufacturing gapanies consider High mix, Lowolume production as theisingle

greatest challenge. However, at any rate, problem facing companies is not High mix, Low
volume production but production involving freznt setups and small lot sizes. SMED
system, also known as Singlanute setuprefers to theory and techniqués performing

setup operations under ten minutes, i.e., a number of minutes that can be expressed in a single
digit. Although not every setup operation can be performed in sthgieminutes, this is the

goal of the system and can be met in surprigifggh percentage of cases. Even when it
cannot, drastic reductions in setup times are usually possible. SMED was later adopted by all
Toyota plants and becanmme of the core elements of Toyota Production System (Shingo,
1985).

According to Shingo (1985%etupoperationshave traditionally demanded a great amount of
time and have caused a great deal of inefficiencies in manufacturing companies. lgéo¢asin
sizes was a solution found to this problem. If lot sizes are increased, the ratio of setup time
over the number of operations is greatly reduced (TBble

Table 1: Relationship between setup time and lot size (Shingo, 1985)

Principal

Setup Lot . : . : Ratio Ratio
Time Size Operation Time Operation Time (%) (%)
Per Item
4hrs. | 100 1 min. pae — 2" oaa e 100
p T TT
Ahrs. | 1000 1 min. pa @ —2" og @ 36 100
pTTT
. Loe~s U QTL -

4 hrs. 10000 1 min. pa & RSI ca'd 30 83

pPTTT
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As Tablel shows, increasing the lot size from 100 to 1000 will result in 64% reduction in
marthours. Increasing the lot size by another factor of ten will result in only 17% further
reduction. This means increasing the lot size for a small lot tends to create a greater reduction
in manrthours than for a large lotherefore a size increases,dlrate of reduction decreases.
Similarly, as it is shown in Tabl2, the gains in mahours reduction are greater for longer
setup times (Shingo, 1985):

Table 2: Relationship between setup time and lot size for a longer setup tinj8hingo, 1985)

Principal . .
Sgtup Lpt Operation Time Operation Time Ratio Ratio
Time Size (%) (%)

Per Item
ghrs. | 100 1 min, oo 2" Lgae | 100

p T
8hrs. | 1000 1 min. oo L g g 26 100
pTTT
- cona QT -
8 hrs. | 10000 1 min. pa @ )9[81 TR 18 71
pTTT

However there are geriesof disadvantages accompaniagllarge lot size¢Shingo, 1985)

91 Capital turnover rates decrease

1 Inventory itself does not produce any added value and the physical speceqies is
entirely wasted.

1 Storinglarge lots as inventories requires installation of racks and pallets and so forth,

which increasgthe cost.

Transportation antdandling the inventory requiexcess maimours.

Large lots create long lead times anddgdead times mean new orders are delayed and

deadlines are missed.

1 If any changes happen in the mai@revious stocks must be disposed.

1 Inventory quality deteriorates over time.

Economic Order Quantities (EOQs) wexsolution foundto balance out thedeantages and
disadvantages of large lot sizes. There is no doubt that the concept of Economic Order
Quantity is entirely true, but it concealsrassiveblind spot: the assumption that setup times
cannot be reduced (Shingo, 1985).

If a four-hour setuptime for a press machinwas reduced to three minutésadoptionof

SMED methodshas made this possib& Toyotai then without increasing the lot size, the
ratio of setup time over main operation time would decrease dramatically. As shown in Table
3, increaing the lot size of an operation with the setup time of three minutes will decrease the
manhours only bythree percenShingo, 1985):
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Table 3: Relationship between setup time and lot size for a short setup time (Shingo, 1985)

Setup Lot Principal Operation . . Ratio
Time Size Time Per Item Operation Time (%)
3min. | 100 1 min. pa B ——  pdta R 100
pTT
3min. | 1000 1 min. Pl B — PTG 0 97
pTT

3.4.1 Fundamentals of SMED

According to Shingo (1985), setup operasioare classified into two categoridsiternal
Setup(IED, or inside exchange of diahich can beperformed only when the machine is shut
down and External ®tup (OED, or outside exchange of dhich can be performed while
machine is running. For example, a new die can be attached to a press only when the machine
is stopped but the bolts to attadietdie can be sorted and assembled while the press is
working. As it is shown in Figurd2, setup improvement activities are classified into four
conceptual stages (Shingo, 1985):

Classification Stage0 Stagel  Stage2  Stage3
[ (
Operations
Operations inherently
actually belonging<
performed to internal
as internal setup
setup (IED) > --
|
A 1 L
Operations Operatons <
actually inherently
performed belonging
as external L toexternal | L
setup setup

Figure 12: Conceptual stages for setup improvement (Shingo, 1985)

Preliminary Stage: Internal and external setugs are not distinguished

In traditional setup operations, internal and external setups are confused; what could be done
as an external setup is performed as internal and therefore setup operations are long and
machines stay idle for a longer period. In order to distinguish between the two, one must
study the actual shop floor conditions in great detalil
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Stage 1: ®parating internal and external setup

The most important step in implementing SMED is distinguishing between these two.
Mastering this distinction is the passport towards SMED goal.

Stage 2: Wnverting internal setup to external

Distinguishing between internal andternal setup activities alone can result in significant
setup time reduction in some casewever, this isstill insufficient to achieve SMED
objective. The second stage involves two important notions:

1 Reexamining the operations to see if any steprisngly assumed to be internal
1 Finding ways to convert these steps to external setup activity

An example could be preheating some elements that have previously been heated only when
setup starts or converting centering to an external operation by doiigie lthe production
begins

Stage 3: Streamlining all aspects of setup operation

Although the singleminute goal can be achieved by converting to external setup in many
occasions, this is not true in majority of cases. Therefore one must make a stooh@ eff
streamlining all elements of internal and externaligeTherefore, stage 3 requires detailed
analysis of each element of setup operatidtegallel operations involving more than one
operator can be very helpful in speeding up this kind of wodk. é&xample, an internal
operation that takes 12 minutes by one operator can be performed in less than 6 minutes in
many cases by involving two operators, thanks to the economies of movements.

3.4.2 Discussion over SMED

Despitethe manyarguments fosetup time eductions in the existing literature, the issue of
justifying investments on setup reductions and optimally allocating finite resources has to a
large extent been glossed over (Nye, Jewkes and Dilts, 26@1example, one of the main
objectives of SMED g/stem is to reduce setup times to less than 10 minutes (Shingo, 1985)
without offering any reason for this particular target, nor mentioning what target is
appropriate in many cases where setup times cannot be reduced to less than 10 minutes (Nye,
Jewkesand Dilts, 2001). The philosophy that companies should strive for zero setup times is
laudable, but it may not be a realistic objective. For example, a manufacturer of N different
products can achieve zero setup time by allocating N parallel producttanms,Clearly, N

does not need to be very large before the cost of investments to reach zero setups far exceeds
any potential economic advantagblye, Jewkes and Dilts, 2001).

However, it is clear that flexibility is strongly linked with small lot Siz&he smaller the lot

sizes are, the easier it is for a manufacturing company to react to changes in the market
demand(Sherali, Goubergen andanceghem, 2008)Goubergen and Landeghem (2002)
describe three reasons why short setups are appropriate foorapgny:

1 Companies need to be flexiblelexibility requires small lot sizes and small lot sizes
need short setups.

Setups need to be reduced to maximize the capacity and reduce the bottlenecks.
Short setups increase machiperformance andOEE and therefre decrease
production cost.

T
T
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Ferradas and Salonitis (2013) argue that although SMED is known for about twenty five
years and has been implemented successfully in many companies, a nuplbetsdfave

failed to implement it. One reason is that some comgs put too much attention on
transferring internal activities to external activities, missing the importance of streamlining
both activities by design improvements (Ferradas and Salonitis, Z648}). et al. (1995) say

that the main reason some comgariail in SMED implementation is that they lack structure
and focus. It is not uncommon for a SMED project to lose momentum and wither away after a
while. In many cases, the SMED improvements have been through shop floorlkaseeh
initiatives and earlygains have reverted back to previous levels once the management focus
has changed (Gest et al., 199¢rradas and Salonitis (2013), as shown in FigGreargue

that if focusof a SMED project is only on methodology, the result can be poor. By combining
design modifications and methodology improvements the results can be acceptable with
moderate investments. The design of a completely new system is out of scope of a SMED
project;however, the outcome can be excellent.

Limit

COosT

Incremental
Improvement

Mod

CURRENT ZERO
TIME

CHANGEOVER TIME

Figure 13: Limits and costs of changeover improvement strategies (Ferradas and Salonitis, 2013)

Another shortcoming of SMED method is that it discusses setup operations performed on one
machine and by one operator while in practice, implementation should benpetfan a
manufacturing line formed by multiple machines (Sherali, Goubergen and Landeghem, 2008).
When a changeover is performed in a manufacturing cell, SMED methodology is not specific
about how the setup time should be measured (Ferradas and SaRkfi®y, Sherali,
Goubergen and Landeghem (2008) argue that when an entire line needs to be set up, it is the
downtime of the entire line that should be consideréerefore, the overall setup time should

be measured at the last machine in the line sincarevadding value only when products are
coming out of the end of the line.
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3.5 Linear optimization, nonlinear optimization

Another technique that can be used to find optimum batch sizes is Operations Research (OR).
OR is a field that uses mathematical prograng to find optimum values of an optimization
problem.Linear programming (LP) is the most basic mathematical programming. LP refers to
an optimization problem where both objective function and constraints are linear (Pinedo,
2005).According to Pinedo (5), an LP can be expressed as follows:
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Subject to
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The vectoro o 8 R is referred to as cost vector. The objective of the LP is to minimize the
cost by determining the optimum value wériables o 8 fo . The Column vector

® B o s called activity vector. The value of the variatleefers to the level at which
the activity i is performed. Thevector o8 ho is called the resource vector and
determines the resirce limitations (Pinedo, 2005).

The main assumption of LP is that all of its functionebjective function or constraint
functions- are linear. Although for many cases and examples this assumption applies, there
are numerous cases where linearity aggion does not hold. For example, economists agree
that some degree of nonlinearity is a rule not an exception in their economic planning
problems (Hillier and Lieberman, 2001). A nonlinear programming (NLP) is a generalization
of linear programming whichllows the objective function or the constraints to be nonlinear
(Pinedo, 2005).

3.6 Exact methods, Heuristics

In order to solve an OR problem one needs to implement a proper optimization alglrithm.
general there are two classes of optimizatagorithms exact methodsand heuristic
methods Exact methods try to find a global optimal solution to the problem no matter how
long it takes. Heuristics try to find a near optimal answer in a short time. Exact methods use
mathematical methods to guarantee that t@utions are optimal. They can be efficient for
problems with small or medium size but they require large amount of time for problems with
larger size. Heuristics, however, are algorithms based on rules of thumb or commonrsense, o
refinements of exachethods (Rader, 2010).

Exact methods may have to examine every feasible solution before confirming optimality.
Therefore, for many problems concerning the real world, exact methods can be very time
consuming. Besides, those who are interested in solk@geal world problems often do not

have the time for guaranteed optimality when a reasonable solution will suffice. In these
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cases, heuristic methods are often used (Rader, 2010). For instance, from 2003 to 2004 a
group of researchers tried to find theioyal tour through 24978 cities, towns and villages in
Sweden. This is an example of famous traveling salesperson problem that has been studied for
years by operations researchers. The optimal tour was obtsmgpheuristic methods within

a few hours ofCPU time and it was later confirmed beoptimal after 84.4 CPU yeais

exact algorithm was run in parallel in a series of workstaiiqiader, 2010).

3.6.1 Genetic Algorithm

Genetic Algorithm (GA) is one of the most famous and widely used heuristicthlgeriGA

is a heuristic method that solvissge constrained and unconstrairggdimization problems

by using a process that mimioatural selection in biological evolution. The algorithm works

by repeatedly modifying a population of candelaolutionsAt eachiteration,the algorithm

selects individuals from the current population and uses them as parents to create the next
generation.Over successive generations, the populaBeolvestowards a better optimal
solution (Mathworks.se, 2014¢genetic algrithm is highly suited for optimization problems
where standard algorithneannot be applied easilyhis includes problems where objective
function or constraints are discontinuous, -differentiable, stochastior highly nonlinear
(Mathworks.se, 2014).

Genetic algorithm is different from other classical heuristics in two main ways
(Mathworks.se, 2014)

1) The classical algorithms create a single point at each iteration and the sequence of
single points moves towards an optimal solution while GA produqespalation of
points at each iteration and the best point in the population approachestithal
solution

2) Classical algorithms create each successive point using deterministic computation
while GA computes successive generations using random ngetszators

The following procedure describes how genetic algorithm works (Mathworks.se, 2014):

1) The algorithm begins by creating an initial population using random numbers.

2) The algorithm starts to generate a sequence of populatioosler to create the nex
generation, the algorithm uses the individuals in the current populatiperforming
thefollowing steps:

a) Rates each member of the current population by evaluating its fithess
value

b) Scales the scored values to turn them into more usable set of values

c) Selects individuals, called parents, based on their fithess value

d) Some of the individuals with the best fithess value are chosen as elites.
These elites pass to the next generation.

e) From the parents, children are produced. Children are produced either
by crossoveror by mutation

f) Children replace the current population and form the next generation

3) The algorithm stops, when one of the stopping criteria is met.

The process of mutation and crossover are depicted in Figure
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a) Elite child

l:|
b) Crossoer child

O — O
¢) Mutation child
Figure 14: a) Elite child. b) Crossover child. ¢) Mutation child (Mathworks.se, 2014)
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4. Results (Empirics)

In this chapter, empirical results are presented. The EOQs are calcidatdet boards
followed by a discussion over setup cost. Then, an optimization model is presented for
solving the prblem and results are illustrated with tables and figures.

4.1 Calculating EOQs

Through IFS system, one can find the current batch sizes used for different boards. In order to
find the optimum batches for each board, the first idea was to calculate the EG&srfor
board and comparthem with the current batch sizes tet a generalidea of the current

situgion. According to EOQ formula%?{ there are three parameters that need to be
identified for each board to calaté the economic order quantify; representing the annual
demand for each bogr8, representing the setup cost for each board gneéptiesenting the

annual inventory holding cost for each boartle annual demasdor boardsare obtainable
through IFS. Every demand or production arderecorded in the system by the date of order

and is transferable to an excel file. Through the excel file, the total demand for each board can
be calculated. The time span for the orders was chosen as first day of January to last day of
December 2013This way, there is no need to rely on this year forecasts and recent historical
data can be used. After calculating annual demjamyentory holding costs should be
defined. Based on information from the financial department, the annual inventory t0st is
percentof the inventory value of the board3he price of each board is accessible through
IFS. By multiplying this price wittD.17 the inventory holding raté the annualholding cost

can be obtained. The last parameter to define is the setup costdlgtot he company?®o
financi al depart ment , setup costs are consi
overhead cost for the whole factory and the overhead cost for the SMT workstation with
values1190 SEK 716 SEKand 414 SEKper hour respéwely and the total cost of 2320

SEK The logic behind it is that this is the cost that company has to bear. When setups are
performed, no value added activity is performed to cover these costs and therefore they are
considered as setup cost. The aversgap time is about 22 minutes or 0.36 hr based on IFS
data. Although this number is not accurate and setup durdliiéesfor each board, but it is a

good approximation of the average time spent for changing over the machines from one board
to another.The setup cost therefore will be this time presented in hour, multiplied by the
hourly setup cost. The results of these calculations are preseriiziol &4

The boards are represented hyirkKthe table below. Minimum lot sizes are the current batch
sizes used for production. They refer to the amount that should be produced if the demand
cannot be met by the existing boards in inventory. For example, for a minimum lot size of 30,
if the inventory level for that particular board is 15 units and the defisa2@, a production

order of 30 will be issued to meet the demand. The new inventory level will be 15 2036

25. However if the demand is even more, for example 3&, sizeof 30 cannot satisfthe
demand. In order to meet this ladgmand, a pruction order of 5% 15 = 40 will be issued.

Some of the boards which usuallyhave low demand and high priceare produceanly

based on customer order quantityeaning that if the customer wants a batch of 25, a batch of
25 will be produced and debved. Some other boards are prototypes and are not produced
regularly. These boards, all together, have a minimum lot size of zero, indicating that there are
produced only when thereasdemandor them.
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Standard lot sizes are used to calculate the smigpper each board. For example, if the
standard lot size for a particular board is 30, the cost of setup for this type of board is divided
over 30 to calalate the setup cost per board.

Table 4: The Economic Order Quantities calalated for boards

Boards Min Lot Size Stansdi;rad Lot AnnualDemand Price SEK EOQ
X1 10 10 150 158,52 126
X2 20 30 24 112,88 60
X3 3 60 21 161,45 47
X4 10 10 62 245,93 65
X5 20 20 92 168,03 96
X6 20 20 328 82,49 258
X7 30 30 133 105,02 145
X8 30 40 690 62,64 429
X9 0 20 6 84,96 34
X10 3 3 24 338,81 34
X11 40 40 590 63,45 394
X12 0 20 364 83,44 270
X13 20 20 36 154,16 62
X14 30 30 372 182,45 185
X15 20 20 44 147,75 71
X16 20 20 49 299,15 52
X17 0 30 19 138,76 48
X18 40 40 792 119,02 333
X19 60 60 192 70,11 214
X20 60 60 808 69,05 442
X21 30 30 284 118,63 200
X22 12 12 464 408,35 138
X23 12 12 212 350,13 101
X24 18 18 8 425,35 18
X25 60 60 264 295,43 122
X26 60 60 268 147,69 174
X27 20 20 24 579,93 26
X28 20 20 814 227,25 245
X29 20 20 412 232,47 172
X30 60 60 1226 79,07 509
X31 24 24 196 135,8 155
X32 0 50 1076 213,88 290
X33 40 40 996 214,02 279
X34 40 40 472 217,73 190
X35 100 100 2560 190,29 474
X36 50 50 2424 168,67 490
X37 30 40 970 184,89 296
X38 100 100 2443 142,% 535
X39 16 20 140 191,06 111
X40 20 20 370 465,1 115
X41 100 100 4378 375,24 441
X42 250 250 6590 261,8 648
X43 20 20 280 305,97 124
X44 20 20 281 424,09 105
X45 60 60 1499 370,84 260
X46 80 80 1480 85,44 538
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X47 60 60 1586 197,85 366
X48 50 60 1406 230,18 319
X49 20 40 432 247,47 171
X50 42 60 1794 97,1 556
X51 12 12 42 195,23 60
X52 40 80 1449 91,47 514
X53 80 80 1632 96,66 531
X54 20 20 363 317,25 138
X55 80 80 2981 92,77 733
X56 70 70 2185 393,22 305
X57 90 90 2176 39,31 962
X58 100 100 2030 357,56 308
X59 90 90 2014 30,78 1045
X60 300 300 4327 44,41 1276
X61 20 20 180 481,59 79
X62 60 60 180 73,03 203
X63 0 24 174 110,19 162
X64 20 20 152 439,06 76
X65 10 10 24 300,08 37
X66 0 10 17 1572,85 13
X67 8 8 77 569,25 48
X68 10 20 294 668,33 86
X69 180 180 5821 581,26 409
X70 60 60 1830 167,52 427
X71 40 40 462 167,89 214
X72 70 70 1348 125,22 424
X73 20 20 688 144,07 282
X74 60 60 230 847,85 67
X75 60 60 230 464,95 91
X76 100 100 3603 962,17 250
X177 10 50 15 373,26 26
X78 100 100 3660 379,99 401
X79 200 200 5251 335,64 511
X80 40 40 996 1905,95 93
X81 5 8 4 374,05 13
X82 200 200 3520 51,98 1064
X83 120 120 3789 202,94 558
X84 0 30 200 227,75 121
X85 0 60 200 43 279
X86 120 120 3794 39,46 1267
X87 0 20 72 498,67 49
X88 0 20 113 704,04 52
X89 0 20 95 1083 38
X90 0 20 28 1628,67 17
X91 0 20 8 609,96 15
X92 0 12 88 570,33 51
X93 0 20 37 610,19 32
X94 0 20 113 410,81 68
X95 0 20 52 525,68 41
X96 0 10 106 1969,74 30
X97 0 20 54 2022,11 21
X98 0 20 58 704,04 37
X99 0 20 72 1010,5 34
X100 0 20 40 514,65 36
X101 0 20 38 410,81 39
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X102 0 20 35 1927,21 17
X103 0 20 16 296,6 30
X104 80 80 2484 434,81 309
X105 40 40 951 381,37 204
X106 0 20 4 1239,87 7
X107 0 30 221 227,75 127
X108 0 60 311 43 348
X109 40 40 260 156,06 167
X110 20 40 210 305,33 107
X111 30 30 252 269,25 125
X112 0 20 28 292,4 40
X113 50 50 322 204,03 162
X114 40 40 640 347,37 175
X115 0 80 180 318,62 97
X116 40 40 338 491,88 107
X117 40 40 1220 458,89 211
X118 0 20 232 636,37 78
X119 0 20 112 480,16 62
X120 40 40 1286 472,91 213
X121 0 20 233 505,74 88
X122 0 20 127 494,4 66
X123 20 20 342 207,92 166
X124 40 100 774 190,92 260
X125 40 40 338 672,44 92
X126 0 30 16 588,15 21
X127 0 20 948 1462,96 104
X128 0 20 1516 634,65 200
X129 0 20 539 2206,97 64
X130 0 20 334 2025,49 52
X131 0 20 493 1371,23 77
X132 0 20 247 1472,85 53
X133 0 20 118 1937,11 32
X134 0 20 764 1558,08 91
X135 0 20 787 571,11 152
X136 200 200 9685 329,99 700
X137 0 20 188 345,42 95
X138 160 160 4944 971,25 292
X139 40 40 277 1451,76 56
X140 40 40 175 974,01 55
X141 40 40 320 1023,75 72
X142 40 40 18 1283,37 15
X143 40 40 1693 1084,07 162
X144 60 100 774 1143,52 106
X145 60 120 774 173,75 273
X146 60 60 2433 1168,08 187
X147 60 60 2433 310,5 362
X148 0 20 109 1455,41 35
X149 0 20 99 634,65 51
X150 0 20 83 2206,97 25
X151 0 20 38 1462,16 21
X152 40 40 1011 1059,75 126
X153 0 40 267 777,51 76
X154 0 20 72 1283,74 31
X155 60 60 669 537,3 144
X156 0 40 24 637,17 25
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X157 0 20 69 565,14 45

X158 80 80 2519 472,03 299
X159 40 40 378 271,92 152
X160 0 20 23 650,64 24
X161 0 20 76 534,67 49
X162 20 20 641 891,38 110
X163 20 40 138 811 53
X164 0 20 76 891,38 38
X165 0 20 4 832,26 9
X166 20 20 641 781,26 117
X167 0 20 73 781,26 40
X168 60 60 1648 57,27 693
X169 40 40 372 509,43 110
X170 60 60 1316 477,9 214
X171 20 20 128 864,07 50
X172 20 20 267 711,74 79
X173 20 20 354 1196,4 70
X174 40 40 950 1139,62 118
X175 60 60 623 217,67 219
X176 40 60 676 55,32 452
X177 0 20 68 14345 89
X178 0 20 75 272,07 68
X179 20 20 382 1087,27 77
X180 0 20 56 1308,66 27
X181 0 20 42 69,5 100
X182 0 20 16 69,5 62
X183 0 80 37 547,55 34
X184 0 40 45 483,92 39
X185 0 20 27 2022,11 15
X186 0 20 44 143,45 72
X187 0 80 59 466,78 46
X188 0 40 12 618,69 18

As it is clear from the table above, the EOQs are extremely big. Some of the Wiaridsv
demand haveEOQs even larger than their total annual dengnmdeaning that its better to
produce the whole demand in one batGme board wh annual demand of 2&5) hadan
EOQ of 60!Another board with a demand of 243) had an EOQ of 47For one boardXg),
which has a t@al demand of 4327, price of 44.41 SBKdminimum batch size of 300nits,
the EOQ was 1276nitd In contrast boardXz,with the demand of 230, price of 847.85 and
minimum lot size of 60, has an EOQ, very close to its minimum lot szenly 67. As
another example, % with demand of 230 and minimum batch size of 60, has an EOQ equal
to 91 which is not so much highdénan its minimum lot size. However, thesgo are
exceptions.The reasons behind these large quantities are thfijeed setup cos@nd low
defined inventory holding costs

4.2 Discussion over setup cost

If we assume thathe valueof the setup cost is tru¢hen we should turn our attention
somewhere else to find the readmrhindthese large batchek.shouldbe remembegd that
inventory holding cost was defined very I6v0.1 or 10% while it is common to consider it
between 0.2 and 0.4. There are maogts that ar@bviously not includedin the current
value. For example, the cost of inventory deterioration or corrosion of the boards, the cost of
space for holding large inventories or the opportunity cost of the capital tied up to inventory.
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However, @en by considering an inventory holding cost of D.i#he EOQs would be haif
the batch sizeare still too large (TablB):

Table 5: The Economic Order Quantities calculated for boards

EOQ with
. . Standard Lot . inventor
Boards Min Lot Size Size Demand Price(SEK) holding cogt of

40%
X1 10 10 150 158,52 63
X2 20 30 24 112,88 30
X3 3 60 21 161,45 23
X4 10 10 62 245,93 32
X5 20 20 92 168,03 48
X6 20 20 328 82,49 129
X7 30 30 133 105,02 73
X8 30 40 690 62,64 214
X9 0 20 6 84,96 17
X10 3 3 24 338,81 17
X11 40 40 590 63,45 197
X12 0 20 364 83,44 135
X13 20 20 36 154,16 31
X14 30 30 372 182,45 92
X15 20 20 44 147,75 35
X16 20 20 49 299,15 26
X17 0 30 19 138,76 24
X18 40 40 792 119,02 167
X19 60 60 192 70,11 107
X20 60 60 808 69,05 221
X21 30 30 284 118,63 100
X22 12 12 464 408,35 69
X23 12 12 212 350,13 50
X24 18 18 8 425,35 9
X25 60 60 264 295,43 61
X26 60 60 268 147,69 87
X27 20 20 24 579,93 13
X28 20 20 814 227,25 122
X29 20 20 412 232,47 86
X30 60 60 1226 79,07 254
X31 24 24 196 135,8 78
X32 0 50 1076 213,88 145
X33 40 40 996 214,02 139
X34 40 40 472 217,73 95
X35 100 100 2560 190,29 237
X36 50 50 2424 168,67 245
X37 30 40 970 184,89 148
X38 100 100 2443 142,56 268
X39 16 20 140 191,06 55
X40 20 20 370 465,1 58
X41 100 100 4378 375,24 221
X42 250 250 6590 261,8 324
X43 20 20 280 305,97 62
X44 20 20 281 424,09 53
X45 60 60 1499 370,84 130
X46 80 80 1480 85,44 269
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X47 60 60 1586 197,85 183
X48 50 60 1406 230,18 160
X49 20 40 432 247,47 85
X50 42 60 1794 97,1 278
X51 12 12 42 195,23 30
X52 40 80 1449 91,47 257
X53 80 80 1632 96,66 266
X54 20 20 363 317,25 69
X55 80 80 2981 92,77 366
X56 70 70 2185 393,22 152
X57 90 90 2176 39,31 481
X58 100 100 2030 357,56 154
X59 90 90 2014 30,78 523
X60 300 300 4327 44,41 638
X61 20 20 180 481,59 40
X62 60 60 180 73,03 101
X63 0 24 174 110,19 81
X64 20 20 152 439,06 38
X65 10 10 24 300,08 18
X66 0 10 17 1572,85 7
X67 8 8 77 569,25 24
X68 10 20 294 668,33 43
X69 180 180 5821 581,26 205
X70 60 60 1830 167,52 214
X71 40 40 462 167,89 107
X72 70 70 1348 125,22 212
X73 20 20 688 144,07 141
X74 60 60 230 847,85 34
X75 60 60 230 464,95 45
X76 100 100 3603 962,17 125
X177 10 50 15 373,26 13
X78 100 100 3660 379,99 201
X79 200 200 5251 335,64 256
X80 40 40 996 1905,95 47
X81 5 8 4 374,05 7
X82 200 200 3520 51,98 532
X83 120 120 3789 202,94 279
X84 0 30 200 227,75 61
X85 0 60 200 43 139
X86 120 120 3794 39,46 634
X87 0 20 72 498,67 25
X88 0 20 113 704,04 26
X89 0 20 95 1083 19
X90 0 20 28 1628,67 8
X91 0 20 8 609,96 7
X92 0 12 88 570,33 25
X93 0 20 37 610,19 16
X94 0 20 113 410,81 34
X95 0 20 52 525,68 20
X96 0 10 106 1969,74 15
X97 0 20 54 2022,11 11
X98 0 20 58 704,04 19
X99 0 20 72 1010,5 17
X100 0 20 40 514,65 18
X101 0 20 38 410,81 20
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X102 0 20 35 1927,21 9
X103 0 20 16 296,6 15
X104 80 80 2484 434,81 154
X105 40 40 951 381,37 102
X106 0 20 4 1239,87 4
X107 0 30 221 227,75 64
X108 0 60 311 43 174
X109 40 40 260 156,06 83
X110 20 40 210 305,33 54
X111 30 30 252 269,25 63
X112 0 20 28 292,4 20
X113 50 50 322 204,03 81
X114 40 40 640 347,37 88
X115 0 80 180 318,62 49
X116 40 40 338 491,88 54
X117 40 40 1220 458,89 105
X118 0 20 232 636,37 39
X119 0 20 112 480,16 31
X120 40 40 1286 472,91 107
X121 0 20 233 505,74 44
X122 0 20 127 494,4 33
X123 20 20 342 207,92 83
X124 40 100 774 190,92 130
X125 40 40 338 672,44 46
X126 0 30 16 588,15 11
X127 0 20 948 1462,96 52
X128 0 20 1516 634,65 100
X129 0 20 539 2206,97 32
X130 0 20 334 2025,49 26
X131 0 20 493 1371,23 39
X132 0 20 247 1472,85 26
X133 0 20 118 1937,11 16
X134 0 20 764 1558,08 45
X135 0 20 787 571,11 76
X136 200 200 9685 329,99 350
X137 0 20 188 345,42 48
X138 160 160 4944 971,25 146
X139 40 40 277 1451,76 28
X140 40 40 175 974,01 27
X141 40 40 320 1023,75 36
X142 40 40 18 1283,37 8
X143 40 40 1693 1084,07 81
X144 60 100 774 1143,52 53
X145 60 120 774 173,75 136
X146 60 60 2433 1168,08 93
X147 60 60 2433 310,5 181
X148 0 20 109 1455,41 18
X149 0 20 99 634,65 26
X150 0 20 83 2206,97 13
X151 0 20 38 1462,16 10
X152 40 40 1011 1059,75 63
X153 0 40 267 777,51 38
X154 0 20 72 1283,74 15
X155 60 60 669 537,3 72
X156 0 40 24 637,17 13
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X157 0 20 69 565,14 23
X158 80 80 2519 472,03 149
X159 40 40 378 271,92 76
X160 0 20 23 650,64 12
X161 0 20 76 534,67 24
X162 20 20 641 891,38 55
X163 20 40 138 811 27
X164 0 20 76 891,38 19
X165 0 20 4 832,26 4
X166 20 20 641 781,26 59
X167 0 20 73 781,26 20
X168 60 60 1648 57,27 347
X169 40 40 372 509,43 55
X170 60 60 1316 477,9 107
X171 20 20 128 864,07 25
X172 20 20 267 711,74 40
X173 20 20 354 1196,4 35
X174 40 40 950 1139,62 59
X175 60 60 623 217,67 109
X176 40 60 676 55,32 226
X177 0 20 68 143,45 44
X178 0 20 75 272,07 34
X179 20 20 382 1087,27 38
X180 0 20 56 1308,66 13
X181 0 20 42 69,5 50
X182 0 20 16 69,5 31
X183 0 80 37 547,55 17
X184 0 40 45 483,92 20
X185 0 20 27 2022,11 7
X186 0 20 44 143,45 36
X187 0 80 59 466,78 23
X188 0 40 12 618,69 9

Thelogic behindeconomic quantities is to balance out the twsts of inventory holding and

setups (Figurel5). The new economic quantitieas shownin the table above, are almost

twice as big as the current batch sizes in most cases. As mentioned before, there is no doubt
thatthe concept of economic lot sizes igigely true. However, the value we choose as input
data for the formula is our choice. The more accutta¢edatais, the more reasonable our
answes will be. If we assuméhat our defined setup cost is correct, then we should accept the
results forthesenew batch sizes. We should believe that by doubling the batch sizes we will
get the optimum quantities and we will save money. In theory, if the setup cost is that high,
then this conclusion is true. But before making any conclusion it is worth tortatteedook

at the setup cost.
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Figure 15: Annual total cost (Krajewski, Ritzman and Malhotra, 2007)
Let s consider a s cen amrthree shitdleingeahewedke curseMT | | n e

situationi and manages to produck the demandor eachweek.There will be a number of
setups performeevery week and based orour definedsetup costthey will cause aotal
setupcost equal to number of setughgringthe week multiplied bythe setup cogfTotal setup

cost = number ofetups * setup costBased on this definition, any increase or decrease in
number of setupsiustaffectthe total setupcost. et 6 s assume that the SN
all boards before the end of the week and there stilll be sometime left. For example,
supposethe totalavailable production time is 100 hounser weekand the boards can be
produced in 95 hours$f number of setups islightly increasd, the production of boardmay

take 96 hoursHaving the total setup cost as the number of setupkiphed by setup cost
(2320 SEHKhr x 0.36 hj, there should be an increase in thtl setup cost for that weekut

in reality therewill be no changes in the cash flow. We will still pay the same amount of
money for e mpmhdooyeehead sost¥ theé rmimber of setups iseducel by
having bigger batch sizesidboardsaremanage to be producel in 92 hoursthere should be
some money savelsed on our assumptions but there wiill be no changes in the cash
flow. In reality, hierewill be nomoney savedTherecanbe as muctincreasan the number

of setupsas it causes the production of boards to tHk@ hours, a number equal to the total
production time. Even now theageno real changes in the cash flow.

However, there is dmit for the number of setups tavhich if they are increasedhore, the

production of boards will take more thére availabletotal timeper week for example 101

hours. The factthat hi s weekds demand andsimoonldlde covesed byet t h
next w e eily,0ceeates a peal change in the cash flsiwce 1 hour production
opportunity belonging to next week is lo$his time could be used to meet the next vdesk

demand but now is lostnd creates an unmet demamdi therefore incurs a cost. This cost of
production loss creates a real change in the cash flow and is directly caused by setups. Notice
that beforemany changes were madethe number of setugsut cash flow did not change
becausdhere was no production los§he moment hi s we e k Osssurgassedeand! i mi t
next weekobés capacity i s angtie dhangeéndhe eashflowhi s w
is createddue toproduction loss. Therefore it is not unreasonable to define the setup cost as

the cost of lost productiomot the cost of empleéye 6 s s al ar y .dhis definiter h e a d
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of setup costomplies with the setup cost definition by Karmarkar (1987) as it was mentioned
beforein the theory part.

However, this definition of setup cost creates a probieroalculation of economic orde
guantities If setup cost is the cost of lost productrather than salaries and overhedtsn it

is a variable quantitynot a fixed valueThe number of setups can be increased without facing

any cost as long as no production loss is crealed. manent the capacity constraint is
violated a cost related to lost production is incurred. This cost increases linearly as
production loss increases. The new defined setup cost can be assumed to have a pattern as
illustrated in Figurel6:

Setup
Cost

Zero

Number of Setups
Figure 16: Setup cost based on number of setups

The economic order quantity formula requires us to assume a fixed value for setup cost. By
contrast, thenew definition of setup cost ake cost oflost productiorassumes setup cost to

be a varible. As it was mentioned before in the theoretic framework, setup cost is a
consequence of the solution (Karmarkar, 19@&ier thara fixed parameter of the problem.
Having setup cost as a variable makes it impossible to use EOQ formula for calculating
optimal batch sizes and therefahee EOQ formulashould be put aside. A new way should be
found forcalculatingoptimumbatch sizes.

4.3 Writing an optimization model

The annual inventory holding cost for an item is the resuthatiplying its yearly average
inventory level byits annual holding cost per unis it was mentioned before, based on the
information from the financial department, the inventory holding cost perfamén article
(PCB board)is defined as 10 percent oits value. Therefore, if # price of a board is
representedy 0, its annualholding cost per unit can be expressesdp 0. If 0.1 is
denoted by, the expression can be writtes 0. By denoting the average inventory
level for the same boardsO , the annual inventory holding cost for that boaah be
calculatedbyw 6 O . This expression for one board can be extended to other boards
too. By calculating the holding cost for each board and adding them together, the total
inventory holding cost for all boards is obtainedo Ifepresents the price of boar@and

‘O i represents the average inventory level for bo&dd by having al0 percentas a
constanthe total inventory holding cost for all the boards can be expressed as:
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Where ¢ is the total number of board® ph;hot8 8
This expression can be turned to the objective function of a minimization problem:
0 Q¢ QUQIQ0 O ®w 6 0Or 8 @ 6 O
Q¢ R phghofB 8

In order to find the optimum batch sizes for the boards, one can pursue the goal of minimizing
the total inventory value of all boards. Since agerinventory level for an item is in direct
relation with its batch size, theg,d for board i can be overwrittems a function ofts batch

size. As minimization tries to find the mmum value of Z, the optimal valséor the batch

sizes can be obtained@he only thing that remains is to find the relationship between each
boardobs aver agaee andiis daich sizeyAftdr that,eby adding appropriate
constraints, this objective function can be turned into a complete optimizatael m
Opeations Research

In order to find the relationship betwe&h for board i and its batch size, one should start
from probing the annual demand patterndach boardThe annual demasdor a few of the
boardsareillustrated in Figure 17 to 20below:
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Figure 17: Annual demand for a board
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