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Local linear stability analysis applied to the rotating-disk flow is discussed.
This flow case is an exact similarity solution to the cylindrical incompressible
Navier–Stokes equations also called the von Kármán flow. The laminar mean
velocity profiles are obtained by solving the resulting ordinary differential equa-
tions assuming the flow is axisymmetric and time independent. Two stability-
analyses methods are used to investigate the local linear stability of this flow: i)
the ‘shooting method’; and ii) the ‘Chebyshev polynomial method’. This the-
oretical investigation focuses on convectively unstable disturbances. Results
obtained from the two methods are compared and the methods are shown to
give similar results. These theoretical results are also compared with direct
numerical simulations and experimental results showing good agreement.

1. Introduction

The rotating-disk flow has been investigated, not only as a simple model of
three-dimensional boundary-layer cross-flow instability, but also since this flow
has applications to rotating flow configurations such as the turbomachinery,
computer storage devices and chemical vapour deposition (CVD). The flow is
induced by a disk rotating without any externally imposed flow. The resulting
boundary layer is known as the ‘von Kármán boundary layer’, which belongs to
a family of rotating boundary layers, so called ‘BEK boundary layers’, including
Bödewadt, Ekman and von Kármán boundary layers. These boundary layers
are characterized by a Rossby number Ro, which is defined as

Ro =
Ω∗

f − Ω∗
d

Ω∗
a

(1)

with Ω∗
a = (Ω

∗
f +Ω

∗
d)/4 + ((Ω

∗
f +Ω

∗
d)

2/16 + (Ω∗
f − Ω∗

d)
2/2)1/2,

where Ω∗
f and Ω

∗
d are the fluid angular velocity outside the boundary layer and

the disk angular velocity, respectively (Arco et al. 2005). For the von Kármán
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boundary layer Ro = −1 since Ω∗
f is 0. The second important parameter for

this flow is the Reynolds number, which is the ratio between inertial forces and
viscous forces. This is given as

R = r∗
�
Ω∗

ν
, (2)

where r∗ is the radius of the disk at the measurement position, Ω∗ is the angular
velocity of the disk, ν is the kinematic viscosity of the fluid and * denotes a
dimensional quantity. The rotating-disk flow is a three dimensional boundary
layer with an inflection point in the radial velocity profile which makes the flow
inviscidly unstable according to the Rayleigh stability criterion.

A linear stability analysis has been performed on the rotating-disk flow in
earlier studies (e.g. Kobayashi et al. 1980; Malik et al. 1981; Mack 1985; Ma-
lik 1986; Faller 1991; Lingwood 1995a; Hussain et al. 2011), and it was found
that the rotating-disk flow has instabilities consisting of stationary and trav-
elling disturbances, and also has two types of instabilities, namely one due to
an inviscid mechanism attributed an inflection point of radial velocity profile
and one due to a viscid mechanism including centrifugal and Coriolis forces.
In particular, the finding of a local absolute instability by Lingwood (1995a,
1997) gives a basis on which to explain the almost constant and consistent tran-
sition Reynolds number in the rotating-disk flow (Malik et al. 1981; Imayama
et al. 2013). Recently, the theoretical analyses have been extended to take
into account the flow development in the radial direction, i.e. global stability
analyses have been undertaken. Pier (2003) shows that the rotating-disk flow
becomes nonlinearly globally unstable at the onset of local absolute instability.
However, in this report, only the local linear stability analysis is discussed.

The main purpose of this report is to discuss local linear stability analy-
sis and its application to the rotating-disk flow. In this report, the following
problems are discussed. First, the laminar mean velocity profile is obtained
solving the exact axisymmetric similarity solution of the Navier–Stokes equa-
tions for the time independent von Kármán boundary layer. Secondly, local
linear stability analysis of the rotating-disk flow is discussed. Local linear sta-
bility analysis was developed to evaluate the stability of a flow when assuming
small disturbances justifying a linearization of the equations, and assuming a
homogeneous flow in the streamwise direction. Two different methods for the
local linear stability analysis are introduced: the ‘shooting method’; and the
‘Chebyshev polynomial method’. Finally, results obtained from the two meth-
ods are compared with direct numerical simulations (DNS) and experimental
results.
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2. Governing equations

The similarity solution governing the mean flow over a rotating disk is pre-
sented here together with the perturbation equations which govern the linear
local stability of the rotating-disk flow. The description of the flow originates
from the Navier–Stokes equations formulated in a cylindrical-coordinate sys-
tem in the rotating frame of reference. For the perturbation equations, the
parallel-flow approximation is used to simplify the partial-differential system
of equations (PDE) to a sixth-order system of ordinary-differential equations
(ODE). The meaning of this simplification is that only the local stability be-
haviour will be analysed. There is a possibility to further reduce the set of
equations neglecting the Coriolis and streamline-curvature terms leading to
the Orr-Sommerfeld equation. By also neglecting viscosity the equations are
reduced to the Rayleigh equation. However, in this context only the sixth-order
system of ODE will be considered, including rotation and curvature. The path
taken for the derivation of the equations is the same as in Lingwood (1995b).

2.1. Mean flow

The disk is assumed to be of infinite radius, rotating with a constant angular
velocity around an axis passing through the centre of the disk in an incom-
pressible fluid. The equations governing the flow over the rotating disk are
the incompressible Navier–Stokes and the continuity equations in cylindrical
coordinates (r, θ, z),

∂U∗

∂t∗
+U∗ · ∇U∗ −

V ∗2

r∗
− 2Ω∗V ∗ − Ω∗2r∗

= −
1

ρ

∂P ∗

∂r∗
+ ν

�
∇2U∗ −

U∗

r∗2
−
2

r∗2
∂V ∗

∂θ

�
,

(3)

∂V ∗

∂t∗
+U∗ · ∇V ∗ +

U∗V ∗

r∗
+ 2Ω∗U∗

= −
1

r∗ρ

∂P ∗

∂θ
+ ν

�
∇2V ∗ +

2

r∗2
∂U∗

∂θ
−
V ∗

r∗2

�
,
(4)

∂W ∗

∂t∗
+U∗ · ∇W ∗ = −

1

ρ

∂P ∗

∂z
+ ν∇2W ∗, (5)

∂U∗

∂r∗
+
U∗

r∗
+
1

r∗
∂V ∗

∂θ
+
∂W ∗

∂z∗
= 0, (6)

where U, V andW are the radial, azimuthal and vertical velocities and P is the
pressure. ν is the kinematic viscosity, ρ is the density, Ω is the rotation rate
and t is time. The star superscript means that the quantities are dimensional.
Included are the centrifugal force and the Coriolis force, respectively, −Ω∗ez ×
(Ω∗ez × r

∗er) = Ω
∗2r∗er and −2Ω∗ez ×U

∗ = 2Ω∗V ∗er − 2Ω
∗U∗eθ, where er,

eθ and ez are the unit vectors in each direction.
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Figure 1. The similarity solution for the flow over a rotating
disk. The solution is shown in the rotating reference frame
where U , V and W are the radial, azimuthal and vertical ve-
locity components, and P is the pressure.

The similarity variables used are functions of z alone. For the global scale
these are U(z) = U∗/(r∗Ω∗), V (z) = V ∗/(r∗Ω∗), W (z) = W ∗/(νΩ∗)1/2,
P (z) = P ∗/(ρνΩ∗), z = z∗/L∗ and r = r∗/L∗ where L∗ = (ν/Ω∗)1/2. The
nondimensional Reynolds number can be rewritten by using the similarity vari-
ables

R =
r∗Ω∗L∗

ν
= r∗

1

L∗2
L∗ =

r∗

L∗
= r, (7)

that is, the Reynolds number equals the nondimensional radius. Using these
global scale similarity variables in the governing equations, equations (3)–(6),
and assuming that the base flow is independent of θ and steady in time, the
following system of ODEs is obtained

2U +W � = 0 (8)

U2 − (V + 1)2 + U �W − U �� = 0 (9)

2U(V + 1) + V �W − V �� = 0 (10)

P � +WW � −W �� = 0 (11)

where the prime denotes differentiation with respect to z. These are the equa-
tions first derived by von Kármán (1921). Here, the above equations were solved
using the Runge–Kutta fourth order (RK4) method with a Newton–Raphson
searching method. The resulting velocity and pressure profiles are seen in figure
1. The appendix gives a closer description of the solution method.
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2.2. Perturbation equations

In deriving the perturbation equations, again equations (3)–(6) are used, how-
ever, this time all the terms are kept and made dimensionless with respect
to the local scale similarity variables U(z) = U∗/(r∗sΩ

∗), V (z) = V ∗/(r∗sΩ
∗),

W (z) = W ∗/(r∗sΩ
∗), P (z) = P ∗/(ρr∗2s Ω

∗2), z = z∗/L∗, r = r∗/L∗ where
L∗ = (ν/Ω∗)1/2. The Reynolds number is now written in terms of the local
radial position R = r∗sΩ

∗L∗/ν = r∗s/L
∗ = rs and also t = t

∗/(L∗/Ω∗r∗s). The
local scale is justified by assuming a parallel-flow, also enforced later on. The
difference between the global and the local scale is mainly the use of the local
radius r∗s instead of the global r

∗. Also, the W and P terms are scaled differ-
ently and a time scale is introduced. Using the above nondimensional variables
in equations (3)–(6) gives the dimensionless governing equations for the local
scale. Then decomposing these into a mean and a perturbation quantity by
the use of

U(z, r, θ, t) =
r

R
U(z) + u(z, r, θ, t) (12)

V (z, r, θ, t) =
r

R
V (z) + v(z, r, θ, t) (13)

W (z, r, θ, t) =
1

R
W (z) + w(z, r, θ, t) (14)

P (z, r, θ, t) =
1

R2
P (z) + p(z, r, θ, t) (15)

and subtracting the first given dimensionless governing equations, yields the
nonlinear perturbation equations. Linearizing with respect to the perturbation
quantities leads to the perturbation equations for continuity

∂u

∂r
+
u

r
+
1

r

∂v

∂θ
+
∂w

∂z
= 0 (16)

and momentum conservation in the radial direction

∂u

∂t
+
rU

R

∂u

∂r
+
uU

R
+
V

R

∂u

∂θ
+
W

R

∂u

∂z
+
rwU �

R
−
2V v

R
−
2v

R

= −
∂p

∂r
+
1

R

�
∂2u

∂r2
+
1

r2
∂2u

∂θ2
+
∂2u

∂z2
+
1

r

∂u

∂r
−
u

r2
−
2

r2
∂v

∂θ

�

,

(17)

in the θ direction

∂v

∂t
+
rU

R

∂v

∂r
+
V

R

∂v

∂θ
+
W

R

∂v

∂z
+
rwV �

R
+
Uv

R
+
2uV

R
+
2u

R

= −
1

r

∂p

∂θ
+
1

R

�
∂2v

∂r2
+
1

r2
∂2v

∂θ2
+
∂2v

∂z2
+
1

r

∂v

∂r
−
v

r2
+
2

r2
∂u

∂θ

� (18)
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and in the z-direction

∂w

∂t
+
rU

R

∂w

∂r
+
V

R

∂w

∂θ
+
W

R

∂w

∂z
+
wW �

R

= −
∂p

∂z
+
1

R

�
∂2w

∂r2
+
1

r2
∂2w

∂θ2
+
∂2w

∂z2
+
1

r

∂w

∂r

�

.

(19)

Here, to make the equations separable in r, θ and t the parallel-flow approxi-
mation is made, meaning that the variation of Reynolds number with radius
can be ignored, thus replacing the radius r with R, the local Reynolds number.
Then neglecting terms in the order of 1/R2 the perturbation equations become,
in the same sequence as above,

∂u

∂r
+
u

R
+
1

R

∂v

∂θ
+
∂w

∂z
= 0 (20)

∂u

∂t
+ U

∂u

∂r
+
uU

R
+
V

R

∂u

∂θ
+
W

R

∂u

∂z
+ wU � −

2V v

R
−
2v

R

= −
∂p

∂r
+
1

R

�
∂2u

∂r2
+
1

R2

∂2u

∂θ2
+
∂2u

∂z2

� (21)

∂v

∂t
+ U

∂v

∂r
+
V

R

∂v

∂θ
+
W

R

∂v

∂z
+ wV � +

Uv

R
+
2uV

R
+
2u

R

= −
1

R

∂p

∂θ
+
1

R

�
∂2v

∂r2
+
1

R2

∂2v

∂θ2
+
∂2v

∂z2

� (22)

∂w

∂t
+ U

∂w

∂r
+
V

R

∂w

∂θ
+
W

R

∂w

∂z
+
wW �

R

= −
∂p

∂z
+
1

R

�
∂2w

∂r2
+
1

R2

∂2w

∂θ2
+
∂2w

∂z2

�

.

(23)

Note that the term including the second derivative in the azimuthal direction
was not removed. This is due to the introduction of the global azimuthal
wavenumber β later, reducing it to local scale, β = β̄R eliminating R2 in the
denominator making these terms comparable in size to the other terms. The
above perturbation equations can be expressed in normal-mode form

u = û(z, α, ω;β,R)ei(αr+βθ−ωt) (24)

v = v̂(z, α, ω;β,R)ei(αr+βθ−ωt) (25)

w = ŵ(z, α, ω;β,R)ei(αr+βθ−ωt) (26)

p = p̂(z, α, ω;β,R)ei(αr+βθ−ωt) (27)

where the eigenvalue problem is solved for either α or ω. Here, the hat quanti-
ties are the spectral representations of the perturbation fields, ω is the frequency
of the disturbance and α and β are the radial and azimuthal wavenumbers,
respectively. Substituting equations (24)–(27) into equations (20)–(23), the
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perturbation equations become
�

iα+
1

R

�

û+

�
iβ

R

�

v̂ + ŵ� = 0, (28)

�

iαU+
iβV

R
+
α2

R
+
β2

R3
+
U

R

�

û+
W

R
û�−

1

R
û��−

2

R
(1+V )v̂+U �ŵ+ iαp̂ = iûω,

(29)
2

R
(V +1)û+

�

iαU+
iβV

R
+
α2

R
+
β2

R3
+
U

R

�

v̂+
W

R
v̂�−

1

R
v̂��+V �ŵ+

iβ

R
p̂ = iv̂ω,

(30)�

iαU +
iβV

R
+
α2

R
+
β2

R3
+
W �

R

�

ŵ +
W

R
ŵ� −

1

R
ŵ�� + p̂� = iŵω. (31)

Various works, have been done when it comes to the stability analysis of the
perturbation equations, either using primitive variables (Balakumar & Malik
1990) or transformed variables (Mack 1985; Malik 1986; Faller 1991; Lingwood
1995b; Hwang & Lee 2000). For the two methods used within this paper,
the Chebyshev polynomial method uses primitive variables and the shooting
method follows the work of Lingwood (1995b) and thus the transformed vari-
ables

φ1(z, α, ω;β,R) = (α− i/R)û+ β̄v̂ (32)

φ2(z, α, ω;β,R) = (α− i/R)û� + β̄v̂� (33)

φ3(z, α, ω;β,R) = ŵ (34)

φ4(z, α, ω;β,R) = p̂ (35)

φ5(z, α, ω;β,R) = (α− i/R)v̂ − β̄û (36)

φ6(z, α, ω;β,R) = (α− i/R)v̂� − β̄û� (37)

are used giving the equations
φ�1 = φ2 (38)

φ�2
R
=
1

R
(X + U)φ1 +

Wφ2
R

+

��

α−
i

R

�

U � + β̄V �

�

φ3+

i

�

α2 + β̄2 −
αi

R

�

φ4 −
2(1 + V )φ5

R

(39)

φ�3 = −iφ1 (40)

φ�4 =
iWφ1
R

−
iφ2
R

−
1

R
(X +W �)φ3 (41)

φ�5 = φ6 (42)

φ�6
R
=
2(1 + V )φ1

R
+

��

α−
i

R

�

V �−β̄U �

�

φ3+
β̄φ4
R
+
1

R
(X+U)φ5+

Wφ6
R

(43)

where X = α2 + β̄2 + iR(αU + β̄V − ω) and β̄ = β/R. These transformed
equations are assumed to govern the flow from now on, thus including the
viscous, Coriolis and streamline-curvature effects.
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3. Solution Methods

In this section, two methods for solving the perturbation equations are dis-
cussed. The first method is the shooting method, inherited from the work of
Lingwood (1995b) and used to solve equations (38)–(43). The second method
is the Chebyshev polynomial method. This method solves the eigenvalue prob-
lems of the perturbation equations (28)–(31) using Chebyshev discretization of
the wall-normal coordinate.

3.1. Shooting method

The shooting method considers one R with a set of α, β and ω in every it-
eration, evaluating if these are eigenvalues of the system. The method starts
by considering the asymptotic versions of equations (38)–(43) for z → ∞. By
doing so, exact closed-form solutions can be obtained at the top boundary and
an integration procedure using RK4 method can be used to obtain the solutions
for z positions down to zero. If the solutions match the boundary conditions at
z = 0 the eigenvalues and eigenfunctions are found. If not, and the values of α,
β and ω are estimated well enough, it is possible to tune the chosen shooting
variable via a Newton–Raphson searching method and shoot again in order to
match the boundary conditions this time and thus find the eigenvalues. The
procedure is described in detail in this section and consists of three main steps;
(i) calculating the initial values at the top of the domain; (ii) solving the equa-
tions by RK4 when stepping down to z = 0 and; (iii) evaluating the solution
at z = 0 in terms of how well it satisfies the boundary conditions.

When z → ∞ equations (38)–(43) take the form

φ�1 = φ2 (44)

φ�2 = Y φ1 +W∞φ2 + iR(α
2 + β̄2 − αi/R)φ4 (45)

φ�3 = −iφ1 (46)

φ�4 = (iW∞φ1 − iφ2 − Y φ3)/R (47)

φ�5 = φ6 (48)

φ�6 = β̄φ4 + Y φ5 +W∞φ6 (49)

where X is exchanged for Y for the z → ∞ limit where the laminar boundary
conditions U = 0 and V = −1 can be applied. This gives Y = α2 + β̄2 −
iR(β̄ + ω). The equations (44)–(49) have six independent solutions, φij , where
i indicates the equation number and j is one of the six solutions. The solutions
are given in the form φji (z → ∞;α, ω, β;R) = cjie

Kjz and can be substituted

into the equations (44)–(49) to determine the constant coefficients cji and Kj .
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The solutions

K1,2 =
W∞

2
∓

�
W∞

2

2

+ Y

� 1
2

(50)

K3,4 = K1,2 (51)

K5,6 = ∓

�

α2 + β̄2 −
αi

R

� 1
2

(52)

are then found along with the cji coefficients which can be found in appendix

4 of Lingwood (1995b). The values of φji and φ
�j
i at z → ∞ are thus known

and are used as the starting values for the shooting. The final solution vector
then consists of the six independent solutions summed up for each equation,
φi(z; , α, ω, β;R) =

�6
j=1 Cj(α, ω, β;R)φ

j
i (z;α, ω, β;R) where Cj is the weight

for the specific solution. The summation of the different solutions should fulfills
the boundary conditions, meaning at z → ∞ all the perturbations must decay.
To achieve this, Kj becomes such that C2 = C4 = C6 = 0 due to their positive
values. Already knowing this, it is only needed to solve for the solutions j =
1, 3, 5 and thus these are the only initial solutions considered in equations i =
1−6. These solutions are loaded for z = 20 assuming this distance is far enough
from the wall to approximate z → ∞.

To find the remaining weights C1, C3 and C5, the boundary conditions
at z = 0 are considered, also here the perturbation must decay. To obtain
the values of C1, C3 and C5 the equations must be integrated to this position,
and then evaluated for proper weights. The integration is done by the RK4
method using equations (38)–(43). If there is no solution for C1, C3 and C5

satisfying the boundary condition, the shooting parameter (α or ω) is updated
according to the Newton–Raphson searching method and a new shooting takes
place. The shooting is thus done from z = 20 to z = 0 also performing an
orthonormalization if needed. Then an evaluation of the boundary conditions
is done at z = 0 calculating a determinant described below.

To determine the weights C1, C3 and C5, the determinant of B is evaluated
to be zero within a certain tolerance level in the equation system A = Bx:




φ1
φ3
φ5



 =




φ11 φ31 φ51
φ13 φ33 φ53
φ15 φ35 φ55








C1

C3

C5



 =




0
0
0



 . (53)

When the determinant is zero, the variables α, β and ω satisfy the dispersion
relation and are eigenvalues of the system at the considered R. At this stage
the weights of C1, C3 and C5 are found using the single value decomposition
making it possible to reconstruct the solution. When the weights are obtained,
the solution φ1 can be constructed from φ

j
1 and so forth until φ6, where j =

1, 3, 5. This is done for all z positions where, if necessary, the solution is also
reorthonormalized. This final step creates the eigenfunctions. From φ1, φ3 and
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φ5 these transformed variables can be converted to the primitive variables û,v̂,
ŵ and p̂.

3.2. Spectral method by Chebyshev polynomials

As an alternative method to analyse the linear stability, a spectral method using
Chebyshev polynomials is applied. Here the equations (28)–(31) are set up as
a large matrix and eigenvalues of this matrix are extracted. An advantage over
the shooting method is that the perturbation equations are not transformed
to a new system, and also for this method all eigenvalues are found at the
same time instead of looking for one by one by using a qualified guess. A
disadvantage is that only eigenvalues of ω are found.

The first step in this method is to define the Chebyshev polynomials in
terms of trigonometric function as

Tn(yj) = cos(n cos
−1(yj)), n = 0, 1, · · · , N (54)

where N is number of collocation points and the Gauss–Lobatto points yj are

yj = cos

�
jπ

N

�

, j = 0, 1, · · · , N (55)

therefore yj satisfies a range of −1 � yj � 1. The recurrence relations of the
trigonometric function is given as

T0(yj) = 1, (56)

T1(yj) = yj , (57)

Tn+1(yj) = 2yTn(yj)− Tn−1(yj), (58)

which are the so-called Chebyshev polynomials of the first kind. Figure 2 shows
a demonstration of the Chebyshev polynomials up to n = 5. Assuming that a
function f(yj) is decomposed by Chebyshev expansions,

f(yj) =

N�

n=0

anTn(yj). (59)

In addition, the derivatives of Chebyshev polynomials are defined as

T
(k)
0 (yj) = 0, (60)

T
(k)
1 (yj) = T

(k−1)
0 (yj), (61)

T
(k)
2 (yj) = 4T

(k−1)
1 (yj), (62)

T (k)
n (yj) = 2nT

(k−1)
n−1 (yj) +

n

n− 2
T

(k)
n−1(yj), n = 3, 4, · · · , N, (63)

where k is the order of the derivative.

To introduce these Chebyshev expansions into an eigenvalue problems of
the local linearized Navier–Stokes equations for the rotating-disk flow, the fol-
lowing procedures are applied. First, since the maximum wall-normal height is
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Figure 2. The first few Chebyshev polynomials.

set to zmax = 20, a linear relation of the wall-normal height to yj is given as

zj =
zmax

2
(yj + 1). (64)

The Chebyshev polynomials and the derivatives for rotating-disk flow are given
as

Sn(yj) = Tn(yj), (65)

S�
n(yj) =

dTn(yj)

dz
= T �

n(yj)
dy

dz
, (66)

S��
n(yj) =

d2Tn(yj)

dz2
= T ��

n (yj)

�
dy

dz

�2

+T �
n

dy2

dz2
, (67)

where � and �� of Sn mean the first and second derivatives in z, and the ones
of Tn mean in y. Therefore eigenfunctions of the u, v, w, p components and the
derivatives are expanded as

û(yj) =

N�

n=0

aûnSn(yj), v̂(yj) =

N�

n=0

av̂nSn(yj),

ŵ(yj) =

N�

n=0

aŵnSn(yj), p̂(yj) =

N�

n=0

ap̂nSn(yj),

(68)
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û�(yj) =

N�

n=0

aûnS
�
n(yj), v̂�(yj) =

N�

n=0

av̂nS
�
n(yj),

ŵ�(yj) =

N�

n=0

aŵnS
�
n(yj), p̂�(yj) =

N�

n=0

ap̂nS
�
n(yj),

(69)

û��(yj) =

N�

n=0

aûnS
��
n(yj), v̂��(yj) =

N�

n=0

av̂nS
��
n(yj), ŵ��(yj) =

N�

n=0

aŵnS
��
n(yj).

(70)
Now turning to the boundary conditions which are the same as in section
3.1, thus all perturbations should decay at z → ∞. At the wall, velocity
perturbations must be zero and from equation (28), it is found that the first
derivative of ŵ should also be zero. Therefore the boundary conditions at top
and bottom of the domain are

û(y0) =
�N

n=0 a
û
nSn(y0) = 0, v̂(y0) =

N�

n=0

av̂nSn(y0) = 0, (71)

ŵ(y0) =
�N

n=0 a
ŵ
nSn(y0) = 0, p̂(y0) =

N�

n=0

ap̂nSn(y0) = 0, (72)

û(yN ) =
�N

n=0 a
û
nSn(yN ) = 0, v̂(yN ) =

N�

n=0

av̂nSn(yN ) = 0, (73)

ŵ(yN ) =
�N

n=0 a
ŵ
nSn(yN ) = 0, ŵ�(yN ) =

N�

n=0

aŵnS
�
n(yN ) = 0. (74)

Then the eigenvalue problem for ω is solved using equations (28)–(31) with the
above boundary condition, given as

AV = BV D. (75)

Equations (76)–(82) describe details of the matrix in equation (75). In equation
(80), � indicates a complex value carefully selected to perturb the matrix. In
this study � = −2000i is selected, where i is

√
−1. The columns in equation (81)

shows each a mode of eigenfunctions. Eigenvalues are contained in equation
(82) in diagonal direction.

We solve this eigenvalue problem in MATLAB with sets of conditions,
R,α, β and mean velocity profiles for rotating-disk flow. Using obtained eigen-
functions in equation (81) and equation (68), we can produce eigenfunctions
for u, v, w, p components.
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4. Results

4.1. Neutral curves

For the shooting method, keeping ω and βi constant at zero, and varying R and
βr while shooting for α gives an R-β plane with values for α. Identifying the
values with αi = 0 gives the neutral curves given in figure 3. These are then
the neutral curves for zero spatial growth of the stationary modes. Also, the
angle ε can be seen in the figure, given by ε = tan−1(β̄/α). For the Chebyshev
polynomial spectral method, α and β were determined to satisfy ω = 0, βi = 0
and αi = 0 at each Reynolds number, also here applying the Newton–Raphson
method searching for αi = 0.

For the viscous branch 2, there is a slight difference occurring between the
two methods. The perturbation equations used for the Chebyshev method,
equations (28)–(31), were carefully checked if they exactly corresponded to
equations (38)–(43) when the transformed variables were used. Also, to further
check the source of the difference, the shooting method was performed using
new transformed variables following Mack (1985)

Z1(z, α, ω;β,R) = αû+ β̄v̂ (83)

Z2(z, α, ω;β,R) = αû� + β̄v̂� (84)

Z3(z, α, ω;β,R) = ŵ (85)

Z4(z, α, ω;β,R) = p̂ (86)

Z5(z, α, ω;β,R) = αv̂ − β̄û (87)

Z6(z, α, ω;β,R) = αv̂� − β̄û� (88)

giving the equations

Z �
1 = Z2 (89)

Z �
2 = (X+U)Z1+WZ2+R(αU

�+ β̄V �)Z3+ iR(α
2+ β̄2)Z4−2(1+V )Z5 (90)

Z �
3 = −iZ1 (91)

Z �
4 =

iWZ1

R
−
iZ2

R
−
1

R
(X +W �)Z3 (92)

Z �
5 = Z6 (93)

Z �
6 = 2(1 + V )Z1 +R(αV

� − β̄U �)Z3 + (X + U)Z5 +WZ6 (94)

where again X = α2+ β̄2+ iR(αU + β̄V −ω). The above equations are derived
by using equations (29) and (30) and changing them into (29)·α + (30)·β and
(30)·α – (29)·β. An equally large difference compared with the Chebyshev
results around the appearance of the viscous branch 2 was found suggesting
that this difference is from numerics only.
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Figure 3. Neutral curve for stationary disturbance (wr =
0, wi = 0, βi = 0, αi = 0). Blue dashed lines indicate shooting
method and red lines indicate Chebyshev method. The num-
bers indicate branch 1 and 2 which are due to inviscid and
viscid mechanism, respectively.

4.2. Eigenfunctions

Eigenfunctions from both codes were obtained for the parameters R = 430,
β̄ = 0.07523 (β = 32.35), α = 0.3618 and ω = 0.0041i · R, which corresponds
to the stationary mode with the highest temporal growth. The eigenfunctions
are shown in figure 4.2 together with DNS and experimental results. Both
codes give identical results and they correspond very well to both the DNS and
the experimental values. Although, the theoretical curves are not expected
to correspond exactly to DNS and experiments since for DNS, ω = 0 and β
was limited to occur in multiples of four due to the fact that the DNS was
performed over one fourth of an annulus. In experiments β is limited to be an
integer (as in all real rotating-disk physical cases).

5. Summary

The similarity solution for the rotating-disk boundary layer was calculated and
a local linear stability analysis was performed for the rotating-disk boundary
layer flow. Two methods, the shooting method and the Chebyshev polynomial
method, were compared and both methods showed similar results for the neu-
tral curves and eigenfunctions. There were slight differences in the viscous part
of the neutral curves (branch 2), which we concluded originated from the nu-
merics used. An eigenfunction example also showed good agreement between
the two methods and also with DNS and experimental data.
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Figure 4. Eigenfunctions for R = 430, β̄ = 0.07523, α =
0.3618 and ω = 0.0041i · R. Dashed lines and solid lines
indicate the local linear stability analysis using the Cheby-
shev polynomial spectral method and shooting method, re-
spectively. Experimental results (�) of azimuthal unsteady
disturbance amplitudes measured at R = 430 from hot-wire
anemometry are also plotted. All data are normalized by max-
imum amplitude of the azimuthal velocity component.
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APPENDIX A

Solving the laminar von Kármán equations using the
shooting method

In solving equations (8)–(11), the three first equations can be solved separately
using five boundary conditions since there are five unknown variables, U , V ,W ,
U � and V �. The values for W �, U �� and V �� are then known from the equations.
The boundary conditions used are: no slip at the wall, U(0) = 0 and V (0) = 0;
W (0) = 0 due to the impermeability of the disk; and a far field boundary
condition implying no viscous effects far from the wall giving U(z → ∞) =
0 and V (z → ∞) = −1. Including the last equation, (11), a sixth boundary
condition for the pressure was used, P (0) = 0. This is then a reference level
for the pressure profile. The system of equations can be transformed into a
system of first order equations by letting g1 = U

� and g2 = V
�. In equation

(11), equation (8) is used for W � and W �� since also W �� = −2U �. The system
of equations then becomes

g1 = U � (A-1)

g2 = V � (A-2)

W � = −2U (A-3)

g�1 = U2 − (V + 1)2 + g1W (A-4)

g�2 = 2U(V + 1) + g2W (A-5)

P � = 2WU − 2g1 (A-6)

For g1 and g2 there are no boundary conditions. Applying RK4 together with
Newton–Raphson shooting, the boundary conditions at z → ∞ are initially
disregarded and g1 and g2 are set to initial guesses

g1(0) = s1 and g2(0) = s2. (A-7)

These guesses, also called the shooting parameters, are evaluated after an RK4
integration such that the top boundary conditions U(zmax) = 0 and V (zmax) =
−1 are satisfied, where zmax = 20 is considered to be sufficient.

Starting guesses of s1 = 0.52 and s2 = −0.61 were chosen (the equa-
tions turned out to be very sensitive to these first choices) and when the
set of equations had been integrated to zmax, the residual functions Z1 =

126
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U(zmax, s1, s2) − U(zmax) and Z2 = V (zmax, s1, s2) − V (zmax) could be eval-
uated. For perfect shooting parameters, these should correspond to zero at
zmax. The shooting parameters are updated in every step to improve the resid-
ual functions, i.e. making them smaller,

s̄n+1 = s̄n + h̄n (A-8)

where h̄n = J−1Z̄ and J(s̄) is the Jacobian containing the change in the solution
U and V with respect to the shooting parameters, which can be found by using
the equations for U �� and V �� from (A-4) and (A-5) (g�1 and g

�
2). We are thus

looking for US1 = ∂U(zmax)/∂s1, US2 = ∂U(zmax)/∂s2, VS1 = ∂V (zmax)/∂s1
and VS2 = ∂V (zmax)/∂s2 to go in the Jacobian. These can be obtained by
differentiating equations (A-4) and (A-5) one more time with respect to s1 and
s2 obtaining 4 equations, and then integrate these in z. The below equations
are used for this;

DUS1 = U �
S1 (A-9)

DUS2 = U �
S2 (A-10)

DDUS1 = 2U · US1 +W ·DUS1 + g1 ·WS1 − 2V · VS1 − 2VS1 (A-11)

DDUS2 = 2U · US2 +W ·DUS2 + g1 ·WS2 − 2V · VS2 − 2VS2 (A-12)

DVS1 = V �
S1 (A-13)

DVS2 = V �
S2 (A-14)

DDVS1 = W ·DVS1 + g2 ·WS1 + 2U · VS1 + 2V US1 + 2US1 (A-15)

DDVS2 = W ·DVS2 + g2 ·WS2 + 2U · VS2 + 2V US2 + 2US2 (A-16)

DWS1 = −2US1 (A-17)

DWS2 = −2US2 (A-18)

Equations (A-11)–(A-12) and (A-15)–(A-16) are the four new equations in-
tegrated with respect to s̄ where D now also signals differentiation with re-
spect to z for the solution terms, e.g. DDUs1 = ∂U

��/∂s1. For the above
10 equations, 10 additional boundary conditions are needed. These are at
z = 0; ∂U/∂s1 = 0, ∂U �/∂s1 = 1, ∂U/∂s2 = 0, ∂U �/∂s2 = 0, ∂V/∂s1 = 0,
∂V �/∂s1 = 0, ∂V/∂s2 = 0, ∂V

�/∂s2 = 1, ∂W/∂s1 = 0 and ∂W/∂s2 = 0. Solv-
ing the (A-1)–(A-6) and (A-9)–(A-18) as a system, the result plotted in figure
1 for U , V , W and P is found. When solving the equations, 10 iterations gave
a residual less than 10−3 for both Z1 and Z2, and 53 iterations gave a residual
in the order of 10−16. The equations also turned out to be sensitive to changing
the height of the domain, however, for z ≤ 20 the method is robust. At this z
level, dU/dz and dV/dz are of the order of 10−8.
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