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ABSTRACT 

 
 
Objective: Usability inspection methods are a class of usability evaluation methods, applied 
by usability evaluators to assess usability related aspects of different user interfaces. Different 
usability inspection methods are proposed so far to evaluate user interfaces in a better way. 
This systematic literature review summarized different usability evaluation methods, with 
more focus on two widely used inspection methods. The review also summarized the 
problems with these two methods and probable proposed solution to cope with these 
problems.  
 
Method: A systematic review method as described by Kitchenham [3] was followed to carry 
out this review. The identified problems in the review were structured in a form of questions. 
The search to find the relevant data that address the identified questions were conducted on 
the basis of  planned search strategies. Papers were selected on the basis of inclusion and 
exclusion criteria in accordance with the quality checklist; followed by data extraction and 
synthesis strictly characterized by quality checklist, inclusion and exclusion criteria to attain 
better results. 
 
Results and discussion: Despite of its advantages there still exists many weaknesses in 
Heuristic evaluation (HE) and Cognitive walk-through (CW) methods. Different studies have 
highlighted different factors that may influence the results. Those factors include number of 
evaluators, evaluator’s perception and experience, time, environment, cost, indigenous 
design, the way method applied and acquired software.  
 
Conclusion:  To get better evaluation results, it is best to use different techniques for 
usability evaluation of single software or optimize existing techniques.  
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1. Introduction   

Usage of IT applications is spreading remarkably worldwide. Most users usually feel 
difficulties while interacting with these applications. This can be attributed to either a 
complex user interface or a new user to the particular IT interface or it might be that the user 
has no experience to interact with any type of IT user interface. Many organizations want 
their software to be easy to use, simple, and efficient; such that the intended user should get 
satisfaction while interacting with it.  

Different kinds of usability evaluation methods have been introduced so far to assess the 
usability of the product in order to obtain usability measures or identify usability problems. 
The purpose of the usability evaluation can be for improving usability of the product 
development/ design or evaluating the scale to which usability objectives have been acquired. 
These methods are classified into various classes such as testing, usability inspection 
methods, usability inquiry, analytical modeling and simulation. Testing, usability inspection 
and usability inquiry are used for formative and summative purposes in software engineering 
[1]. There are many types of methods which come under one of the above classifications 
according to their attributes.  

The first phase of this review discusses different usability inspection methods. After knowing 
about the existence of many inspection methods, the scope of the studies was limited to 
Heuristic evaluation method (HE) and Cognitive walk-through (CW). These two methods 
were selected for the studies after knowing their wide use from different studies. Most of the 
researchers have also used these two methods in their research for the same reason.  The ratio 
of their wide usage can be imagined by their usage in different studies (see section 4.6, table 
5)   

1.1 Objective of the studies  

The user interaction with the system is always a major concern for the product developers 
and designers of the system. So, usability of the system is always under study for the purpose 
of providing ease in use, efficient and an effective interface to the system users.  The purpose 
of this study is to provide a systematic review of different usability inspection methods that 
are proposed in literature. 

This is a two phase literature review. In first phase different inspection methods were 
discussed. The scope of the review was limited to ���  two most widely� used methods, 
described in majority of papers whereas the other methods are reported in very few 
publications. These two methods were discussed  along with the problems they encounter and 
the probable solutions to cope with these problems. This review will help future readers in 
knowing about different kinds of usability inspection methods, specifically about the two 
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widely used inspection methods, problems with these methods and the readers will know the 
probable solution to avoid these problems.  

The systematic review method as described by Kitchenham [3] was followed in this study. 
Such kind of study helps in providing an effective route for identifying the scope of the level 
of research that can answer the research question of different studies. It also helps in directing 
the areas for further investigation which are to be studied to fill the gap present in the 
available studies. By following this method we can best summarize the existing studies about 
the current topic. The study presents an unbiased result from the existing studies. These 
studies are conducted to scrutinize the usability inspection method to answer the following 
question (Section 1.3). Therefore, the study followed the application of systematic review 
method at each step to perform this systematic study in a good manner. 

1.2 Motivation for Research 
  
Usability evaluation methods (UEMs) are used to improve the usability of any interface by 
evaluating human interaction with computer [6]. Variety of usability evaluation methods have 
been introduced for assessing user interfaces of different systems.  There is still confusion for 
evaluators to select the right evaluation method for evaluation, at the right stage. Pools of 
research have been done to find one of the best methods among these. Every method has its 
Pros and cons, so researchers still need a valid method that can help in assessing any interface 
in the best way. Most of the research has studied Heuristic Evaluation (HE) and Cognitive 
Walk-through (CW) and considered these methods as most widely used methods. The wide 
usage of such methods can be seen in our results section (table 5); most of the studies have 
discussed these methods as most widely used methods. The best way to know their wide 
usage is to put a simple query in any database will result the literature in which most of them 
discussed these two methods.     
 
Gray and Salzman work was a new revolution in the usability evaluation methods. As 
explained above usability evaluation methods are classified into various categories. 
Researchers believe that the software inspection is more economical and efficient in assessing 
any user interface, as they are evaluator based evaluation techniques. Less formal training is 
required in evaluating such methods, need for test user is reduced and they can be applied at 
any stage of the development in minimum time. These methods have received much 
popularity for these reasons [9].  
 
The aim of this systematic literature review is to evaluate usability inspection methods. As 
explained earlier the scope of this study focuses on two of the inspection methods. Heuristic 
evaluation method (HE) and Cognitive walk through (CW). Despite their highly usage these 
methods still have some limitations. This systematic literature review also highlights the 
probable solutions for the issues with inspection methods suggested by different authors. 
 
1.3 Research Questions 
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This systematic review was conducted in two phases, in first phase different usability 
inspection methods (UIMs) were evaluated. The next phase was about evaluating two most 
studied and widely used methods heuristic evaluation method (HE) and cognitive walk-
through (CW). The review also presents the solutions for the issues that are suggested by 
different authors, if any. The review answers the following questions 
 
RQ1. Which inspection-based approaches have been proposed for evaluation of user Interfaces in IT 
systems? 
RQ2. Which problems have been identified with using Heuristic Evaluation and Cognitive 
Walkthrough? 

RQ3.Is there any solution which researchers propose to avoid these problems? 

RQ1 is a part of the first phase and the second phase comprises RQ2 and RQ3.  

1.4 Organization of the thesis 
 
 This section explains the organization of the systematic review report.  
  
Chapter 1: Introduction  
 
This chapter explains the introduction and motivation of the research. The research questions 
for which the systematic literature review is being carried out are also explained in this 
section. 
 
Chapter 2: Theoretical framework 
 
This chapter helps the reader to know about usability, components of usability, usability 
evaluation and classes  of usability evaluation methods. The chapter explains all the concepts 
that  will help the reader to understand the topic for which systematic review is carried out.   
 
Chapter 3: Research Method  
 
This section explains the Kitchenham’s systematic review method that was followed in this 
review.  The section also explains the work that was done in this review. 
 
Chapter 4: Results and Discussion  
 
Chapter 4 explains the results that were found during the systematic review. The chapter also 
discusses the complexities in each step and the lessons being learnt from the work. This 
chapter also discusses the limitation of the work as well the direction of new research. 
 
Chapter 5: Conclusion  
 
 The final chapter explains the conclusion of this systematic literature review. 
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2.Theoretical framework 
  
2.1 Definition of usability 

The term usability is defined in several ways.  Most people are defining “usability” shortly as 
a measure of ease of use of a system. To understand usability a clear definition is needed that 
can be easily understood by the people. Different people perceive the meaning of usability in 
different ways. No clear definition is yet introduced for usability that can best explain 
usability. The most commonly used and widely accepted definition was given by Jakob 
Nielsen in his famous book “Usability engineering”. as: 

“Usability is a quality attribute that assesses how easy user interfaces are to use. The word 
"usability” also refers to methods for improving ease-of-use during the design process” [2]. 

The definition given by ISO (International Standard Organization) 9241-11 (Guidance on 
usability) that is mostly used as a well known reference for usability is: 

 “The extent to which a product can be used by specified users to achieve specified goals with 
effectiveness, efficiency and satisfaction in a specified context of use” [4],  
 
2.2 Understanding usability by components of quality 
 
Jakob Nielsen has defined five components (Learnability, Efficiency, errors, Memorability, 
Satisfaction) of quality that can best explain the usability definitions. That is why the 
usability should not be considered as single-dimension attributes of user interfaces.  How 
much critical the design depends upon the nature of the application, one attribute in an 
application may be more critical than other attribute in another application of the same 
attribute. So by including these attributes which must be a major focus while designing 
interface for user, makes the definition more comprehensive and valuable [2][4]. 
 
Learnability:  When interacting with the system for the first time a user may hesitate to use 
it. Alternatively, by using the system many times the user might still find not being able to 
perform a specific task easily. There might be chance that the user might miss the intended 
aim of the interface. A usable system must have the quality to be learnt by a new user easily.  
Learnability�mean� is how easy system functionality is in learning that the job can be 
completed with high proficiency.  It has much importance for novice users [2][5]. 
 
Efficiency:  Efficiency in usability means how fast a system is in terms of time taken by a 
user to perform a task or a number of steps (clicks/keystroke) by which a user may reach its 
targeted task. “The efficiency is a total expended resource in task” defined by ISO 9241. The 
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time spent on the task or number of clicks by the user to reach the targeted task or number of 
key strokes performed during a task is considered as efficiency metrics. The efficiency of the 
interface can be improved by making the content of the interface easily available by less no 
of clicks or in less time. The system interface will be more efficient if the user takes less time 
to perform a task or takes least number of steps to reach the desired task. The higher the 
interface usability, the faster a task can be performed by an ordinary user [2] [5]. 
 
Errors:  It should not be confused with a system error; this attribute is concerned about the 
user errors that are committed while interacting with an interface for a specific task. Different 
users make different errors in their interaction with the same interface. The error can be 
defined as the wrong action which does not lead a user to his intended target. The user errors 
are measured by observing the users actual performance when he is interacting with the 
interface and comparing it with the expected performance (number of wrong clicks to reach a 
desired target).  The interface should be designed in a way that executing the task should be 
easily performed by user without making any errors. The error ratio should be minimized to 
its lowest level in the interface and the errors that a user makes should be easily recoverable 
without wasting time [2] [5]. 
 
Memorability :  Different kinds of users are using the interface and the system should be easy 
to remember even if a casual user interacts with it after long time, e.g. pictorial icons (face 
book sign for sharing) or   graphical menus (play sign to play a video) or easy words (move 
next) and a tool tip for remembering passwords. Because for casual users it is difficult to use 
a certain interface without passing through a learning process. So in this attribute of usability 
evaluation is conducted for Memorability [2] [5].  
 
Satisfaction:  Last but not the least, attribute of usability is satisfaction. Satisfaction means 
that how much the interface avoids discomfort for the user during his interaction.  Experts 
believe that the design should be attractive visually and the contents with which user are 
interacting should not be a boring one [2][5]. 
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Figure 1: Usability components [23] 
 
To achieve a greater usability in any interface, the interfaces are assessed to fulfill the above 
quality components. Usability evaluation is considered to be one of important part of any 
interface design. It is an iterative process where the design interfaces are evaluated at 
different stages to fulfill above quality components [1]. Different methods are used to 
evaluate these interfaces. Such methods are called Usability evaluation methods.   
 
2.3 Usability Evaluation Methods (UEMs) 
 
Usability evaluation methods (UEMs) are used to increase the usability of the system by 
evaluating the human interaction with the system [6]. The interfaces of the system are 
evaluated at different stages to assess its quality. Many evaluation methods have been 
introduced so far. Most of these methods are practically used at industrial level.  
 
The aim of these methods is to locate specific problems in the user interfaces of the system 
and aspects of the usability of the system are measured in a better way. Therefore, usability 
evaluation is given a preference while designing different system user interfaces. These 
usability evaluation techniques can be applied at different levels of the software development 
life cycle to achieve the better usability results. Different methods reveal different problems 
in interfaces when applied in different ways and to a different set of requirements.  
 
A huge interest has been seen for studying usability evaluation methods in the last few years. 
Software developers are studying for getting a feasible UEM in time and budget perspective. 
Universities are trying to locate the best UEMs for teaching perspective. A large 
improvement is still required to optimize these methods to their best level [11]. On the basis 
of their attributes UEMs are classified into different classes: 
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1 - Usability testing (empirical methods) 
2 - Usability inspection and  
3 - Usability inquiry.  
 
In some research papers two more classes are identified, i.e. simulation and analytical 
modeling [1][6], whereas this systematic review  is  about  usability inspection methods with 
more focus on its two most widely used methods.  
 
The following table shows some major usability evaluation methods and their class [1].  
 

Usability Testing Usability Inquiry   Usability inspection 
 

·  Coaching Method  
·  Thinking-Aloud Protocol  
·  Codiscovery Learning 
·  Question-Asking Protocol  
·  Teaching Method 
·  Shadowing Method r 
·  Performance Measurement 
·   Log File Analysis 
·  Retrospective Testing  
·  Remote Testing 

 

·  Questionnaires 
·  Contextual Inquiry  
·  Interviews 
·  Field Observation  
·  User Feedback 
·  Surveys 
·  Focus Groups 
·  Self-Reporting Logs 
 

·  Heuristic Evaluation 
·  Cognitive Walkthrough 
·  Guideline Review  
·  Perspective-Based 

Inspection 
·  Pluralistic Walkthrough 
·  Feature Inspection  
·  Formal Usability Inspection  
·  Consistency Inspection  
·  Standards Inspection 

 
Table 1: Common UEMs 

 
The above table shows different classes of the usability evaluation methods. Many more 
methods are used for usability evaluation but the above methods are the most common. The 
above three classes are considered to be appropriate for summative and formative usability 
evaluation. These classes of usability evaluation methods have been used in software 
engineering field mostly [1].  
 
The other two classes, analytical modeling and simulation are mostly used for engineering 
purposes. The methods in these classes help evaluators predicting usability in user interface 
models. They are used for performance analyses of computer systems [1]. The following 
table shows some major methods in such classes. 
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Analytical modeling Simulation 

 
·  Programmable User Models 
·  GOMS Analysis  
·  Cognitive Task Analysis 
·  UIDE Analysis  
·  Knowledge Analysis 
·  Task-Environment Analysis 
·  Design Analysis assess 
 

 
·  Petri Net 
·  Information Proc.  
·  Information Scent Modeling 
·  Genetic Algorithm Modeling  
 

 
Table 2 : UEMs utilized for engineering purposes 

 
The usability testing and usability inquiry directly involve user for evaluating interfaces, 
while the usability inspection is conducted by experts without involving users. 
 
2.3.1 Usability Testing    
 
Usability testing or evaluation (empirical testing) is used to assess system interface by testing 
it with real users [1]. The term usability testing should not be confused with method usability 
testing formal method which is a specific usability method. This class of usability Includes 
many methods in which some majors are Coaching Method, Thinking-Aloud Protocol, 
Teaching Method, Question-Asking Protocol, Co-discovery learning, log file analysis and  
Remote testing. 
 
2.3.2 Usability inquiry 
 
Information is obtained by evaluators after the user is being observed while he interacts with 
the system in real-time other than for testing purpose or by asking questions from user 
verbally or providing him a questionnaire to answer in written. During the usability inquiry, 
the evaluators also observe the user’s ease and unease and it is also observed that how much 
the user understands the system [1]. Usability inquiry comprises of interviews, 
questionnaires, focus group and surveys etc. Some methods in usability are structured to 
collect users’ experiences and preferences such as interviews, focus group in such group there 
is more chance to interact with users. Some methods are more generally conducted in the 
development stages such as interview and focus group while some are not. 
 
2.3.3 Usability inspection 
 
Usability inspection is defined as: 
 
 “The generic name for a set of methods based on having evaluators inspect or examine 
usability-related aspects of a user interface” by Nielsen and Molich  [7]. 
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This approach involves usability experts, developers of the product and sometimes product 
related specialist. These specialists or experts place themselves as user in such evaluation. In 
these methods real users are not enlisted like in usability inquiry or usability testing. During 
such methods contents of the interfaces are checked against some predefined principles 
whether the elements of these interfaces follow the predefined principles or not. To discover 
different usability problems the checklist or guideline is used as criteria usability inspection 
methods [7]. Not like in usability testing where the users make comments on interfaces. Here, 
the evaluators use their expertise and inspection techniques to evaluate the user interfaces [8]. 
These methods involve HE, CW, pluralistic walk-through, consistency inspection, formal 
usability inspection, standard inspection, featured inspection, perspective-based inspection, 
guidelines etc [1]. 
 
Evaluators always look for the best method to apply. Inspection based evaluation methods are 
usually the best choice because of their cheapness, effectiveness, speed, reliability of the 
evaluators knowledge, problem finder at initial stage [9]. 
 
Despite of their advantages usability evaluation methods might have some demerits.  
Different studies reveal different demerits but Gray and Salzmans research helped in 
revealing the demerits in usability evaluation methods that really affect the results [6] [21].  
 
While speaking of usability inspection methods, they might suffer from different problems or 
variables. The evaluators may effect in case of time experience, the strength of working, and 
knowledge about certain environment, perception and intention of doing specific work. The 
environment may be a variable and may affect the results, because it is not necessary that 
applying method at one environment will produce the same result as in another [6] [21].  
 
The Number of evaluators, is another variable, it may produce different results as the number 
of evaluators increases the cost of the method increases and there might be chance to produce 
false positives but In case of having less number of evaluators will probably result in low 
statistical power. The method might not be fully detailed or might not be fully structured. 
Rating the severity of usability problems might cause a difference in results. Different 
evaluators give a severity rating on their own perception [6][13]. In the result phase certain 
problems that may occur with HE and CW are explained in detail. (Section 4.4) 
 
2.4 Research Question Criteria  
 
Different studies have been conducted so far to explain different usability inspection 
methods. In this Systematic review guidelines are being followed as described in 
Kitchenham systematic review [3], based on that wide range of research is conducted to 
answer the research questions. As explained earlier that this review was carried out in two 
phased. In first phase different usability inspection methods are discussed. In the second 
phase the scope of the studies was limited to two most widely used usability inspection 
methods.  
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The first question (section 1.3) has answered some major and commonly used usability 
inspection methods and not all of them. The second question (section 1.3) is about the most 
studied and applied usability inspection methods and problems with the methods. The last 
question (Section 1.3) presents suggestions that help to overcome the problems with HE and 
CW methods if any given by the authors. For the structured questions see (1.3).The answers 
to the research question are given in the result section (section 4.4).  
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3. Research Method 

 
The work carried out in this systematic review is explained step by step in detail that can help 
the readers to understand it properly. 
 

 
Figure 2: A general view 

 
3.1 Systematic Review   
 
The systematic review is a review of literature that is carried out to answer a specific question 
by summarizing all relevant research studies after synthesizing their results [3].  A 
transparent method is being utilized while carrying out a systematic literature review for 
summarization of data relevant to questions. The Systematic literature review helps in 
furnishing an unbiased result. All the selected studies are screened for quality that can help in 
finding a better result by extracting data from different studies in a combined way.  The 
following figure can better explain the steps involved in a systematic literature review and 
give a visual picture of its flow: 
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                                   Figure 3
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review is conducted, the reviewer defines the research q
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findings. After the data extraction a
one after another. In the last step,
 
As the objective is studying different usability inspecti
two most widely used methods
the guidelines of a typical systematic review
identifying the research questions for the research and defining search strategies for those 
questions. The steps involved in this systematic review also include defining inclusion and 
exclusion criteria, quality assessment of each selected study, data extraction and synthesis. 
All these steps were carried out in flow as shown in figure (3).
followed in a best manner to get an unbiased results that will be helpful for the readers in

 

3: Flow of systematic review [22] 
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3.2 Research questions 

After identifying the issues a reviewer needs to plan questions for the systematic literature 
review. Hence, the questions should be structured in a way that can find the answer for the 
identified issues [3].  

These studies were carried out with a specific objective to look at different inspections 
methods. After reading different studies the scope of the this review was limited to the two 
most widely used methods. As explained earlier that HE and CW  are the two most widely 
used and studied methods. This can be proven by putting a simple query in any data base 
about inspection methods. The ratio of the papers that have discussed HE or CW will be more 
than the other inspection method. This is not the only proof, many selected papers in this 
study been referred as (S1, S2, S5, S7, S8, S11, S13, S16, S17, S18, S21, S22, S24, S25, S39 
) from appendix A, table 1 have discussed   HE and CW methods on the basis of their wide 
usage. From the (table 5) we can see most of the papers have discussed HE and CW which 
shows that they are methods of more interest.  

So the review was carried out in two phases, in the first phase different inspection methods 
are discussed. So this phase answers research question 1; 

RQ1. Which inspection-based approaches have been proposed for evaluation of user   
Interfaces in IT systems? 

Then the second phase discusses HE and CW methods, the factor or issues that influence the 
results of these methods and the probable proposed solution to resolve these issues. So these 
questions are answered in this phase.  

RQ2. Which problems have been identified with using Heuristic Evaluation and Cognitive 
Walkthrough? 

RQ3.Is there any solution proposed by researchers to avoid these problems? 

3.3 Search Strategies 

In the search strategies section the search strategies are planned regarding its use to find the 
right data for  the topic under study. In this step of systematic review the resources and the  
term used for the search are planned [3].  

In these studies at initial stage of search the resources and term is planned to carry out a basic 
search for understanding the basics of the topic. This search helped in finding specific words 
used for the search of the topic under study. The search was conducted as follows: 
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3.3.1 Base For The Search 

To get basic knowledge about the topic, primary studies were carried out by using the 
following digital libraries. 

·  IEEE explorer digital library 
·  Springer link  
·  Scopus  
·  Science direct 
·  Web of Science 
·  Inspec 

Different articles and books were studied to gain basic knowledge about usability and 
attributes of usability, followed with step by step work to get reliable data for research under 
study.  

In the basic search the following words were used to know about the basics of the topic. 

·  Usability 
·  Usability evaluation methods 
·  Usability inspection methods 

Different combinations of these words were applied by using operators AND and OR. By 
applying this, different relevant papers were retrieved for basic studies. Different keywords 
were found by studying the fundamentals. This helped me greatly in finding relevant material 
regarding my questions. I have found following key words from different papers that can help 
me in my search.   

Usability, usable, Usability engineering, heuristic evaluation, Usability Heuristics ,cognitive 
walkthroughs, Task-based evaluation , exploratory- learning, feature inspection, Analytic 
UEMs , consistency inspection, standards inspection, interface inspection, evaluation, 
usability evaluation, User-Centered design, Human-Centered design,  formal usability 
inspection. Usability assessments. 

 
Different search queries were applied to limit my search and get reliable data. But as the field 
is so broad and huge research is done so there is always a chance to get high amount of hits. 
Consequently if the search is narrowed down then this leads to potential misses of valuable 
data.  

The final search was carried out using only inspec library. The reason for selecting Inspec as 
the only search library was that in the basic search it was observed that inspec retrieved the 
data from all libraries.  
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The following query was devised as a final query to not miss the valuable data.  

((((("usability"  OR  "usable")  AND  ("eval" OR "cognitive walk"  OR  "heuristic"  OR   
"inspection" ) AND ( "method"  OR  "methods" OR  "assessing" OR "assessment" OR 
"study")))  AND ({english} WN LA))) 
 
The query was applied by manually selecting the time era from 1990 and onwards. 1194 
results were found. Expert search was carried out. For example, 
 

 
    Figure 4:  layout for query in inspec 
 
After getting too many hits (retrieved literature), different limitations were applied to limit 
the search. This was done accordingly to meet the inclusion criteria and exclusion criteria and 
get the relevant results (Section 3.4).  After applying vocabulary limitaions the final string: 
 
 

  ((((("usability" OR "usable") AND ("eval" OR "cognitive walk" OR "heuristic" OR 

"inspection" ) AND ( "method" OR "methods" OR "assessing" OR "assessment" OR 

"study"))) AND ({english} WN LA)))   +({heuristic methods} OR {user interfaces} OR 

{usability engineering} OR {human computer interaction} OR {inspection} OR {human 

engineering} OR {human factors} OR {software engineering} OR {computer software} OR 

{internet} OR {websites} OR {design} OR {world wide web} OR {graphical user interfaces} 

OR {ergonomics} OR {interactive systems} OR {information technology} OR {user centred 

design} OR {web sites} OR {web design}) WN CV�
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3.4 Inclusion And Exclusion Criteria  
 
The following inclusion and exclusion criteria were applied to filter our data that helped  in 
getting the right data from the right selected articles and papers. 
 
3.4.1 Inclusion 

 Selection of studies is a complex issue if it is to be selected from a huge amount of research 
studies. Finding  the right data in such case is really a major problem. There is always chance 
to miss the right data for research. The best planed inclusion criteria help in finding the right 
data.  As in this study the focus was to find data about usability inspection and its two most 
widely used methods. The follwoing inclusion criteria were planned. 

·  All conference proceedings, general papers that explain usability inspection 
method s, Cognitive walk through, Heuristic evaluation.  As many studies 
explain these methods my focus was on the studies that can best explain the 
issues and strengths of the Cognitive walk through. 

·  Studies are limited to research that has been done from 1990 up till now. 
·  Studies are in English language 

3.4.2 Exclusion 

Exclusion of the studies will be on the following basis. 

·  Studies that does not fulfill the above criteria  
·  Duplicated studies. 
·  Studies that does not clearly explain the objective of the studies 
·  Articles that do not contain detailed data about research question 

3.5 Quality Assessment 

In order to strengthen the criteria for including or excluding the material it is important to 
have a quality assessment process for the studies.  Still there is no definition of the quality of 
studies that is accepted internationally, simply we can say” minimizing the ratio of bias and 
maximizing the ratio of validity of any study to some extent is called the quality of the 
studies” [17]. 

After knowing the limitation of our selection then it was brought to a quality assessment 
process. The quality assessment process has more refined our selection criteria and ranked it 
highier. Quality assessment helps after poor primary study to investigate more about the real 
studies [3]. 

Comparing different usability inspection methods and evaluating usability inspection 
methods is somehow difficult to get qualitative results. The quality assessment process is 
helpful  in refining  the selection criteria to the best extent. So the process of quality 
assessment and data extraction were done in parallel. Each selected paper was passed through 
a quality assessment process. The aim of the quality assessment is to justify the Qualitative 



���
�

data that each selected paper has and check the thoroughness of the data regarding quality 
factor.The check for research appropriateness and credibility was also in focus while doing 
quality assessment. So the quality of each paper was checked against the following questions 
which is designed in the guideline of systematic review quality assessment table table [3]. 

Quality assessment check list. 

Question YES/NO/somehow(yes 
=1,no=0,somehow=0.5) 

Is the aim of the research clearly 
indicated?   

 

Does the paper provide and explain the 
concerned topic properly? 

 

Does the paper fulfill the requirements 
according to the objective of the 
research? 

 

Does the paper discuss any of the 
usability inspection methods in detail? 

 

Does the data provid by the studies  
explains the number of participants, their 
experience, their profession, domain use 
for experiments? 

 

Does the paper explain the comparison 
between the methods under study? 

 

Does the paper provide an experimental 
results? 

 
 

Are the provided results unbiased?  

Is the data collection method providing 
full detail? 

 

Is the process reliable through which 
data were collected? 

 

Is the data specifying similarities?  

Does the data have credibility?  

Are the results valid?  

              Table 3: Quality assessment  

Questions in the quality assessment table help in excluding some of the papers which do not 
clearly explain the objective of the study and papers directly relate to the exclusion criteria. 
The questions also help to have a better result in a sense of thoroughness and appropriateness. 
The quality assessment questions also cover the credibility and validity of the data for 



�
�
�

selected study. The quality assessment questions made the selection of the paper easier.  It’s 
easy to evaluate the papers on amount of qualitative data that best explain our research 
question. 

3.6 Data Extraction 

After passing through different phases, the process of data extraction is carried out. In this 
process the exact data are extracted from the studies. The following data were extracted 
regarding the description and findings which can be found in detail in Appendix A table and 
different part of the results section.  

 

Data extraction form. 

1. Identifier (unique id for the study) 
2. Bibliographic  reference of the study(author, year, title, source of the study) 
3. Type of study(proceeding, workshop, book, Journal paper)) 
4. Objective of the study. 
5. Study description(definitions of usability inspection method CW and HE method 

description) 
6. Participant used(the no of paritcipants, experience and profession) 
7. Study setting (industry, lab or home) 
8. Collection method( which way was used during research) 
9. Data analysis pattern 

  
 

 

3.7  Data Synthesis: 

After passing through Data extraction process, the next step is to synthesize data. The aim of 
the synthesis is to summarize data findings, removing redundancy, rating data quality. Finaly 
the extracted data would be available with source reliability, data would be able to explain 
and answer the research question with  qualitative and valid data [3].   In our case the data 
synthesis process was carried out in parallel with data extraction. The aim was to answer the 
research question with  valuable and reliable data. The main idea behind the synthesis was to 
match the extracted data and the answer being provided by the research question and if it is 
satisfying as well. The table in appendix A explain the source, title objective, year of 
publishing of the papers and other explanation is present in different sections of results.   
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4.  Results and Discussion. 

This section explains the results that were found during this systematic literature review, the 
methodology and the lesson learnt from the review. The section also explains the critics about 
the methods if any, as well as the limitation of the method and the topic. The results are 
explained step by step. 
 
4.1 Search process  
 
The search pattern is explained in search (section 3.3). The search was a complicated part of 
the review. As the field is broad, so lots of queries were applied to find relevant data.  
  
The first applied query has resulted in 1194 hits. To narrow down the search different 
parameters were applied (limiting vocabulary). Still 863 papers from both “inspec” and 
“compendex” were there. After removing the duplicated data by reading the titles and based 
on that number of papers was decreased to 684.  Some 100 papers were selected by reading 
their titles. At last final selection was done amongst them. After reading the abstracts or some 
complete articles, 40 papers were selected for the final research. There was still confusion in  
selecting the right paper for the required data. As mentioned above the method in such a filed  
when there is huge amount  research is done, then there is always a chance to miss valuable 
data. Many papers were read during the review and one paper ( S30) was manually selected 
due to attractive data.  
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The graph below shows the paper selection. 

 
                 Figure 5: Paper secletion process 
 
Figure 5 is a graph which shows selection of paper from first applied query to final selection 
of papers. The dark blue bar with 1194 papers shows the first applied query, the red bar 
shows number of papers after different  limitations applied which was done on the basis of 
inclusion and exclusion criteria. The bar next to red bar is a green with 684 papers show the 
number of papers after removal  of duplicated data. The purple color bar shows the number of 
papers which were selected by title readings. Final selection of the paper is indicated by the 
bar with sky blue color that is 40 papers. 
All the Selected articles are shown in Appendix A table with their bibliographic reference.    

4.2 Results For Research Questions  
 
 As the research topic focus on the usability inspection  and  two of its major methods. The 
research studies were analyzed to know the ratio of the data related to the topic. This Data 
extracted from each paper answers a part of  any research question. But it is not necessary 
that paper will answer a complete question. If a paper contains Data about at least one 
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inspection method so it can be said that the paper has data related to question 1. If the paper 
contains even a single disadvantage of the two methods (CW or HE) so it means that the  
paper has data about question 2.if any suggestion is given in the paper to overcome any of the 
problems of the CW or HE will mean that  the paper has data about question 3. The following 
figure explains the data about each paper and the numbers in the figure refer the paper 
number in appendix A table.  
 
 NO Discussed 

method 
Data related to 
questions 

Experiments  Participants  

 

Journals  S1 HE+CW 1,2,3 3 10*3 
S3 CW 1,2 1 2 
S8 HE 1,2 1 6+2 
S9 UIMS 1,2 Studied 5 2 
S10 CW+HE 1,2 Studies 11 1 
S12 HE+CW+ 

action analysis 
1,2 Study  1 

S13 HE 1,2,3 2 44HE+43MOT 
S14 UIMs/CW 1,2,3 2 2+2 
S15 HE 1,2 4 5+5+5+5 
S17 HE 1,2,3 102 studies 90 test user 
S18 HE+CW 1,2,3 Studies  NA 
S19 HE+CW 1,2 2 1+(1+3HE) 
S21 HE 1,2,3 1 5 
S24 HE 1,2, 1 20 
S32     
S35 HE+CW 1,2,3 1 17 

 

� �



���
�

proceedings S2 CW+HE 1,2,3 1 1 
S4 HE 1,2 7 5+4 
S5 HE 1,2 1 5 
S6 HE+CW 1,2 3 3+3+3 
S7 HE 1,2 1 12 
S11 HE+CW 1,2 study NA 
S16 HE 1,2,3 2 5+5 
S20 CW 1,2,3 2 1 
S22 UEMs 1,2,3 9 3*9 
S23 UEMs 1,2 2 1+1 
S25 HE 1,2 4 37+77+34+34 
S26 UIMs 1,2 Study NA 
S27 HE 1,2,3 3 31+19+14 
S28 HE 1,2 1 10+12+15 
S29 HE 1,2,3 1 5 
S30 CW 1,2,3 1 9 
S31 CW 1,2 1 1 
S33 CW+HE 1,2 NA NA 
S34 UIMs 1,2,3 1 20 
S35 HE+CW 1,2,3 1 17 
S36 HE 1,2,3 study NA 
S37 HE 1,2 1 43 
S38 CW 1,2,3 1 8 
S39 HE 1,2,3 2 4+61 

 

 
Table: 4 papers characteristics  
 
General articles and conference articles were separated to determine the ratio of the data. Out 
of 40 papers 16 were general papers and the rest are conference articles. The figure shows 
each paper containing data about methods. The 3rd column in the figure shows the papers 
containing data about the question. The graph shows the ratio of papers that contain data 
about any of the research questions.  
 
 
 



���
�

 
Figure: 6 graph for data contained in papers about questions 
 
The blue bar shows that 40 out of 40 papers are at least having one method of usability 
inspection. The next bar with red color shows that 40 out of 40 papers have explained at least 
a single problem of HE or CW method.  The final green bar shows that 19 out of 40 papers 
have at least single suggestion to overcome any problem of Heuristic evaluation or Cognitive 
walk through. 
 
4.3 Extraction For Answers 
 
The table in appendix A shows all the selected Articles with their title, source, and authors 
which were the primary requirements. Second step was to extract the necessary data that can 
answer our questions in the best way.  
 
The results were characterized by pre planned inclusion and exclusion criteria. During the 
extraction the most complex thing was that various papers have explained different factors of 
the methods of usability in different ways. Some papers have simply compared the method 
under study with pre existing methods, such as the Corresponding numbers refers to the paper 
number in appendix A, table 1, (S6) explains the comparison of HE and CW, (S8 & S23) 
compare the results of HE and UT, (S12, S15, S18, S22) showing comparison of different 
UEMs and (S34) comparing HW with HE and CW.  
 
Different papers show assessing effectiveness of a single method or suggest an extension to 
the method or give suggestion to use it in the combined approach with another method. Some 
papers have explained the author’s own experiments while some of them just evaluating other 
studies. Some papers present the influence of different factors that may change the results 
while applying different methods Such as, evaluator, time, experience, knowledge about 
domain, environment. Some papers explained the way HE and CW designing may produce 
different results.  
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Different authors proposed new methods or extension to some pre-existing methods. Such as 
in the appendix table A paper (S1) author proposes UPI (usability problem inspector) tool and 
checked it against HE & CW, (S7) proposes WUEP (Web usability evaluation method) and 
checked it against HE, (S13) proposes a new usability evaluation tool Metaphor of the human 
thinking method after checking it against HE, (S16) in this paper the author has suggested 
some extension to the HE method after comparing its results with HE’s results, (S21) the 
AHP (Analytic Hierarchy Process) was proposed after comparing it with HE and (S38) has 
proposed a modified CW. The data were extracted to fulfill the requirements to answer the 
research questions. 
 
While speaking about the implication of the evaluation method  about  60% to 70% of  the 
methods were applied live on different website interfaces in the selected studies. Some 15% 
of the studies show that the methods were applied to different software interfaces and in 
about 10% studies the Methods were applied to paper prototype. The remaining 5% were just 
a general study about the methods. 
 
4.5 Reliability Of The Selected Papers And Data 
 
The selection for the papers was a complex process. In a field such like usability inspection 
method when there is a huge amount of research is available. Then there is always a chance 
to get a wrong paper or miss the right one. By following the Kitchenham [3] method the 
selection of each paper was done after checking  it  against  the quality list explained in 
quality assessment(see section: 3.5 ).  
 
The papers were selected from different recognized publishers by using only Inspec as search 
library. Most of the articles were from the ACM Digital library(18 papers) and the other 
includes taylor and francis limited, Lawrence Erlbaum Associates, Human Factors and 
Ergonomics Society, Elsevier, Springer Verlag, Academic press, Abrasive Engineering 
Society, Kluwer Academic Publishers, Inst. of Elec, Ablex Publishing and Soc for Technical 
Communication.  
 
Each paper provides a certain amount of data about at least one research question. To get a 
valuable data the selection of each paper was carried out by checking each paper against the 
quality checklist explained in quality assessment (section 3.5) with keeping the inclusion and 
exclusion criteria in mind. 
 
Questions in the quality assessment table helped in excluding some of the papers which did 
not clearly explain the objective of the study and papers directly relate to the exclusion 
criteria. The questions also helped to have a better result in a sense of thoroughness and 
appropriateness. The quality assessment questions also covered the credibility and validity of 
the data for selected study. The quality assessment questions made the selection of the paper 
easier.   

4.6 Answers For The Research Questions 
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RQ1: Which inspection-based approaches have been proposed for evaluation of user 
Interfaces in IT systems? 
 
Inspection methods are type of usability evaluation methods where expert evaluates the 
system for usability without involving end user [1]. The most accepted definition given by 
Nielsen and Molich   is:  
“The generic names for a set of methods based on having evaluators inspect or examine 
usability-related aspects of a user interface” [7]. 
These methods have got much importance in the last few years. As these methods can be 
applied at any stage of development, these methods are considered fast in use as well as cost 
effective, less training required to understand these methods and does not require user to test 
interfaces [9]. Since then many methods have been introduced so far. Many of them are used 
in different places. Here are some methods which are mostly used for assessing the usability 
of interfaces.  
 
 Pluralistic Walk-through 
 
Pluralistic method is a method in which each step in the scenario is discussed while walking 
through that scenario. The group of people involves evaluators, representative users, 
developers and human factor professionals [7]. As in such method a group of evaluators is 
involved there is probability to identify more problems in any scenario, while discussing will 
help them resolve most of the issues without taking much time. During a pluralistic walk- 
through all people involved in the process are asked to evaluate the system as a user. These 
users write their actions and perform while carrying out this walk-through. All the benefits 
and limitations of the evaluation method are identified by the developers.  
 
Different reports show its active usage in the industry; it was the same method which was 
applied while upgrading a graphics program to New Technology Windows. It is also applied 
for assessing multimedia design learning. Pluralistic walk-through method is also added to 
Usability Processionals Association draft body of knowledge [10].   
 
 Formal usability inspection 
 
“Formal usability inspection is a review which is carried out by the interface designer and 
his peers of users’ potential task performance”  [10]. 
 
Formal usability inspection is carried out by evaluators with strictly defined rules to combine 
a simplified form of cognitive walk through and Heuristic evaluation, [7].  As the method is 
conducted by experts, due to it can be more thorough, faster and technical than pluralistic 
walk- through.  
 
The inclusion of other usability inspection methods such as, Heuristic will help finding 
defects by non usability professionals. As well as with the user’s aim in mind the experts in 
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this method walk through a task as in the Cognitive walk-through with less focus on 
cognitive theory and more on identifying defects. 
 
This method was used for about two years by Hewlett Packard and Digital Equipment 
Corporation in the mid 90s. Fourteen products were evaluated by Hewlett Packard and ten 
products by Digital Equipment Corporation. The group of evaluators comprises usability 
engineers, design specialists, customer support specialists. About an average of 76 percent 
usability problems per product were identified and 74% of them were fixed per product by 
Hewlett Packard. Whereas an average of 64 percent usability problems per product was 
identified and 54 percent of them were fixed per product by Digital Equipment Corporation. 
Less research has been conducted on such method but it is also considered one of the best 
methods of usability inspection [10]. 
 
 Perspective based inspection method 
 
A Perspective based usability evaluation is an inspection method where in every session  
different subset of usability issues is in focus covered by one of many usability perspective.  
Each perspective is designed in a way which provides the inspector a point of view, a way of 
applying the method and a list of questions that refer specific issues to be resolved in any 
interface [8]. 
 
 Featured inspection 
 
 In features inspection method typical tasks are performed by using a featured sequence list. It 
can be said that this method is used to assess the feature set of any interface olny. In such 
method the evaluators check for the steps that are difficult to perform by an ordinary user and 
for steps that require a solid knowledge to reach a targeted feature [7]. The evaluators list the 
features of the  product in a sequence to perform steps. Then the accessibility of each step is 
observed in the context of a specific task to know the difficulty or easiness a user feels in 
performing it.  
   
 Consistency inspection 
 
Consistency inspection is performed by designers where consistency across multiple product 
is checked to ensure whether their design behave in the same way [7]. Neutral designers 
assess the interface with their own designed standards to know the consistency between the 
products [18]. for example in all applications of an office suite the common function work in 
the same way whether it is a spreadsheet, word processor or application for presentation. In 
this inspection method group of evaluators negotiate for different design elements and have 
the power to change the design of the product.  
 
 Standard inspection 
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In standard inspection method and interface for standards compliance is checked by an expert 
[7]. This method is helpful in improving the homogeneity of the interface in relation with the 
product interface available in targeted market using the same standard [18].  
 
The table below shows the papers that discussed different inspection methods. 
 
No Inspection Method Number refering paper in appendix A 

table 
1 Pluralistic Walkthrough S11, S14, S26 
2 Formal usability inspection 

 
S11, S14, S26 

3 Perspective based inspection method 
 

S32 

4 Featured inspection S26, 
5 Consistency Inspection S14, S26 
6 Standard Inspection S14, S26, S32, 
7 Heuristic evaluation method S1, S2 ,S4, S5, S6, S7, S8, S9, S10, S11, 

S12, S13, S14, S15, S16, S17, S18, S19, 
S21, S22, S23, S24, S25, S26, S27,S28, 
S29, S32, S33, S34, S35, S36, S37, S39, 
S40 

8 Cognitive walkthrough S1, S2, S3, S6, S9, S10, S11, S12, S14, 
S17, S18, S19, S20, S22, S26, S30, S31, 
S32, S33, S34, S35, S38 

 
Table:5 papers that discuss each inspection method 
 
As explained earlier the next phase of the review focuses on the two most widely used 
methods. In  the table 5 it can be seen that HE and CW is discussed by many studies. It is not 
the only proof we can see in many studies they have selected these two methods as the most 
widely used methods.  
In this phase HE and CW methods, problems with these methods and any probable solution 
to resolve these problems are explained as an answer for the 2nd and 3rd research question.   
 
RQ2. Which problems have been identified with using Heuristic Evaluation and Cognitive 
Walkthrough? 

RQ3.Is there any solution which researchers propose to avoid these problems? 

 
Heuristic Evaluation (HE): 
 
The Heuristic evaluation   method was introduced by J. Nielsen and Molich  in the 1990s for 
the evaluation of user interfaces [9]. Definition of HE given by Nielsen is 
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”A  method for finding usability problems in a user interface design by having a small set of 
evaluators examine the interface and judge its compliance with recognized usability 
principles (the “heuristics”)” [11]. 
  
As compared to other inspection method HE is considered a less formal inspection method 
and it is also called “discount engineering” [11]. In HE the usability of the interfaces is 
checked against predefined principles (Heuristics) by the evaluators. Neilson and Rolf Molich 
have developed 10 Heuristic that are mostly utilized in the evaluation process [19]. 
1) System’s status visibility 
 2) Match between system under study and the real world 
 3) Control and freedom of user 
 4) Consistency and standards 
 5) Preventing errors or bugs 
 6) Recognition rather than recall 
7) Usage efficiency and flexibility 
 8) Aesthetic and minimalist design 
 9) Help users observe, diagnose, and recover from the errors 
10) Help and documentation. 
 
But different evaluators use their own Heuristic while evaluating any interface [19]. During 
this inspection method the evaluators work to find the violations of the Heuristics if exists in 
the interfaces [12]. Basically HE method was developed for the evaluators with even a small 
knowledge of usability evaluation.  Whereas Nielsen’s studies showed that evaluator effects 
on locating problems in interfaces, the result will be more effective if the evaluators are 
experienced [11]. Refer to Nielsen’s studies the author says that due to its simple nature any 
one can use HE. That is why; it is used by many developers, but still with the same arguments 
that novice user will not be able to identify as many problems as an expert evaluator. Nielsen 
suggested in different studies that the one with both experience in evaluating and the specific 
interface (double expert) can find more severe problems [9]. 
 
The strengths of Heuristic evaluation method is not more reliant on detail planning can be 
used to assess the usability of interfaces in the earlier stage (on an immature prototype). It is 
believed that finding problems in earlier stages of development are less expensive. Therefore, 
studies show that Heuristic evaluation is less expensive method. If compared with other 
inspection methods HE helps in finding lots of problems. HE can be used by the evaluator 
with less knowledge about evaluation of interfaces [10] [13]. It is a fast method and is more 
effective in finding minor problems [16]. 
 
Despite of its strength different studies have shown different weaknesses of the Heuristic 
evaluation method. Some of them are Doubleday, Ryan, Springett, and Sutcliffe studies 
explain some common issues about Heuristic evaluations such as in Heuristic evaluation 
methods general principles are used that may lead an evaluator to a false alarm. Heuristic 
evaluation methods usually finds low priority problems in larger number. As heuristic 
evaluation can be applied by experts or novice the result will be different not only based on 
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experience of the evaluators, but also the intention of the evaluators, the time they take as 
well [13]. The result might be different for both cosmetic and severe problems and for both 
problems identifying and severity rating [21]. 
 
Gray and Salzman studies are considered to be more effective studies for usability 
evaluation methods. They believe that Heuristic evaluation method suffers from construct 
validity in the way they are applied. It is not necessary that applying method in one way will 
produce the same result as applied in a different way. For example in one environment the 
evaluation is done by each member of a group individually and then result are assessed in 
combined pattern while in another way the evaluation is carried out in a group. Secondly, The 
HE method can produce different results applying on different type of software [6]. Heuristic 
evaluation method is an unstructured method so the evaluators will not be able to get a proper 
guidance [9]. If the number of evaluators increases then the issue of cost will rise as the 
evaluation can be done iteratively [12].  
 
Different authors have highlighted many limitations of HE and in which some are common 
and some are different from one another. The Table below 6 shows common of them and 
probable suggestions to cope with these limitations discussed in different studies.  
 
No Problem identified in HE Paper that discuss these 

problem 
Papers that suggest 
solution to cope with 
problems 

1 Due to  General principles, 
unstructured manner, less 
detailed pattern HE may lead 
to false alarm, 
 

S1, S5, S7,  S9, S10, S11, 
S13, S16, S18,  S23, S24, 
S25, S32, S34,  S36, 

S2,S7, S32, S34, 

2 HE focuses on local issues 
other than deep problems; 
there might be a chance to 
miss all parts to be evaluated. 
Due that fact there is HE is 
considered to be good for low 
priority problems. 
 
 

S1, S2,  S5,  S11,  S13, S16, 
S18,  S21, S23,  S32, S34, 
S37, S40. 

S2, S13, S32, S34 

3 The results of HE are 
influenced by evaluator in 
different perspectives ( 
evaluators experience, 
knowledge, intention, time he 
takes and importance of the 
problems (severity)) 
 

S2, S4, S5, S6, S7, S8, S9, 
S10, S11, S12, S15, S17, S18, 
S19, S21, S22, S23, S24, S25, 
S27, S28, 29, S32, S33, S34, 
36, S37, S39 

S2, S5,S6, 
S9,S10,S11,S2, S17, 
S18, S21, S25. S29, 
S32 
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4 The environment where the 
method applied may produce 
different results.(lab, home, 
prototype, live etc). 

S6,S7,S9, S22, S27,  

5 The way method applied may 
produce different results. 

S7,S8,S9, S15,  S19, S25, 
S27, 

 

6 The result might be different 
while applying the method on 
different type of software. 

S9, S19, S22, S25,  

Table 6: problems and suggestion found in different studies 
 
The table 7 below shows characteristics of HE methods discussed in different studies 
 
NO objective / input Problems found  Limitations  Suggestions 
S1 A new tool was 

developed to 
improve usability 
evaluation, 10 
usability experts 
with 2 years of 
experience 
evaluated (apple 
address book 
interface) live.  

26/69 problems were 
identified  by HE, 
whereas 29/51 were 
identified by UPI 
common with lab data. 

HE results in 
finding larger 
number of specific, 
low-priority 
problems.  
Due to general 
structure the user 
may lead to false 
alarm.  
HE results were 
less valid and less 
effective than both 
CW and   
suggested UPI. 

UPI (usability 
problem 
inspector) is a tool 
which combines 
some good 
aspects of HE and 
CW. UPI were 
found more 
thorough than HE 
in problem 
finding. UPI were 
found effective 
than HE in many 
aspects, UPI and 
CW leads to less 
false positives.  

� �



���
�

S2 It is a case study of 
different usability 
evaluation methods 
assessing digital 
libraries. 1 Experts 
evaluated digital 
library site live 
using HE and CW 
and a new method 
CASSM. 

NA Different 
evaluators may 
produce different 
results because of 
their experience, 
knowledge about 
the method and 
about the domain. 
Secondly there was 
a great tendency to 
focus on local 
features rather than 
global. From which 
it resulted that the 
method is not 
helpful in finding 
deeper conceptual 
problems in DL. 
Expertise in the 
method and 
knowledge of the 
domain will result 
effectively  

Refer to  
Nielsen’s 
suggestions that 
3-5 evaluators are 
enough to 
evaluate the 
interface, whereas  
the  less number 
of evaluators may 
lead to less false 
positive. 
CA(concept 
analysis) and 
CASSM   
(Concept-based 
analysis of 
surface and 
structural misfits) 
are evaluation 
techniques 
designed with an 
aim to 
complement 
existing methods. 
Both of these 
methods explore 
deeper problems 
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S4 7 completed HE 
evaluations were 
evaluated by a 
BELL lab group in 
order to understand 
the value of group 
evaluation and the 
result overlaps 
between the 
evaluators. 6 of 7 
comprises 1 primary 
evaluator and 3 
more individuals 
whereas the first HE 
has 1 primary and 4 
HE evaluators. 

In 834 identified 
problems 124 were 
overlapped. 
 

Low overlap might 
occur due to a 
reason that the 
application is large 
so the individuals 
might miss some 
part of the interface 
or that the HE 
method is more 
efficient, where 
evaluators were 
fully utilized. 
The high overlap 
implies consistency 
among the 
evaluators and it 
also show that 
there might be 
inefficient use of 
resources, whereas 
low overlap shows 
the efficient use of 
resource and low 
consistency among 
evaluators 

Individual 
performance was 
better than a 
group in finding 
problems with 
respect to time. 
Group work can 
also resolve many 
problems after 
discussion and 
better severity 
rating can be 
identified for an 
issue. 
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S5 HE and UT 
supported by eye 
tracking were 
compared, 5 
experienced 
lecturers who were 
usability experts as 
well with 
knowledge about 
domain took part in 
the evaluation. The 
evaluation was 
carried out from 
their own offices.  

53 errors were found 
by HE evaluators 
which is more than 25 
errors by found  in  UT 

From Desurvire 
and Jefferies 
studies, HE finds 
less severe 
problems and more 
moderate 
problems. The 
effectiveness of HE 
is considered to be 
not more reliable. 
From fu at el 
studies, HE results 
are effective when 
a skilled person 
uses the method. 
Its results are 
knowledge based 
as well and user 
satisfaction is also 
not measured.  

The evaluator 
with experience 
will find more 
usability problems 
using HE. 
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S6 Comparison of HE 
and CW was done 
and results were 
compared with the 
lab results. The 
methods  were 
applied  to evaluate 
the telephone base 
interface using 
different expertise, 3 
groups of 3 
individuals in each 
performed the 
evaluation methods 
with different 
expertise 1st 
usability expert is 
most experienced, 
2nd has no expertise 
3rd is a software 
designer 

For HE, Experts found 
the highest number of 
problems than found in 
lab (44%) which was 
more than that of 
CW’s (28%). Experts 
suggested highest 
number of 
improvements that is 
77% followed by 
CW’s experts (16%). 
As far as the severity 
of the problems are 
concerned, Experts 
were best in 
identifying the 
problem that may 
cause failure to the 
interface tasks with HE 
(29%) followed by 
CW’s (18%) and then 
s/w engineer with 12% 
both in HE and CW. 
Experts were best in 
time predicting issues 
(75%), followed by 
CW (56%). Author of 
these studies 
contradicts with 
Desurvire et al. (1990) 
results. His results 
suggest that in only 
HE experts are 
predictive and  reliable 
in task completion rate 
and error finding, 
while experts were 
more conservative than 
other group 

HE is better when 
applied by experts. 
In the studies, 
experts were 
observed to be 
more conservative 
while liberal in 
CW. 
The studies also 
show that the result 
might be different 
while applying in 
different 
environments. 

From Jefferies 
studies HE will 
help in finding 
more serious 
usability problems 
if the evaluators 
are experts. 
Nielsen & Molich 
suggested that HE 
applied by S/w 
engineers will be 
more cost 
effective. 
From Jefferies 
studies et al. 
(1991) CW is 
better applied by 
s/w engineer 
because it helps 
them acquire the 
same knowledge 
required by the 
user of that 
system. 
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S7 A new proposed 
Web usability 
evaluation method 
(WUEP) was 
compared with HE. 
The aim of the 
experiment was to 
know the 
effectiveness and 
efficiency of the 
technique WUEP, 
12 experienced 
subjects were 
selected for the 
studies after the 
claim of the recent 
studies that 10 ± 2 
evaluators are 
needed to find 80% 
problems in 
evaluation. 
 

A statistical tool SPSS 
was used to analyze 
different factors of the 
results such as 
duration, effectiveness, 
efficiency 
(problems/subjects), 
false positive etc 

The HE produces 
false positives and 
replicated problems 

 The proposed 
method WUEP 
doesn’t produce 
false positives and 
replicated 
problems showing 
that the WUEP 
minimize the 
subjectivity of the 
evaluation 
method. The 
authors also say 
that the result 
might suffer for 
internal validity 
threats such as 
effect of learning, 
design of a 
method, 
experience of 
evaluators and 
understandability 
of the documents 
and external 
validity such as 
repetitiveness of 
the results, Time  
an experiment 
takes etc. There 
might be threat to 
construct validity 
(in the sense of 
measurement 
process and 
reliability of the 
used 
questionnaires) 
and conclusion 
validity (in the 
sense of applied 
statistical tests).    
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S8 HE & UT method 
was evaluated to 
know the 
effectiveness of 
evaluators in both 
methods for which 
an interface of 
software was 
evaluated live. For 
HE 6 evaluators 
participated. The 
process took 90 
minutes 

The HE evaluators 
proved the claim of the 
Jefferi’s at el(1990) 
and Virzi’s at el 
(1992). They were able 
to found the largest 
number of problems.  

HE is not much 
effective when the 
evaluators are 
novice. 

The results might 
be more effective 
if the evaluators 
are experienced 
while using HE. 
Whereas Grays 
and Salzmans 
arguments are of 
more value, they 
say that there 
might be a 
difference of the 
task utilized in 
studies. Some 
evaluators might 
get the difficult 
task and some 
might get easy 
one.  The author 
suggests that both 
user testing and 
Heuristic 
evaluation should 
be used to assess 
the usability in the 
iterative process 
of software 
development. 
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S9 Gray and Salzman 
reviewed  
 five papers about 
usability evaluation 
methods, 
( Jeffries, Miller, 
Wharton, and Uyeda 
(1991), (Karat, 
Camp bell, 
and Fiegel (1992)), 
(Nielsen, (1992)), 
(Desurvire, 
Kondzela, and 
Atwood (1992)),  
and (Nielsen and 
Phil lips (1993)) . 

Different results were 
discussed in the 
studies. 

The authors of 
these studies tried 
to convince us 
about our 
knowledge of 
UEMs as 
misleading. They 
claim that there 
might be cause and 
effect and 
generality issues in 
the UEMs. They 
might also give 
different result the 
way these methods 
are applied, 
Selecting a method 
for the type of 
software evaluation 
may also affect the 
results. We don’t 
know which 
method suits well 
for the kind of 
software. 
They claim that the 
HE suffers from 
causal construct 
validity. 
CW suffers more 
from the setting 
(e.g. applying at 
different place may 
produce different 
results.  
(read the paper) 

By increasing the 
number of 
evaluators can 
overcome the 
problem of low 
statistical power. 
The problem of 
low statistical 
power, random 
heterogeneity 
(variation in 
evaluator’s type) 
can be restricted 
with the use of 
standard statistical 
techniques. 
Molich and 
Nielsen’s 
suggested 3-5 
usability 
inspection 
specialists for HE. 
The statistical 
conclusion and 
internal validity 
can be resolved in 
a way that 
statistical and 
methodological 
concerns get more 
attention from the 
individual who 
performs. 
 
(Read paper) 
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S10 11 studies were 
reviewed to know 
the effectiveness of 
the evaluators for 3 
UEMs (HE, CW, 
TA) where in each 
experiment there 
were different 
number of 
evaluators. 
1. Nielsen and 
Molich evaluated 4 
different systems. 
2. 3 groups of 
evaluators were 
used in next studies 
by Nielsen novice, 
experts, double 
experts. 
3. Nielsen evaluated 
prototype of the 
complex telephone 
system. 

1. They found a large 
increase in problem 
finding with an 
increase of evaluators 
from 1-5 after that the 
increase of evaluators 
was not much 
effective. 
2. The results of the 
double experts were 
more value able. 
3. Results were not 
valuable because of 
complex interface. 

Evaluators’ effect 
in HE on the basis 
of their number, 
experience and the 
interface 
complexity can 
also affects the 
results. 
Severity rating of 
different evaluators 
is different, As 
there is no defined 
standard for it. 
None of the studies 
have highlighted 
the effect on the 
results due to 
disagreement of the 
evaluators in group 
and due  to the 
individual’s 
performance of the 
evaluator in the 
group. 

Number of 
evaluators should 
be between 1-5, 
double experts are 
recommended. 
For overall 
evaluation while 
making any 
scenario or 
heuristic list, the 
authors suggest 
that goal of the 
evaluation should 
be known, the 
aspect of the 
system that are 
going to be 
covered should 
also be known 
and the scenario 
should be checked 
for its coverage. 

� �



���
�

S11 The paper reviewed 
report work on four 
usability inspection 
methods , 
HE, CW, pluralistic 
usability evaluation 
method and formal 
usability inspection.  

NA According to 
Nielsen the number 
of evaluators’, their 
experience affects 
the results. It seems 
difficult for the 
developers to 
obtain experts and 
acquiring their 
services time and 
over again might 
be costly.HE 
produces a large 
number of minor 
problems but less 
major and severe 
problems. A Large 
number of 
problems may lead 
to false alarm. 
Muller, Dayton, 
and Root studies 
say that the 
determination of 
the best method is 
premature and it 
needs more 
research. 
 

Nielsen suggested 
that 3-5 
evaluators should 
participate, 
Jefferies and 
Desurvire 
suggested that 
expert evaluators 
must do 
evaluation for 
better results. 
There should be 
more than 1 
expert valuator. 
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S12 Different usability 
evaluation methods 
are discussed  

NA Evaluators’ 
experience and 
number affect the 
results. 
Independence from 
end user will not 
help in finding the 
kind of problem a 
real user will face.  
No specific 
mechanism that 
gives the assurance 
of complete system 
evaluation. 
The guideline 
given by Nielsen is 
still questioned. 

To get unbiased 
results the author 
of the studies 
gave great 
emphasis on the 
discussion 
amongst the 
group members 
after each 
individual 
complete 
evaluation. 
The selected 
Heuristic should 
reflect the system 
being inspected. 
3-5 evaluators 
recommended. 
A combined 
approach of 
usability testing 
method and 
usability 
inspection method 
should be used to 
get better results. 
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S13 The HE technique is 
compared with 
MOT (New 
inspection method). 
A web application 
(University portal 
for student) was 
evaluated. 87 
students of 
computer science 
participated in 
which 44 used MOT 
and 43 used HE 
upon their own 
choice. 

The students who used 
HE identified (487) 
while 424 problems 
were identified by the 
students utilizing 
MOT. In these found 
problems 89 were 
common. 
 
(Read paper) 

According to 
Cockton & 
Woolrych (2001), 
the majority of the 
identified problems 
were false positive. 
HE identifies more 
cosmetic and less 
severe problems. 
Most of HE used 
are device 
dependent. 

MOT(Metaphor 
of human 
thinking) 
technique is 
suggested to find 
more severe and 
deeper problems. 
MOT is most 
helpful in 
providing useful 
input to the 
development 
process. The 
technique is 
designed on the 
basis of  
metaphoric 
description of 
human’s thinking 
central aspects 
(habits, awareness 
and association). 
The author has 
suggested that 
MOT can be a 
supplement of the 
HE. (Limitation 
of the experiment 
is that they were 
carried out by 
novice, only one 
application was 
evaluated). The 
author also 
suggested that 
both methods can 
be used in 
combination to 
overcome the 
problem of 
overlapping. 
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S15 The studies were 
carried out to 
compare Nielsen’s 
Heuristic and 
cognitive principles 
of Gerhard-Powals, 
A web portal was 
evaluated in 2 
experiments. 
4 groups of   5 (5*4) 
novice evaluators 
participated. 
The group A, C 
used Nielsen 
Heuristics and B,D 
used  Gerhard-
Powals principles. 
The group A, B 
report identified 
problems on paper 
while C, D used 
software tool.  
 (further reading 
S15 ) 
 
 

160 problems in all 
including 33, 37, 43 
and 47 were identified 
by A, B, C and D 
group respectively. 
The overall 
effectiveness of the HE 
was obtained by the 
formula  
Effectiveness = 
validity * 
thoroughness. 
Validity = hits/ 
(hits+false alarm) = 
32/85 =0.38. 
Thoroughness = 
Hits/(Hits+misses) 
=32/58 = 0.55 
 
Overall effectiveness = 
0.38 * 0.55 = 0.21 

Different factors 
may affect the 
results, evaluators’ 
knowledge about 
the method and 
domain, task 
coverage, problem 
extraction and 
description etc. 
The authors say 
that it is some time 
not only difficult 
for the evaluators 
to find the matched 
heuristic but also 
difficult in 
associating 
problems with 
heuristics. 
The authors of the 
study concluded 
that the result of 
identification of the 
most severe 
problems by the 
evaluators were 
just because of 
their experience. 
 
 

Refer to  Cockton 
and Woolrych 
(2000) studies, 
they suggested a 
problem reporting 
form to improve 
the decorative 
part and for the 
improvement of 
the analytical part, 
they have 
suggested a way 
to analyze it more 
accurately.  
The authors 
believe that from 
the results they 
have obtained 
concluded that 
using the tool is 
slightly better 
than paper in 
terms of effort or 
time saving and 
having more 
thorough results. 
The users of the 
tool were very 
satisfied from its 
ease in use, but 
not much 
difference 
otherwise. 
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S16 The studies explain 
the result of 
experiments which 
were carried out to 
assess the result 
after an extension to 
HE method called 
HE-plus. The 
evaluation was 
carried out on web 
where 10 research 
students participated 
in the experiments. 
They were 
experienced internet 
users. They were 
equally divided into 
two groups and 
randomly assigned 
to HE or HE-plus 
evaluation 
experiment. 
The evaluators have 
got a training pack 
few days before the 
evaluation to know 
well about the 
evaluation. 

The problem 
identification ratio 
were  
20%, 18%, 15%, 15%, 
14%, 11% and 6% in 
the evaluation areas of 
graphics, contents, 
formatting and layout, 
system functionality 
and efficiency, 
navigation, help and 
error alerts and 
wording respectively.  

Most of the 
problem 
identified by HE 
are false alarm 
which may 
increase the cost 
of the software 
while bringing 
change that is not 
necessary. 
Reliability of the 
results of HE is 
the most serious 
problem. Usually 
found problem is 
overlapping when 
more than one 
evaluator 
participates.   
The studies have 
explained three 
obvious 
limitations of the 
method, first not 
structured enough 
(Dutt et al., 
1994). 
Second heuristics 
are not in much 
detail and is too 
general (Andre, 
2001). The used 
heuristic may be 
faulty (Bailey, 
1999). 

HE-plus an 
extension to the HE 
method is proposed 
by the author. In 
this method the list 
of problem areas 
that constitute the 
“usability profile” 
is followed by the 
evaluators while 
evaluating 
interface. 
Usability profiles 
refer to the 
commonly 
identified problem 
areas for product. 
HE-plus group 
spend one hour less 
time than the He 
group. The result 
they produce were 
more reliable than 
the HE group. 
The authors 
suggested that the 
addition of the 
usability profile to 
HE can bring 
reliable results, but 
it should refine 
more and should be 
tested both with 
expert and novice 
evaluators.   

S17 Results from 
different studies 
were assessed to 
compare the HE, 
CW and think aloud 
usability evaluation 
method. 

NA The evaluators’ 
experience and 
the type of 
software 
evaluated might 
produce different 
results. 

Nielsen and Molich 
recommended 5 
usability evaluators 
and can identify 2/3 
of the usability 
problems. The 
result of these 
studies concludes 
that HE uses 8 
evaluators to 
achieve 80% of the 
results. 
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S18 Different studies 
were assessed to 
compare HE, CW 
and think aloud 
methods 

NA For evaluation 
High skills 
required. The 
heterogeneous 
nature of the 
heuristics may 
produce different 
results. Heuristics 
that are applied 
on one sort of 
software may not 
result the same as 
being applied on 
other type. 
Heuristics are 
usually very 
general and the 
evaluators may 
interpret them in 
different ways 
that will lead to 
false alarms. This 
simplicity and 
lack of proper 
guidance will not 
help novice 
evaluators to 
evaluate tasks 
rightly. 
Experts are 
usually infamous 
for their 
preferences and 
strong views; they 
may miss some 
feature while 
concentrating on 
other features. 
Double experts 
are rare to attain. 

Expertise is much 
appreciated for 
such method 
especially if the 
evaluators have 
special knowledge 
about the domain. 
So about 3-5 
experts are 
recommended to 
produce right 
effectiveness and to 
defend validity 
threats to the 
findings. 
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S19   Case studies were 
conducted to assess 
the effectiveness of 
six evaluation 
methods including 
HE, CW and Claim 
analysis to assess 
the effectiveness of 
each method. The 
analysts who took 
part were skilled in 
programming 
languages and were 
students by 
profession. The 
evaluation was 
carried out to assess 
multimedia 
authoring system 
interface. 
The HE analysts 
hired 3 extra 
evaluators and 
trained them with a 
Molich and 
Nielsen’s principles. 

A total of 127 PDRs 
(problem description 
report) generated while 
evaluating the 
multimedia authoring 
system in which 127 
were identified by HE 
and 42 by CW. 
These PDRs were 
given for assessment to 
a developer of   ACSE 
project who has 
experience of  the 
ACSE project. 
The result from 
developer’s 
assessments  shows 
that 5% of the PDR 
identified by CW was 
not a real usability 
problem. and 88 from 
127 of HE PDRs were 
given to Developers in 
which 24 were 
identified as non 
usability problem. 
Only HE found 5% of 
the result in the not yet 
implemented area 
which have no 
explanation.  
Then a user Testing 
method was applied to 
track these problems. 

It is not necessary 
that these results 
may not be 
generalized to 
other form of 
specification. 
As the evaluation 
for each UEM 
was performed by 
single evaluator. 
So attributing 
blame or credit to 
the UEM is 
difficult as 
different factors 
might affect 
results such as 
evaluators’ 
experience. It is 
not necessary that 
problem 
identified by the 
UEMs will also 
be identified by 
the new version 
of it as they are in 
development. 
Only 11% of the 
problems 
identified by all 
UEMs were 
effective and 
suggested 
changes in the 
code. 

The study 
suggested that the 
UEMs need more 
enhancements to 
produce better 
results. 
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S21 The studies propose 
AHP (analytic 
hierarchy process) 
for rating severity of 
usability problem 
identified by HE. 
In this study HE is 
applied to GUMK’s 
(university) web site 
by 5 evaluators. 
Then AHP were 
applied for severity 
rating. 

NA The factors that 
may influence the 
HE results are 
training, 
knowledge about 
the domain 
experience of the 
evaluator. Task 
coverage 
problem, 
extraction, 
description and 
merging. 

 Again 3-5 
evaluators will 
identify about 75% 
of the problems 
(Nielsen’s studies) 
In this Study AHP 
is proposed to 
integrate with HE 
for identifying the 
usability problems 
on web interface. 
”AHP is a method 
that based on 
human judgment in 
decision making 
process” this 
technique was 
developed by Saaty 
(1980) and used for 
multi criteria 
decision making. 
AHP is effective 
when there is a 
measurement of the 
dependency among 
the factors so it 
produce  more 
accurate results 
(e.g. when users 
based on their 
experience give 
severity rating to 
the problems 
independently  so 
the results might be 
different ) 
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S22 University of 
Aegean; department 
of product and 
system design 
engineering 
academic website 
was tested and 
evaluated by four 
widely used 
methods including 
HE and CW.  
Sample of 27 master 
students were 
randomly selected 
with knowledge of 
interaction design. 
Further divided into 
different groups of 3 
participants each. 
HE and CW 
comprises 3, 2 
groups respectively. 

22.9%, 14%, 20% of 
problems were 
identified by HE1, 
HE2 and HE3 
respectively from total 
identified problems. 
 

From Hertzum 
and Jacobson 
studies the 
average 
agreement 
between two 
evaluators using 
the same system 
with same 
methods is 5% to 
65%. 
 It is not 
necessary to 
achieve the same 
results in industry 
so settings as well 
the experience of 
the evaluators 
may affect the 
results. 
 
 

The authors 
concluded from the 
results that 
applying single 
method is not 
enough to get valid 
result. 
Supervised 
participants can 
perform well. 
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S23 UBP (Universal 
Brokerage platform) 
is a web site being 
used for e-learning 
was evaluated by 
two methods HE 
and UT to compare 
the effectiveness of 
these methods. 
For HE only two 
evaluators 
participated and the 
experimental 
version of UBP was 
evaluated. 
Evaluator1 E1 was a 
computer scientist 
and evaluator E2 
(familiar with the 
system)   was a 
cognitive 
psychologist. 
Quantitative 
measure (number of 
usability problems 
falling as minor or 
major in severity) 
and Qualitative 
measure (detail 
description of 
usability problem 
and their location) 
were taken in each 
test of HE. 

Altogether 43 
problems were 
uncovered of which 25 
were considered as 
major and 18 as minor 
severe problems. E1 
identified more minor 
problems while major 
were identified by E2. 
About 63.3% problems 
were identified by HE 
which were 3% more 
than problems 
identified by UT. 
About 49.9% of 
problems were 
identified by E1 out of 
all identified problems 
by HE and UT. 

From different 
studies we know 
that the 
recommended no 
of evaluators are 
3-5. As the 
number of 
evaluators 
increases there is 
a point when an 
increase in the 
problem findings 
stops whiles the 
cost for 
evaluation still 
increase.  
E2 with previous 
experience about 
the system may 
lower the 
sensitivity to 
minor problems. 
HE is more 
general and 
detailed 
evaluator. 
As recommended 
from many 
studies that HE 
can produce 
better results 
when the 
evaluators are 
experienced, so 
acquiring 
experienced 
evaluators is not 
always easy.  
 

2-3 evaluators are 
very cost effective 
in comparison to 
other usability 
inspection methods 
due to its efficiency 
and easy 
implementation HE 
method is more 
popular. 

� �



���
�

S24 20 evaluators 
participated in 
evaluation process 
10 FD (field 
dependent 
evaluators are those 
who are influenced 
by dominant visual 
fields) and 10FI 
(field independent 
are those who do not 
influence more from 
the visual field) 
their selection was 
done after a specific 
test for knowing 
their field 
dependencies. An E-
Commerce website 
prototype was 
evaluated in this 
experiment. The 
participants were a 
novice and had 
experience in 
internet surfing. 
They were given a 
training about half 
an hour. The results 
were evaluated by 
experienced 
evaluators. 

 On the basis of 
inspectors’ experience 
and intention, the real 
problems were 
identified from the 
problems found by the 
evaluators. After 
removing false alarm, 
148 problems in total 
were assessed for 
severity rating.  
Through all this 
process the 
effectiveness, validity, 
thoroughness of the 
method was assessed 
by the two inspectors. 

In human 
computer 
interaction the 
effect of evaluator 
is a common 
issue, even 
evaluators with 
same background 
produce different 
results. Due to a 
different 
cognitive style of 
evaluators the 
results are usually 
different. The 
difference in the 
cognitive style 
may affect the 
results of the 
evaluators both in 
the way they 
judge the design 
aspect and the 
way they explore 
the system.  After 
all, the results 
show that the 
thoroughness, 
effectiveness, 
validity, number 
of real problems, 
false positive, and 
sensitivity were 
totally different 
between the FI 
and FD. 

FI results were 
affected more by 
fewer false alarms; 
more thoroughness 
and validity.FI felt 
it easier while FD 
was looking more 
guided during the 
evaluation. 

� �
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S25 This paper presented 
different studies 
about HE. 4 
experiments were 
carried out just by 
giving a user 
interface to the 
usability expert and 
asked to carry out 
report that point out 
the usability 
problem in the 
interfaces. 
 

51%, 38%, 26%, 20% 
problems were 
identified from known 
problems in the 4 
experiments 
respectively. 
 

The basic results 
obtained from the 
4 experiments 
were that the HE 
is difficult. The 
results show that 
system 
complexity might 
differ in problem 
identification, 
since some 
interfaces are 
easier than others. 
It is obvious that 
the results on 
large interfaces 
might be 
different. As the 
experiments were 
carried out on 
paper so they 
might be different 
while applying it 
the other way. 
The difference in 
the results was 
also due to 
evaluators. One 
of the  
Biggest 
disadvantages of 
HE is at that it is 
not providing any 
suggestion at time 
to resolve 
identified 
problem. As the 
results might be 
influenced due to 
the way of 
thinking of the 
evaluators so will 
not turn out to be 
a major 
breakthrough in 
the design to be 
evaluated. 

Recommendations 
are; that good 
evaluators can 
produce very good 
results. The 
evaluation should 
be carried out by 
more than 1 
evaluator and the 
aggregate results of 
different 
individuals are 
more appropriate. 
From the 
evaluations it is 
concluded that 
when one to five 
evaluators were 
employed there was 
a clear 
improvements in 
the result and 
increasing the 
number beyond that 
did not show any 
obvious 
improvement. 
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S27  The papers explain 
the extensions to the 
previous studies of 
Nielsen to look 
deeper into the 
factors that 
influence HE 
results. The 
evaluation of a 
specific interface 
was performed by 
different type of 
evaluators, novice 
(31), experts (19) in 
usability evaluation 
and the double 
experts (14) who 
also knows about 
the domain. There 
were some pre 
identified major and 
minor problems in 
that interface 

3 most extreme 
problems were 
identified by the 
majority of the 
evaluators, fixing those 
3 problems can bring a 
remarkable 
improvement in the 
interface. In this study 
 Using 3 to 5 
evaluators identified 
74% to 87% of 
problems, while 2-3 
double experts 
identified 81% to 90%, 
and the novice 
evaluators with 5 
participants identified 
51% of the problems. 
 

 
 
 
 
 
 
 
The expert 
evaluators are 
difficult to attain 
and expensive. 
The expertise in 
that specific 
domain is also 
necessary. 
 
The results show 
that evaluation is 
difficult if carried 
out by single 
evaluator and 
none of the single 
evaluator can find 
all problems. 
Problems which 
do not violate the 
heuristics but 
exists   are harder 
to identify. On 
paper prototype 
the evaluation can 
miss the problems 
that can be 
identified 
practically.  

The results of 
different studies 
show that they will 
be more effective 
when the 
evaluation is 
carried out by 
experts. The results 
obtained from this 
experiment have 
proven that double 
experts can produce 
much better results. 
The individual 
performance should 
not be accepted as 
an ultimate result 
even if the 
evaluator is a 
double expert. 
From previous 
work it was 
recommended that 
between 3-5 
evaluators can 
produce better  
results, In this 
experiment their 
result is between 
74-87 percent. For 
double expert it is 
better to use 2-3 
experts, In this 
experiment their 
result was 81-90 
percent. In case of  
novice users to 
identify more than 
75% problems it is 
necessary to use 14 
of them. 
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S28 2 alternative user 
interface designs 
were used to know 
the expert user 
performance. The 
task was to issue a 
query to 1 out of 
several databases 
through these 
interfaces, interface 
design (A) was 
easier than design 
(B) in the sense that 
the prototype of A 
was already 
implemented and 
(B) parse the query 
to database on a 
remote system. To 
collect estimates of 
heuristics 3 different 
conditions were 
used. 
Cool (12 evaluators 
with not even seeing 
the system 
implementation just 
got a specification 
in written form), 
Warm (evaluators 
who also used 
heuristic evaluation 
in real and had run 
the system 
prototype) and Hot 
(15 evaluators with 
practical experience 
of that design 
system. They were 
given access to the 
design which was 
used in user testing.) 
For heuristic 
evaluation these all 
were experienced 
evaluators. 

Performance and Cost 
estimation analysis 
were carried out and 
the authors conclude 
that for cost estimation 
cold method is the 
cheapest one and the 
hot method is even 
more expensive than 
user testing and 
GOMS. 

There might be a 
chance of biased 
results when 
evaluators discuss 
issues during 
evaluation (they 
were not allowed 
to speak). After 
performing the 
first query there 
might be a chance 
to perform the 
second query 
faster, because 
the evaluator gets 
experience from 
the first query and 
the same 
sequence of 
actions are 
repeated again. In 
this experiment 
not much 
difference was 
seen except for 
that in the case of 
hot estimation. It 
is not necessary 
that only the 
persons’ 
experience might 
affect results but 
there might be 
other factors.  

From the results the 
authors have 
recommended that 
the results from a 
single person are 
not reliable enough 
so it’s better to use 
the results from 
several people. 
Better to use a 
combined approach 
of GOMS and HE 
method in order to 
get better cost and 
performance 
estimation.  
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S29 The paper presents a 
pilot study where 
PHEG ( playability 
Heuristic Evaluation 
for Educational 
game)  was used, 
the development of 
PHEG is based on 
HE. Different parts 
of the game were 
evaluated by 
evaluators of 
different 
background. An 
online tool  
 AHP_HeGES 
which is used for 
conducting 
evaluation capable 
of handling 
evaluators from 
different fields was 
used . Simply there 
were five heuristics 
interface, 
educational 
elements, content, 
playability and 
multimedia, which 
comprise of 37 sub 
heuristics. The 
participated 
evaluators were 5 in 
numbers. 

The evaluation results 
analysis were carried 
out by special formula 
based on that formula 
a graph was generated   
for each heuristic. 
(read S29) 

Most of the 
identified 
problems found in 
Heuristic 
evaluation 
presented in 
different studies 
are rated on mean 
based, so   due to 
that most of the 
serious problems 
are not identified. 
Using more than 
5 evaluators can 
affect the cost 
ratio. 
Heuristics applied 
to other type of 
systems will not 
necessarily cover 
all the problems 
in the game.  

To overcome these 
problems it is better 
to analyze the 
severity of the 
critical problems in 
better way. 
 Recommendations 
for usability experts 
are 3-5. 
 
Different studies 
have recommended 
that about 32 % 
minor and 42 % of 
the major problems 
can be identified if 
the number of 
evaluators is as 
recommended 
above. 
 Prior training, 
understanding 
evaluation, better 
interface analyzing 
and giving a proper 
severity rating to 
identify problem 
will make HE more 
efficient. The 
authors suggested 
that the graph is 
easy to understand 
and will help 
developers to 
understand the 
most critical 
problems easily. 
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S32 A new proposed 
method (perspective 
based usability 
inspection method 
where inspectors 
focus on a  subset of 
usability issues 
cover by one of 
many perspectives)  
was applied to web-
based application to 
assess its usability . 
24 professionals  
participated in the 
evaluation process.  
 

The results were 
obtained from 
interface A and B 
where the problems 
were identified by 24 
experiment subjects, 7 
pilot study subjects. 
Total 82 problems 
were found for 
interface A and 61 for 
interface B. In the 
assessment the 
independent variables 
were the interface 
order and the 
inspection methods 
(Heuristic evaluation 
or perspective based 
usability assessment).  
 
Threats to validity of 
these experiments. 

1. The evaluators 
might get tired 
and the second 
interface might 
not be well 
checked. 

2. Gaining 
familiarity with 
the system 
might have 
affected the 
results. 

3. To overcome 
Instrumentation 
problem it is 
better for each 
evaluator to 
take 
independent 
decisions about 
rating and 
deciding 
whether there 
is problem or 
not. 

4. It is difficult to 
have the same 
level   of 

Inspecting all 
usability issues at 
the same time is 
really difficult for 
inspectors. 
Not helpful in 
finding many 
major problems 
as compared to 
the proposed 
method. Its 
aggregate results 
are not as 
effective as the 
results of the 
proposed method. 
 

 Perspective 
method is different 
from a heuristic 
evaluation in a way 
providing 
procedure for each 
perspective and in 
this method 
different evaluators 
get different 
responsibility to 
focus upon.  
After analyzing 
data in case of the 
novice evaluators, 
perspective method 
was more 
productive than the 
Heuristic 
evaluation.  
After aggregation 
of results from 12-
person team 
perspective method 
was more effective 
than Heuristic 
method. In case of 
finding major 
problems the graph 
of a perspective 
base evaluation 
method was again 
high. The authors 
believe if an 
evaluator focus on 
specific 
responsibility will 
help in finding 
more major 
problems. 
Combining 
different 
perspective 
strategies will be 
resulted in interface 
of high quality.  
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evaluators in a 
group they 
might be 
different in 
thinking and 
understanding 
the problem 

5. Process 
conformance 
(poorly 
followed 
process) 

6. Reactive 
effects of the 
arrangement 
(the evaluators 
could perform 
more 
interestingly if 
they knew that 
they are 
comparing two 
methods).  

S33 The paper presents 
the procedure to use 
usability evaluation 
method and then 
explain some 
usability evaluation 
methods including 
HE and CW. 

NA Some studies 
show that the 
number of 
evaluators 
directly affects 
the result of the 
evaluation 
method.  

As the HE is 
performed by 
experts so their 
selection should be 
done carefully. 

� �
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S34 The studies   
proposed new 
method called 
Heuristic walk-
through and the 
results were 
compared with the 
results of HE and 
CW. 20 novice 
evaluators 
participated in the 
evaluation process 
and    the visual 
aspect of    small 
application which 
help students 
rendering algorithm 
were evaluated in 
the experiment. All 
20 students got 
knowledge about 3 
techniques but used 
one in evaluation. 

The different possible 
combination of groups 
found  different 
problems (read S34 
paper) 
 
 
 
 
 
 
 
 
 
 
 
 

The results get 
more affected by 
the evaluator’s 
experience, 
number of 
evaluators used. 
The question is 
being raised by 
some studies that 
the identified 
problems usually 
have less impact 
on the interface 
design. 
The more the 
number of 
evaluators results 
in  the decrease of 
validity of the 
results because 
there is a chance 
of more false 
positives. 

Heuristic 
evaluation proved 
to be more 
structured than HE. 
The Heuristic walk-
through method has 
the combined 
benefits of HE and 
CW. 
 The Heuristic 
walk-through is 
easy to understand 
and apply. 
 This method gives 
detailed guidance 
for the task to be 
accomplished. 
More intermediate 
problems were 
identified in HW as 
compared to CW, 
HW found less 
false positive as 
compared to HE. 
After employing 4 
or 5 evaluators, all 
major problems 
were identified. 
The results show 
that both free form 
(where the 
evaluator is 
allowed to evaluate 
any aspect of the  
interface) and task 
oriented form 
(where order of 
tasks is followed) 
methods are 
effective if enough 
evaluators are in 
access. In case of 
validity the results 
of the  HW were 
better than the 
results of the  HE.  
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S35  The study presents 
the impact of the 
recent refinements 
of the CW in the  
evaluation process. 
17 computer 
interaction students 
evaluated a 
SPSSTextSmart 
(product use 
analyses of an open 
response to survey 
questions). The 
participants got a 
formal training of 
the method and of 
the product. 

--- Nielsen’s study 
(1992) found that 
while comparing 
the  findings of 
HE there are 
usually more 
minor problems 
than severe 
problems. 
However more 
major problems 
were identified 
than minor 
problems while 
comparing the 
known problems. 

Different studies 
have concluded by 
aggregating the 
results from many 
evaluators who 
worked for a 
shorter period of 
time will lead to 
better usability 
results. The same 
suggestion is given 
by this study.  

S36 The paper proposes 
a combined 
approach of 
usability testing and 
Heuristic evaluation 
method for 
evaluating system 
interfaces. 

NA Due to a large 
number of 
guidelines the 
process can 
become 
impractical. 
Another 
weakness of the 
method is that 
most of the 
identified 
problems are false 
alarms due to 
which time and 
effort of evaluator 
is wasted. 
The method does 
not provide full 
detail of the 
identified 
problem. 
It is not necessary 
that the heuristic 
will help in 
finding the real 
problem. 

The author 
suggested 
combining best of 
both Heuristic 
evaluation and user 
testing to produce 
better results. He 
believes that 
structuring the 
heuristic in the 
context of real user 
and then evaluating 
the system by a real 
user shows great 
improvement in 
problem finding. 
During evaluation, 
allowing evaluators 
to think aloud is 
helpful in providing 
more information. 
Mix culture of 
evaluators that 
belong to different 
background and of 
being real user will 
help in finding 
more bugs.  
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S37 An electronic 
personal organizer 
“palm pilot” that is 
used for complex 
actions was 
evaluated live by 43 
graduate and 
undergraduate who 
had studied the HCI 
introductory course. 
To get familiarity 
about the system 
they used it for one 
month before 
evaluation. The 
evaluators were 
divided into random 
groups. Evaluators 
range from 4-6 in 
each group.  

The number problems 
ranged from 12.14% to 
34.10% were identified 
by each group. The 
calculated average of 
problems from all 
groups is 23.12%. 

The authors have 
explained the 
Nielsen’s 
argument about 
the problem 
finding, about 
75% of problems 
will be identified 
by five 
evaluators, but it 
will be up to 51% 
if the evaluators 
are novice totally.  
After analyzing 
the results it was 
observed that 
different 
evaluators focus 
on different 
categories which 
imply that the 
evaluators did not 
feel any difficulty 
in that area or the 
evaluators don’t 
go deeply while 
evaluating 
through HE.  
Results show that 
while applying 
HE the entire 
aspects of 
interfaces are 
usually not 
covered. 

The authors have 
recommended more 
studies to know the 
effectiveness of HE 
while dealing with 
complex interfaces 
and modification is 
required. They also 
suggest that it is 
better to assign 
each major area to 
different evaluator 
while applying HE. 
 
The author 
concluded that the 
recommended 
number of 
evaluators by 
Nielsen and Molich 
(5-10) are not 
enough for 
complex user 
interfaces. 
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S39 The paper presents 
comparative studies 
of two evaluation 
methods including 
end user Survey and 
HE. An Info3Net 
(web based e-
learning system) 
was evaluated. 15 
Heuristic out of 20 
surveyed were used 
for HE. A specific 
criterion was 
designed while 
evaluating the 
system. 
In the evaluation 
process 4 experts 
out of which two 
were double experts 
participated.  

After each evaluator 
performed evaluation, 
About 71 unique 
problems were 
identified. After 
removing the problems 
which are close to each 
other and may cause 
duplication are 
avoided. The final list 
contained 58 problems. 

A single evaluator 
will not be able to 
identify all 
usability 
problems. Nielsen 
recommended 
that about 65-75 
percent problems 
can be identified 
by using 3-5 
evaluators.  
Results after 
comparing the 
problems of both 
evaluation 
processes. HE 
identified 77% of 
the problems 
which were more 
than that of the 
survey. 
“Experts are not 
perfect in 
evaluation” The 
statement is 
supported by 
these findings. 
Still 23% of the 
problems were 
not identified.  

It is resulted that 
HE is fast and easy 
to use and is more 
cost effective as 
compared to other 
methods. 
The severity results 
support the 
statement that 
severe problems are 
easier to identify as 
compared to minor 
problems. 
The results show 
that evaluation will 
be appropriate if 
applied by experts’ 
especially double 
experts. 
The authors believe 
that the evaluation 
will be more 
productive if a 
combined approach 
of the user based 
evaluation and 
inspection method 
is used. 

� �
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S40 The paper presents a 
comparison of 
Heuristic evaluation 
with user testing. 
For HE 5 experts 
participated in the 
evaluation. A tool 
named INTUITIVE 
(interactive user 
interface tool in a 
visual environment) 
were evaluated. 

86 problems were 
identified by the 
experts. 

About 39% of the 
problems detected 
by user testing 
were not 
identified by HE. 
In case of these 
studies most of 
the errors found 
were concerned 
with features of 
the interface but 
less were 
concerned with 
task performance. 
The problem 
identified by HE 
could be 
subjective (that 
does not comply 
with heuristic 
list). There is 
often chance of 
non distinct 
problems. 
HE evaluators are 
usually less 
precise in 
understanding the 
terminology.  

The author of the 
studies proposed 
that to get more 
optimal results, it is 
better to use more 
than one technique 
on the interface or 
each technique 
should be optimize. 

Table 7: Characteristics of HE extracted from some papers 
 
The method still needs more enhancements to produce better evaluation results. There should 
be an additional method to resolve all the problems that Heuristic evaluation still faces. 
 
Cognitive Walk-through 
 
The Cognitive walk-through (CW) is a usability inspection method that was introduced by 
Lewis, Polson, Wharton, & Rieman in 1990. This method was introduced with the aim to 
evaluate the interfaces of the system for ease of exploratory learning. Unlike Heuristic 
evaluation methods cognitive walk through is considered to be well structured method and 
visibly guided by the task of the user [12]. The CW method was designed to find the defect in 
the user interface at an earlier design stage of the software development cycle. The CW 
method mainly focuses on the knowledge and objectives of user while performing a task. It is 
performed by either a usability specialist or developer.  In this task based methodology 
attention of the evaluator on the user objectives and actions, and on the affordances of the 
system that whether those objectives are supported or not is a focal point [14]. It is carried out 
in two phases, first is the preparatory phase where the evaluators determine the interface to be 
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utilized, its likely users, the task and action to be taken for that specific task. Second is the 
analysis phase where the user work by following the four steps developed by the founders 
(Lewis and Polson) of the CW method [11]. 
 

·  User sets a targeted aim to be accomplished with a provided system. 
·  Currently existing action is determined by the user. 
·  The user will choose the action which they think will lead the user to his targeted aim. 
·  The user performs the action and the response given by the system is assessed [11]. 

 
As mentioned above in this method the evaluators assess the interfaces by analyzing user’s 
mental processes. The above four steps are carried out in the following way, the evaluators 
select a specific task from a suite of task that imagined user will have to perform while 
interacting with a supportive interface of that task. They specify different sequences of 
actions for that task to be performed. These sequences are examined in the context of the 
supportive interface by evaluators, to point out whether the imagined user will be able to 
choose a correct action at each step. So if a correct sequence is not chosen by the imagined 
user the evaluators will assign a reason for it [15].  
 
The strengths of the CW are that it is not dependent on the user so can be applied with totally 
functioning prototype without a user. It has the capability to help in pointing out objectives 
and assumptions of user. It is found to be very effective in pointing out problems while 
interacting with the interface. The designer can easily take a productive decision based on 
user’s perceptions [16]. As compared to Heuristic evaluation method, the CW can identify 
more severe problems [12]. 
 
Different studies have shown different weaknesses of the CW. Refer to John and Packer’s 
studies it might be difficult for novice evaluators to apply it at the earlier stage of the design 
but is easy to learn [10]. The evaluator should have knowledge of the cognitive sciences 
requisites, skills and concepts to produce effective results, because of its cognitive theory 
based nature [13]. Moderate interfaces support a large amount of task some time even 
thousands of tasks, so the methodology does not provide which task to be selected for 
evaluation. Knowing the tasks that are more useful to be evaluated will produce positive and 
effective results. While carrying out CW through the evaluators deviate from the task some 
time they find a problem which is not directly relevant to the ongoing task. Deciding about 
that task some time take an extra time. Some time due to this deviation even the evaluators 
lost the real track. The author suggests that there should be a well detailed procedure for 
evaluators to help them saving their time and not losing the real track [14]. 
Gray and Salmanz in their studies say that the setting can be problematic for a CW, for 
example applying CW at home might not produce the same result as it show in showroom 
(the place of buying) [6]. Because of the above issue still more work is required to optimize 
the performance of the CW to its best level. 
Different studies have revealed many problems that influence the results of CW method. The 
table below shows problems that are discussed in the selected different papers. 
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No Problem identified  Papers that discuss these 

problem 
Papers that suggest 
solution to cope with 
problems 

1 Evaluator’s effect in terms of 
(knowledge, experience, 
intention, time he spends, 
perception etc) 

S1,S6,S9,S10, S11, S14, 
S17, S18, S19,  S20, S22, 
S30, S34, S35 

S6 

2 Knowledge of cognitive 
sciences, concept and skilled 
are required. 
 

S1, S11, S18, S20, S30, S35 S20, 

3 No proper guidance for specific 
task selection.  
Deviation from the ongoing 
task usually happens. 

S11,S12, S14, S17, S18, 
S20,  S31, S35  

 S35, 

4 The settings might be a 
problematic (applying at home 
may produce different results 
than in a lab) there might be a 
different type of software used 
or the way method applied is 
different. 

S6,  S9,  S18, S19, S22, 
S30,  S35,  

S9, S30 

5 Exhaustive method S12, S14, S18,  S33,  S34,  
6 More limited in scope, CW 

focuses on surface issues not 
goes deeper 

S2, S12, S18, S33 S2 

7 False positives(not as much as 
in HE)  

S2 S2 

Table 8: problems with CW 
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The following table explains different characteristics of the CW discussed in selected papers. 
 

NO objective / input Problems found  Limitations  Suggestions/ 
prons 

S1 A new tool was 
developed to improve 
usability evaluation / 
10 usability experts 
with a 2 years 
experience evaluated 
apple address book 
interface live using 
CW. 

32/42 problems 
were identified by 
CW whereas 29/51 
were identified by 
UPI common with 
lab data. 

Because CW is 
based on the 
theory of cognition 
so more 
knowledge about 
cognitive science 
term and concept 
is required. From ( 
Polson, Wharton, 
Rieman & Lewis 
1990, work) Due 
to its exhaustive, 
complex and 
timing  nature 
some cognitive 
psychology 
background is 
required to  use 
this method 
quickly and easily 
(from Desurvire 
1994 Rowley & 
Rhoades 1992 
work) 
 

UPI (usability 
problem inspector) 
is a tool which 
combines some 
good aspects of 
HE and CW. UPI 
is not much 
different in 
thoroughness than 
CW in problem 
finding. UPI 
results are 
effective and valid 
than CW’s.  

� �
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S2 Case studies of 
different usability 
evaluation methods 
assessing Digital 
libraries, 1 expert 
evaluated Digital 
library site live using 
HE, CW and the new 
proposed methods. 

NA CW results show 
that it is too 
limited in scope as 
compared to HE 
method as it does 
not help to recover 
from errors. CW is 
not helpful in 
finding deeper 
problems; it just 
focuses on surface 
problems. 

CA(concept 
analysis)  
CASSM   
(Concept-based 
analysis of surface 
and structural 
misfits) are 
evaluation 
techniques 
designed with an 
aim to 
complement 
existing methods. 
These both 
methods explore 
deeper problems. 

S3 CASSM and CW 
methods were applied 
on Ticket-vending 
machine in London to 
assess its usability 
issues and the 
difference between 
these methods; two 
evaluators participated 
and the evaluation was 
carried out live. 

NA Neither method 
had shown strong 
advantage over 
other, CW found 
more problems but 
with many more 
false positive. 

CASSM is good 
while avoiding 
false positive 

S6 Explained in table 7 --- --- --- 

S9 Explain in table 7 --- --- --- 

� �
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S10 11 studies were 
reviewed to know the 
effectiveness of the 
evaluators for three 
UEMs (HE, CW, TA) 
where in each 
experiment the 
number of evaluators 
was different.  

1. Lewis studies 
used 4 evaluators 
and about 50% of 
problems were 
revealed by 15 
users with 
empirical 
evaluation. 
2. Dutt et al (1994) 
utilized 3 
evaluators who 
individually 
performed the 
evaluation and 
were able to find 
less problems and 
john and Jacobson 
(2000) used 2 
novices for 
evaluation using 
CW so 6% of 
problems were 
detected by 
spending 22-25 
hrs. 
3. In Jacobson and 
john studies 2 
evaluators, 
evaluated the 
system with their 
own scenario 
where 1 found 43% 
problem which was 
not found by other 
one.   

1. Generalizibility   
of the produced 
results is difficult 
to evaluate 
because   3 of the 
evaluators were 
also the designer 
of the CW. 
2. The applied 
version might 
affect the results 
and much time 
was taken by 
novice evaluators 
but their lack of 
experience also 
limited them in 
finding less 
problems. 
CW provides no 
guidance on task 
selection.  
3. Unclear goal 
analysis introduces 
additional 
variability despite 
of providing 
identical task 
scenario. CW 
provides a 
procedure for 
evaluating a task 
and completing it 
in pre described 
way. This strict 
procedure may 
create confusion 
between the 
agreements of 
evaluators 

 

� �
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S11 The paper reviewed 
report work on four 
usability inspection 
methods , 
HE, CW, pluralistic 
usability evaluation 
method, formal 
usability inspection. 

NA From Wharton et 
al (1994 ) studies, 
the two main 
weaknesses of the 
CW were (1) 
repetitiveness of 
form filling, 
(2) The process 
was not more 
helpful to find a 
large number of 
problems. 
CW does not 
provide guidance 
about the task 
about the action 
needed to be 
taken. 
If the scenario is 
not well explained 
there might be 
chance of poor 
evaluation. 

It is a claim that 
the new method of 
CW addresses 
those 2 limitations 
by using groups of 
people other than 
using individuals 
and rotating the 
form for filling it 
within the group, 
the group follows 
the rules with 
evaluating the 
simpler tasks first, 
all identified 
problems are 
placed in the 
record. 
Franzke studies 
have suggested 
that the action for 
the task should be 
labeled. 
 

S12 In the paper different 
usability evaluation 
methods were 
discussed  

NA CW is a tiresome 
and always has a 
chance of unbiased 
results due to 
selection of wrong 
task. 
Focuses on details 
of low level. 

 A combined 
approach of 
usability testing 
methods and 
usability 
inspection method 
should be used to 
get better results 

� �
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S14 Different multimedia 
applications were 
evaluated to assess the 
effectiveness of CW. 4 
evaluators took part in 
the evaluation, out of 
those 2 were with 
deep knowledge and 
the other two were 
low on knowledge 
about the system. 

In the 1st set of 
documents which 
were about 
consultation, 18 
defects were found 
by a group having 
high expertise and 
9 by a group 
having low 
expertise out of 
which 7 were 
overlapped.  
In the 2nd set of 
documents which 
were about 
navigation the 
group with the 
least expertise 
found 5 defects out 
of 16 identified by 
the expert group. 
In 3rd set of 
documents 
(exploration 
documents) the 
highly expert group 
found 20 defects 
while the group 
with low expertise 
found 5.  
In the last set of 
documents which 
were about a 
virtual visit. Group 
1 found 20 
problems while 4 
were identified by 
the 2nd group. 

CW method takes 
long time. 
The method is 
suited to the 
graphic feature of 
the software. 
CW  is not helpful 
in systematic 
justification of 
defects e.g. rating 
severity of the 
problems, a good 
knowledge of user 
is required. 
Perceptual and 
cognitive behavior 
of the user 
especially of the 
children is difficult 
to imagine by 
evaluators.  
There results of 
this evaluation 
were also different 
due to evaluators 
experience, 
perception and 
knowledge about 
the field. It is 
considered as a 
complex method 
which is not 
efficient when 
evaluating the 
interactivity aspect 
of the product. 

From Karat (1994) 
and Wharton et al 
(1994) studies, 
CW through will 
produce good 
results if the 
evaluator has in-
depth knowledge 
of the system 
being evaluated. 
A questionnaire 
should be 
designed properly 
to avoid 
complexity. 
To best evaluate 
interactivity 
features other 
tools should also 
be used along with 
the method. 
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S17 Different studies 
results were assessed 
to compare the HE, 
CW and think aloud 
usability evaluation 
method. 

NA The CW method 
finds more severe 
problems as 
compared to HE 
but the number of 
problems it 
identified is less in 
number than that 
of HE’s. The 
evaluators 
experience or the 
type of evaluation 
software might 
produce different 
results. 

 From a linear 
regression of these 
studies it is 
resulted that CW 
can obtain 80% 
result when the 
number of 
evaluators are 
increased to 
11.The authors of 
the study suggest 
that to get high 
severe problems 
the number of 
evaluators should 
be 10±2.  

S18 Different studies were 
assessed to compare 
HE,CW and think 
aloud methods 

 CW is a tedious 
method, 
Exploration is 
discouraged. 
The results are 
affected by the 
evaluator’s skills 
and the task 
description detail. 

 

S19 Explained in table 7 --- -- - 
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S20 A case study which 
presents a series of 5 
studies about the 
learning and applying 
different UEMs to an 
interface by novice 
evaluator. 
(The same studies 
which were carried out 
in S19, the evaluation 
results of CW are 
presented). 
The evaluator selected 
CW among the other 
methods (explain in 
S19) after reading the 
lecture on HCI.  

After spending 16 
hours on walk-
through the 
evaluator identified 
36 usability 
problems and 35 
design suggestions. 
The evaluators 
submitted 42 PDRs 
which contained 48 
unique problems 
with some PDRs 
having more than 1 
problem. 5% of the 
problems were 
extremely severe in 
his point of view. 

The author says 
95% of the results 
were from 
personal judgment 
which can’t be 
attributed to CW. 
Difficult for 
novice evaluators 
to use from the  
evaluator’s diary. 
Initially it was 
found in his diary 
and the evaluator 
was concerned 
about training. 
After 16 hours of 
walk-through it 
disappeared from 
his diary. In the 
earlier stage he 
was concerned 
about having 
knowledge of 
cognitive theory 
but later he felt 
confident to use 
CW. In limited 
amount of time it 
is difficult to keep 
track of all tasks. 
The evaluators 
believe that the 
CW does not 
provide guidance 
about the severity 
of the problem. 

The authors 
believe that the 
method is easy to 
learn for computer 
students if they are 
provided a little 
HCI or 
psychological 
training.  
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S22 An academic web site 
of the university of the 
Aegean Department of 
product and system 
design engineering 
was evaluated with 4 
widely used methods 
including HE, CW. 
27 Master students 
who were familiar 
with interaction 
design; participated 
and were divided into 
different groups of 3 
participants in HE and 
CW. There were 3 and 
2 groups respectively. 

 CW1 and CW2 
identified 20% and 
17% of the total 
identified problems 
respectively. 

From Hertzum and 
Jacobson studies 
the average 
agreement 
between two 
evaluators using 
the same system 
with same 
methods is 5% to 
65%. 
 It is not necessary 
to achieve the 
same results in an 
industry where 
settings may affect 
the results as well 
the experience of 
the evaluators. 
 
 

The authors 
concluded from 
the results that 
applying a single 
method is not 
enough to get 
thorough and valid 
results. 
Supervised 
participants can 
perform well. 

S30 Apple’s HyperCard 
were evaluated by 9 
evaluators after 
getting basic training 
for the automated 
walk through. To 
evaluate the actual 
problem areas, the 
empirical data were 
collected and 
compared with the 
result of walk-through.  

All out of 9 about 8 
analysts evaluated 
at least first 10 
actions. 
Then mean for the 
problems, the 
percentage of the 
identified problems 
were obtained and 
the results were 
compared with user 
testing results of 
the same interface. 

Older version of 
CW was tedious in 
nature because 
paper work took 
much time. It can 
be applied by a 
novice but not as 
easily as experts 
apply it. 
Decomposition of 
the goal into sub 
goals are not in 
much detail as it 
needs to be.  While 
tracking a task 
wrong path might 
be chosen. There 
might be 
difference in the 
views of the 
evaluators. 

 
 
 
 
An automated CW 
is better to 
overcome these 
issues.  An 
automated CW 
can limit 
evaluators to write 
less which avoid 
tediousness 
making it attract 
the attention of the 
evaluators. The 
chance of 
irrelevant 
questions will 
become less which 
may help in 
reducing the 
variability among 
analysts view. 
The automated 
CW decreased the 
paper load but the 
evaluators felt the 
walk-through as 
tedious method. 
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S31 The studies have 
explained CW and tell 
how it fits in the 
software development 
life cycle. 

NA It is doubtful 
whether the 
perspective user 
will be able to 
select the right 
action for the right 
path. 

 Earlier evaluation 
will help fixing 
design problem in 
a best way. 
Small groups of 
evaluators are 
suggested and 
rotating a record 
amongst them and 
performing the 
simplest task first.  
There should be a 
recorded track of 
all found problems 
and loosening the 
orientation of the 
form once the 
evaluator came to 
know about the 
form. 
Combining it with 
another method of 
user-centered 
design will be 
more helpful.  
Applying CW 
through program 
instrumentation 
will help in 
reducing the cost. 
It is an approach 
where the walk-
through is adapted 
at the work place 
of end users by 
expectation 
agents. 

S33 The paper presents a 
procedure of usability 
evaluation methods 
and then explained 
different usability 
evaluation methods 
including HE, CW. 

NA CW walk through 
is a time 
consuming method 
as compare to 
other methods and 
identify limited 
amount of 
usability problems. 

 Applying CW in 
the early stage can 
help in revealing 
some specific 
problems in the 
design and it is 
easy to learn. 
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S34 The studies   proposed 
new method called 
Heuristic walk-
through and the results 
were compared with 
the results of HE and 
CW. 20 novice 
evaluators participated 
in the evaluation 
process.  The visual 
aspect of    small 
application which help 
students rendering 
algorithm were 
evaluated in the 
experiment. All 20 
students got 
knowledge about three 
techniques but used 
one in the evaluation. 

NA Different 
limitations of CW 
are highlighted 
such as it is 
tedious in nature: 
it required 
background of 
cognitive 
psychology and 
the types of the 
identified 
problems lacked 
detailed guidelines 
for user to follow 
the steps to 
perform the task. 

The HW was 
found to be more 
thorough and 
reliable than CW.  
If the evaluation is 
to be performed 
for finding more 
severe problems 
than CW is to be 
preferred. 

� �
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S35 The study presents the 
impact of the recent 
refinements in CW 
during the  evaluation 
process. 
17 computer 
interaction students 
evaluated a 
SPSSTextSmart 
(product use analyses 
of open responses to 
survey questions). The 
participant got a 
formal training of the 
method and of the 
product. 

Each evaluator 
received 1 or 2 set 
of task list (in one 
list there is no 
details for task 
transaction and in 
the other list the 
task list is with 
detail). The time 
provided for the 
evaluation process 
was 1hr and 15 
minutes. 2 
evaluators from the 
group were 
responsible for 
giving a severity 
rating to the 
identified 
problems. The 
severity rating of 
about 94% 
problems was 
identical amongst 
both evaluators.   

The CW is 
considered best 
method when there 
is a case to find 
severe problems, 
but if there is a 
need to find minor 
problems so it is 
not much helpful. 

The group who 
applied a list of 
detailed task 
description 
identified more 
low priority 
problems as 
compare to others. 
The results show 
the  evaluation 
that was carried 
out with a short 
task description 
most of the  
problems were 
related to control 
to perform an 
operation. 
 The evaluators 
using more 
detailed task 
description helped 
in finding 
problems that 
were related to 
inadequate system 
feedback. 
Using detailed 
task description 
evaluators will 
focus on finding 
usability problems 
not on finding 
user’s task as in 
case of short task 
description. 
The studies also 
propose if there is 
a need to focus on 
functionality 
related problems 
then short 
description should 
be applied, 
whereas detail 
description is most 
helpful in finding 
feedback related 
problems. 

� �
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S38 1. First of all 
Wharton, et al. 
CW method 
was applied in 
company to 
evaluate under 
the constraints 
of a real 
development 
cycle. The 
method was 
applied to 
assess the 
interface 
specification of 
the  new IDE 
(integrated 
development 
environment) 
underdevelop
ment. 

2. A task analysis 
for new 
streamlined 
CW method 
was carried by 
single 
professional 
evaluators in 
25 hours with 
an 8 evaluators 
took part in the 
evaluation 
process.    

In 1.5-hour 24 
possible problems 
and 11 design ideas 
were found.  
14 problems 
suggested that the 
user would lack a 
suggestion to 
accomplish a 
specific task. The 
remaining 
suggested that after 
a corrective action 
was performed the 
user did not get a 
good feedback 
from the IDE. 

The first results 
were failed in  
producing  good 
results  because of 
not following the 
social constraints 
of the company 
(time pressure, 
lengthy design 
discussions, 
Design 
defensiveness) 

The CW method 
will produce good 
results in case if 
the groups are 
prepared well for 
the evaluation, 
forbid design 
discussion during 
the evaluation, by 
defusing the 
evaluators’ 
defensiveness on 
certain tasks. 
Streamline CW is 
a fine method for 
profiling the user 
interface major 
problem area. 
Streamline CW 
helps in finding 
problematic steps 
(problematic for 
users). 

Table 9: characteristics of CW  
 
4.7 Limitations OF Systematic Review 
 
The limitations of the studies are; the search process was a complicated phase. It is sure that 
some valuable papers were missed because in the final search query did not retrieve all the 
articles were used for the background of the studies. 
 
4.7.1 Critics About The Search Method  

While searching for such broad field, there is always a chance of getting too many hits 
(retrieved papers). If someone wants to narrow down the search there is always a chance to 
miss the right data. I have modified the queries with hundreds of ways but there were always 
two problems. 
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The applied queries were retrieving too many papers the right papers among them was a 
confusing stage. 

In case of narrowing down the search there was always a chance of missing the right data. 

I suggest that if there is a broad field like this one. There would be other ways to find the 
right results. Search queries are not the ultimate way out as it will always risk us missing the 
right data. 

4.7.2 Lesson Learnt From The Search 

 While dealing with fields as like usability inspection methods only by applying queries 
would not necessarily help us get all the relevant data.  

a) There might be chance to miss the right data if narrowing down the search. Or will still get 
a large amount of data.    

b) Secondly when getting too many data selection makes it confusing and only by reading 
title or abstract won’t guarantee getting the right data. Some time whole of the paper needs to 
be read for selection or need to carry out this process a group of people.  

The results have not explained all the problems that are with HE & CW problems because 
different studies have explained different dimensions of the inspection methods. So the 
studies only give a general view of the inspection methods and the problem with most widely 
used methods HE and CW.  

The tables that present the problems are just a general classification. It is difficult to classify 
the problems in a structured way because different studies have touched different dimensions 
of the problems. For some papers the readers directed to read the paper thoroughly, because 
complete data from all articles are not the aim of the systematic review. 

The suggestions to cope with identified problems should not be considered as the ultimate 
solution for the problems. Most of them were just general suggestions to cope with any 
problem for which they were suggested, but that might also have a negative. 

Some papers have only explained the inspection methods ([7]) and (S33) in table 1 of 
Appendix A. Some authors have extracted the results from other studies such as ([6] [7] [10] 
[20] [21]) in references and (S12) (S17) (S36) in papers in table 1 appendix A. whereas the 
remaining have evaluated the methods by explaining their own experiments. It would have 
really affected the results of the evaluation, as methods were applied to evaluate different 
products in different ways by the evaluators with skill difference, environment and time 
difference. Due to the ambiguous data, the questions are not answered in detailed. Further 
research is required to study each factor that may affect the HE and CW evaluation methods. 
So this research may lead to following research question to be answered 
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Q1. How an evalutor may influence the results while applying  HE & CW ? 
Q2. Does the time taken for any evaulation effect the results? 
Q3. Will there be the same results while applying the same method in different environment 
or evaluating different interfaces or software with the same method? 
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5. Conclusion 
  
The systematic review was much helpful to summarize the results about usability inspection 
methods from different studies. Due to the huge amount of available research the search 
process was a complicated phase. There might be a chance to miss a valuable data as well in 
this systematic review. Despite missing good papers the selected articles were much helpful 
to answer the research questions of these studies.  
 
It seems that there are hundreds of proposed inspection methods but in the selected articles 
just a few inspection methods are explained that are commonly used. That is explained in 
(table 1) and in paper [7] in detail. 
 
Despite of its major use HE and CW, they are still suffering from different problems some of 
them are explained in the answers (section 4.5). 
 
HE is an unstructured approach; the results may get affected by the number of evaluators, and 
skills of evaluators. Time and environment of the evaluation process may also affect the 
results. 
 
CW is tedious in nature, the result might get affected by detailed task description and user 
background detail. 
 
Many researchers have highlighted different problems of HE & CW methods but a Gray and 
Salzman [6] work is an outstanding research in highlighting the problems with HE and CW 
methods.  
 
Different studies have given different suggestions to cope with the problems of HE & CW 
methods explained in detail in (Section 4.5) table 7 & 9. 
 
While speaking about its limitations, the systematic review might have missed some valuable 
data and did not explain all the problems and suggestions to resolve them because each in 
study different dimensions of the topic is explained. A detailed description will lead to further 
research. 
 
But the review is helpful for the reader to understand the different usability inspection 
methods, understand the problems that still exist with HE & CW methods. The studies will 
also help the reader to find some valid suggestion to cope with these problems. 
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