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Abstract

In this paper we derive new farfield boundary conditions for the time-dependent
Navier–Stokes and Euler equations in two space dimensions. The new boundary
conditions are derived by simultaneously considering well-posedess of both the primal
and dual problems. We moreover require that the boundary conditions for the primal
and dual Navier–Stokes equations converge to well-posed boundary conditions for the
primal and dual Euler equations.

We perform computations with a high-order finite difference scheme on summation-
by-parts form with the new boundary conditions imposed weakly by the simultaneous
approximation term. We prove that the scheme is both energy stable and dual con-
sistent and show numerically that both linear and non-linear integral functionals
become superconvergent.
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1. Introduction

The focus on this paper is the derivation of new boundary conditions for the
Navier–Stokes and Euler equations. The technique that will be used is, however, gen-
eral and can be applied to any initial boundary value problem (IBVP). In particular,
we focus on deriving farfield boundary conditions for the Navier–Stokes equations
which converge to well-posed boundary conditions the Euler equations in the limit
of vanishing viscosity for the difficult subsonic flow case.

There are many numerical methods that can be used to obtain approximate so-
lutions to IBVPs. In this paper, the focus will be on the finite difference method on
summation-by-parts (SBP) form with weak implementation of the boundary condi-
tions. The finite difference method is appealing due to its high-order accuracy and
ease of implementation.

The finite difference method on SBP form were originally developed by Kreiss
and Scherer [19, 20] as a means to mimic integration by parts, and to construct
high-order accurate energy stable finite difference schemes for linearly well-posed
hyperbolic problems. The implementation of the boundary conditions were made
feasible by Carpenter et al. in [5] by adding the boundary conditions as penalty
terms, the so called simultaneous approximation terms (SATs). The combination of
SBP and SAT allows for energy stable finite difference discretizations of any linearly
well-posed IBVP which is independent of the order of accuracy. Details on the
construction and properties of the SBP operators can be found in [39] for the first
derivative and in [24, 22] for the second derivative.

The SBP-SAT technique has been extended to include curvilinear coordinate
transforms [32, 42], multi-block couplings [6, 31, 7, 34, 23, 28], artificial dissipation
operators [26, 8], and has been applied to numerous applications where it has proven
to be robust. See for example [44, 25, 14, 16].

The most recent development of the SBP-SAT technique were made by Hicken
and Zingg [13, 12]. They analyzed the properties of the discrete norm and showed
that superconvergent linear volume integral functionals of linear IBVPs could be
computed from so called dual consistent SBP-SAT discretizations. In general, the
solution to an IBVP with a diagonal norm is accurate of order p+1 since the interior
accuracy is 2p with pth-order boundary accuracy [45]. It was shown in [12], and later
extended in [3], that linear integral functionals from a diagonal norm dual consistent
SBP-SAT discretization retains the full accuracy of 2p. Dual consistency is a matter
of choosing the coefficients in the SATs and does not increase the computational
complexity. Superconvergence of linear integral functionals hence comes for free.
This theory is still new and work remains to be done for non-linear IBVPs, non-
linear functionals, boundary integrals such as lift and drag, and higher-dimensional
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problems.
Free superconvergence is an attractive property of a dual consistent SBP-SAT

discretization. The duality concept can, however, also be used to construct new
boundary conditions for the continuous problem. By having advanced boundary
conditions for the continuous problem, the numerical scheme can be greatly enhanced
[29, 30, 4].

The superconvergence property have only been proven for linear problems with
linear integral functionals. In this paper we will use the linearized Navier–Stokes and
Euler equations to derive schemes which will be applied to the non-linear problems
and non-linear integral functionals. The linear theory will hence be applied to non-
linear problems for which the theory is still incomplete. It was shown in [3] that
already for a coarse mesh, the accuracy of linear integral functionals of dual consistent
schemes were superior to the dual inconsistent case, even though the solutions were
of the same accuracy.

The aim of this paper is threefold. The first goal is to use duality to construct
advanced far-field boundary conditions for the Navier–Stokes and Euler equations
in two space dimensions. The second is to use the new boundary conditions in an
SBP-SAT discretization and show that dual consistency and energy stability be-
comes equivalent The third is to show computationally that integral functionals are
superconvergent even when applied to non-linear problems.

2. The Navier–Stokes equations

The two-dimensional time-dependent compressible Navier–Stokes equations in
non-dimensional form can be written as

qt + F I
x +GI

y = ε(F V
x +GV

y ), (1)

where ε = Ma/Re is the ratio between the Mach and Reynolds number, q =
[ρ, ρu, ρv, e]T are the conservative variables and ρ, u, v, e are the density, veloci-
ties, and energy, respectively. The energy is defined as

e =
p

γ − 1
+

1

2
ρ(u2 + v2),

where γ is the ratio of specific heats and p is the pressure. We assume an ideal fluid
and hence the equation of state is

γp = ρT, (2)
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where T is the temperature. The above variables have been non-dimensionalized
using

ρ =
ρ∗

ρ∗∞
, u =

u∗

c∗∞
, v =

v∗

c∗∞
, e =

e∗

ρ∗∞(c∗∞)2
, p =

p∗

ρ∗∞(c∗∞)2
, T =

T ∗

T ∗∞
,

where the ∗-superscript denotes a dimensional variable and the∞-subscript the free
stream reference value. The inviscid fluxes are given by

F I =


ρu

p+ ρu2

ρuv
(p+ e)u

 , GI =


ρv
ρuv

p+ ρv2

(p+ e)v

 ,
and the viscous fluxes are given by

F V =


0
τxx
τxy

uτxx + vτxy +
κ

Pr(γ − 1)
Tx

 , GV =


0
τyx
τyy

uτyx + vτyy +
κ

Pr(γ − 1)
Ty

 ,
where κ is the thermal conduction coefficient, and Pr the Prandtl number. The
stress tensor is

τxx = 2µ
∂u

∂x
+ λ

(
∂u

∂x
+
∂v

∂y

)
, τxy = τyx = µ

(
∂u

∂y
+
∂v

∂x

)
,

τyy = 2µ
∂v

∂y
+ λ

(
∂u

∂x
+
∂v

∂y

)
,

where µ, λ are the dynamic and second viscosity, respectively. Since (1) is a highly
non-linear system of equations, it can not be easily analyzed using the energy method.
Instead, the analysis will be performed on the linearized, symmetrized, and frozen
coefficient system. We begin by considering the non-conservative system in primitive
variables Q = [ρ, u, v, p]T and apply the parabolic symmetrizer in [1]. A linearization
Q = Ū + U ′ is introduced where Ū = [ρ̄, ū, v̄, p̄]T denotes a constant state and U ′ =
[ρ′, u′, v′, p′] a perturbation around Ū . The result is the linear, constant coefficient,
and symmetric system

U ′t + AU ′x +BU ′y = ε((C11U
′
x + C12U

′
y)x + (C21U

′
x + C22U

′
y)y), (3)
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where

U ′ =

[
c̄

ρ̄
√
γ
ρ′, u′, v′,

1

c̄
√
γ(γ − 1)

T ′

]T
,

A =


ū c̄√

γ
0 0

c̄√
γ

ū 0 c̄
√

γ−1
γ

0 0 ū 0

0 c̄
√

γ−1
γ

0 ū

 , C11 =


0 0 0 0

0 λ+2µ
ρ̄

0 0

0 0 µ
ρ̄

0

0 0 0 γµ
Prρ̄

 ,

B =


v̄ 0 c̄√

γ
0

0 v̄ 0 0
c̄√
γ

0 v̄ c̄
√

γ−1
γ

0 0 c̄
√

γ−1
γ

v̄

 , C22 =


0 0 0 0
0 µ

ρ̄
0 0

0 0 λ+2µ
ρ̄

0

0 0 0 γµ
Prρ̄

 ,
and

C12 = C21 =


0 0 0 0

0 0 λ+µ
2ρ̄

0

0 λ+µ
2ρ̄

0 0

0 0 0 0

 .
Linearizing the equation of state (2) gives the linearized equation of state

γp′ = T̄ ρ′ + ρ̄T ′. (4)

To ease the notation, all primed superscripts will be dropped and we consider only
the perturbed variables.

To avoid additional difficulties in deriving the new boundary conditions due to
geometric considerations, we let the domain of interest be the unit square. We assume
that the flow field has been linearized around a state with ū, v̄ ≥ 0, see Figure 1.
Furthermore, we are interested in the subsonic case where ū, v̄ < c̄. We will consider
boundary conditions of far-field type,

HWU − ε(C11Ux + C12Uy) = 0, HEU + ε(C11Ux + C12Uy) = 0,

HSU − ε(C21Ux + C22Uy) = 0, HNU + ε(C21Ux + C22Uy) = 0,
(5)

where the matrices HW,E,S,N are to be constructed such that the primal and dual
problems for both the Navier–Stokes and Euler equations, as ε→ 0, are well-posed.
The subscripts W, E, S, N refer to the west, east, south, and north boundaries,
respectively.
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Figure 1: Computational domain and flow assumptions

3. The dual Navier–Stokes equations

To derive the dual Navier–Stokes equations we consider (3) in the form

Ut + LU = F, (x, y) ∈ Ω,

BU = 0, (x, y) ∈ Γ ⊆ ∂Ω,

U = 0, t = 0,

J(U) = (G,U).

(6)

In (6), J(U) is a linear integral functional with a weight function G and B implements
the boundary conditions in (5). The right-hand side F may be identically zero, but
a symbol is needed to perform integration by parts when deriving the dual problem.
The differential operator L is given by

L = A
∂

∂x
+B

∂

∂y
− ε

((
C11

∂

∂x
+ C12

∂

∂y

)
∂

∂x
+

(
C21

∂

∂x
+ C22

∂

∂y

)
∂

∂y

)
.
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We seek a function Θ = [θ1, θ2, θ3, θ4]T such that
T∫
0

J(U)dt =
T∫
0

(Θ, F ), and we get by

the Gauss–Green formula

T∫
0

J(U)dt =

T∫
0

(G,U)−
T∫

0

(Θ, Ut + LU − F )dt

=

T∫
0

(Θ, F )dt+

T∫
0

(Θt − L∗Θ +G,U)dt

+

T∫
0

∫
W

ΘT (AU − ε(C11Ux + C12Uy)dydt+ ε

T∫
0

∫
W

(ΘT
xC11 + ΘT

yC12)Udydt

−
T∫

0

∫
E

ΘT (AU − ε(C11Ux + C12Uy)dydt− ε
T∫

0

∫
E

(ΘT
xC11 + ΘT

yC12)Udydt

+

T∫
0

∫
S

ΘT (BU − ε(C21Ux + C22Uy)dxdt+ ε

T∫
0

∫
S

(ΘT
xC21 + ΘT

yC22)Udxdt

−
T∫

0

∫
N

ΘT (BU − ε(C21Ux + C22Uy)dxdt− ε
T∫

0

∫
N

(ΘT
xC21 + ΘT

yC22)Udxdt

−
∫
Ω

[ΘTU ]t=TdΩ,

(7)

where
∫
W,E,S,N

denotes integration over the west, east, south, and north boundary,
respectively. The dual operator, L∗, is given by

L∗ = −A ∂

∂x
−B ∂

∂y
− ε

((
C11

∂

∂x
+ C12

∂

∂y

)
∂

∂x
+

(
C21

∂

∂x
+ C22

∂

∂y

)
∂

∂y

)
, (8)

and we obtain the dual boundary conditions by applying the homogeneous primal
boundary conditions to the boundary integral terms. By using (5), we can write (7)
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as

T∫
0

J(U)dt =

T∫
0

(Θ, F )dt+

T∫
0

(Θt − L∗Θ +G,U)dt

+

T∫
0

∫
W

UT ((A−HT
W )Θ + ε(C11Θx + C12Θy))dydt

−
T∫

0

∫
E

UT ((A+HT
E)Θ + ε(C11Θx + C12Θy))dydt

+

T∫
0

∫
S

UT ((B −HT
S )Θ + ε(C21Θx + C22Θy))dxdt

−
T∫

0

∫
N

UT ((B +HT
N)Θ + ε(C21Θx + C22Θy))dxdt.

We introduce the dual time variable, τ = T − t, and the function Θ has to satisfy
the dual Navier–Stokes equations

Θτ − AΘx −BΘy = ε((C11Θx + C12Θy)x + (C21Θx + C22Θy)y) +G (9)

with the dual boundary conditions

(A−HT
W )Θ + ε(C11Θx + C12Θy) = 0, (A+HT

E)Θ + ε(C11Θx + C12Θy) = 0,

(B −HT
S )Θ + ε(C21Θx + C22Θy) = 0, (B +HT

N)Θ + ε(C21Θx + C22Θy) = 0,
(10)

together with a homogeneous initial condition at τ = 0.

4. Well-posed boundary conditions

A necessary, but not sufficient, requirement on HW,E,S,N is that they give energy
estimates. By applying the energy method to (3) and using the Green-Gauss formula
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for higher dimensional integration-by-parts we can write the energy as

||U ||2t =

∫
W

UTAUdy − ε
∫
W

(
UT (C11Ux + C12Uy) + (UT

x C11 + UT
y C12)U

)
dy

−
∫
E

UTAUdy − ε
∫
E

(
UT (C11Ux + C12Uy) + (UT

x C11 + UT
y C12)U

)
dy

+

∫
S

UTBUdx− ε
∫
S

(
UT (C21Ux + C22Uy) + (UT

x C21 + UT
y C22)U

)
dx

−
∫
N

UTBUdx− ε
∫
N

(
UT (C21Ux + C22Uy) + (UT

x C21 + UT
y C22)U

)
dx

− 2ε

∫
Ω

∇UT · (C11Ux + C12Uy, C21Ux + C22Uy)dΩ.

The last term can be rewritten as∫
Ω

∇UT · (C11Ux + C12Uy, C21Ux + C22Uy)dΩ =

∫
Ω

(∇UT )C(∇U)TdΩ

where the 8× 8 matrix

C =

[
C11 C12

C21 C22

]
is positive semi-definite under the standard assumption 2µ + 3λ ≥ 0 which is valid
in ideal fluids [15, 10, 35]. Using the boundary conditions in (5), we can cancel the
energy contribution from the viscous terms and get the final energy estimate as

||U ||2t + 2ε

∫
Ω

(∇UT )C(∇U)TdΩ =−
∫
W

UT (−A+HW +HT
W )Udy −

∫
E

UT (A+HE +HT
E)Udy

−
∫
S

UT (−B +HS +HT
S )Udx−

∫
N

UT (B +HN +HT
N)Udx.

(11)

It is clear that HW,E,S,N must be chosen such that

−A+HW +HT
W ≥ 0, A+HE +HT

E ≥ 0,

−B +HS +HT
S ≥ 0, B +HN +HT

N ≥ 0,
(12)
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in order to obtain a bounded energy growth and hence an energy estimate.
It is also necessary that the dual boundary conditions in (10) gives an energy

estimate for the time-dependent dual problem (9). The energy method applied to
(9) results, as before, in

||Θ||2τ + 2ε

∫
Ω

(∇ΘT )C(∇Θ)TdΩ = −
∫
W

ΘT (−A+HW +HT
W )Θdy −

∫
E

ΘT (A+HE +HT
E)Θdy

−
∫
S

ΘT (−B +HS +HT
S )Θdx−

∫
N

ΘT (B +HN +HT
N)Θdx.

and we can see that the same requirements for obtaining an energy estimate hold for
the dual problem as for the primal problem.

To analyze the Euler equations we let ε = 0 in which case (3) reduces to

Ut + AUx +BUy = 0 (13)

with the boundary conditions

HWU = 0, HEU = 0, HSU = 0, HNU = 0. (14)

The energy method applied to (13) results in

||U ||2t =

∫
W

UTAUdy −
∫
E

UTAUdy +

∫
S

UTBUdx−
∫
N

UTBUdx,

to which we can add the boundary conditions in (14) to get

||U ||2t =−
∫
W

UT (−A+HW +HT
W )Udy −

∫
E

UT (A+HE +HT
E)Udy

−
∫
S

UT (−B +HS +HT
S )Udx−

∫
N

UT (B +HN +HT
N)Udx,

(15)

which is identical to (11), except for the dissipation term. The requirements (12) are
thus sufficient to obtain an energy estimate also for the Euler equations.

The dual Euler equations are derived analogously to the dual Navier–Stokes equa-
tions, resulting in

Θτ − AΘx −BΘx = 0, (16)
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with the boundary conditions

(A−HT
W )Θ = 0, (A+HT

E)Θ = 0, (B −HT
S )Θ = 0, (B +HT

N)Θ = 0. (17)

The energy method applied to (16), using (17), gives

||Θ||2τ =−
∫
W

ΘT (−A+HW +HT
W )Θdy −

∫
E

ΘT (A+HE +HT
E)Θdy

−
∫
S

ΘT (−B +HS +HT
S )Θdx−

∫
N

ΘT (B +HN +HT
N)Θdx

which is identical to (15).
To obtain energy estimates for the primal and dual Navier–Stokes and Euler

equations, it is hence sufficient that the matrices HW,E,S,N are constructed such that
the requirements in (12) hold. Energy estimates are, however, not sufficient. It is
also required that the correct number of boundary conditions are imposed to get
well-posed problems. An operator which have an energy estimate with a minimal
number of boundary conditions, such that existence is guaranteed, is called maxi-
mally semi-bounded and leads directly to well-posedness. See [9, 36]. The number
of boundary conditions can also be derived using the Laplace transform technique
which is thoroughly discussed in [9, 41, 17]. A derivation is beyond the scope of this
paper and we summarize the numbers required at each boundary under subsonic
conditions in Table 1. For more information, see for example [41, 36].

Table 1: Number of boundary conditions required for the primal and dual Navier–Stokes and Euler
equations under subsonic conditions with positive velocity components

Number of b.c.
Boundary West East South North
Primal Navier–Stokes 4 3 4 3
Dual Navier–Stokes 3 4 3 4
Primal Euler 3 1 3 1
Dual Euler 1 3 1 3

4.1. The east outflow boundary

There are essentially three common (homogeneous) subsonic outflow boundary
conditions for the primal Euler equations;

u = 0, p = 0, or A−U = 0,
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where A− = XΛ−X−1 is constructed from the outgoing characteristics of A. See
[43, 29, 30] for more details. It is required that the matrix HE is constructed such
that

HEU + ε(C11Ux + C12Uy) = 0 (18)

gives well-posed primal and dual Navier–Stokes equations, and as ε→ 0, the bound-
ary conditions

HEU = 0

give well-posed primal and dual Euler equations. The characteristic boundary con-
ditions are very well-suited for the Euler equations, but difficult to use as building
blocks for the Navier–Stokes since too many boundary conditions will be imposed.
This is because the viscous terms alone set 3 linearly independent boundary condi-
tions, and A− is a full matrix. Hence 4 boundary conditions will imposed instead of
3, making the problem ill-posed. Auxiliary matrices can to be constructed so that
some linear dependence is removed in order to set the correct number of bound-
ary conditions [43]. Specifying the velocity can remove the ill-posedness due to too
many boundary conditions, but it is shown in the appendix that this is not a suitable
boundary condition either.

Here we chose to construct HE such that the pressure is specified for the primal
Euler equations. In this case, HE has to satisfy

1. The top row of HE is zero

2. The top row of A+HT
E is non-zero

3. rank(HE) = 1

4. rank(A+HT
E) = 3

5. A+HE +HT
E ≥ 0

Requirements (1) and (2) set the correct number of boundary conditions for the
primal and dual Navier-Stokes equations, requirements (3) and (4) set the correct
number of boundary conditions for the primal and dual Euler equations, and require-
ment (5) gives energy estimates of both the primal and dual Navier-Stokes and Euler
equations, respectively.
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Since we are working with the linearized equations, the pressure is specified in
terms of the linearized equation of state (4). The boundary condition we consider
for the primal Euler equations is p = 0, or equivalently

T̄ ρ+ ρ̄T = 0. (19)

By applying the energy method to the linearized Euler equations and using (19), it
can be shown that

||U ||2t ≤ 0

and hence p = 0 gives a well-posed problem. Considering all requirements, the matrix
HE can be constructed on the form

HE =


0 0 0 0
k2 0 0 k2

√
γ − 1

k3 0 0 k3

√
γ − 1

k4 0 0 k4

√
γ − 1

 ,
where k2,3,4 are to be determined. Note that

HEU =
1

ρ̄c̄
√
γ


0

k2(T̄ ρ+ ρ̄T )
k3(T̄ ρ+ ρ̄T )
k4(T̄ ρ+ ρ̄T )

 =

√
γ

ρ̄c̄


0
k2p
k3p
k4p


according to (2) and (4) and we are indeed specifying only one linearly dependent
condition on the pressure. The matrix HE has zero top row and rank 1, and hence
satisfies conditions (1) and (3). In order to satisfy condition (5), we let

k3 = k4 = 0

since then the eigenvalues λ1,2,3,4 of ME = A + HE + HT
E can be directly computed

as

λ1,2 = ū, λ3,4 = ū±
√
c̄2 + γk2

2 + 2c̄k2
√
γ.

In order for λ3,4, and thus ME, to be positive semi-definite, it is required that

k2 =
c̄−

√
ū2 + ζ2√
γ

,
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where ζ2 ≤ 0 is a free parameter. A direct computation of A + HT
E shows that

condition (2) is satisfied, but condition (4) is not. The free parameter ζ2 can, however,
be used. Gaussian elimination on A + HT

E shows that condition (4) is satisfied if,
and only if, we chose

ζ2 =
ū2(ū2 − c̄2)

c̄2
≤ 0.

The result is summarized in

Theorem 4.1. Let the matrix HE be given by

HE =
ū2 − c̄2

c̄
√
γ


0 0 0 0
1 0 0

√
γ − 1

0 0 0 0
0 0 0 0

 .
Then the boundary conditions

HEU + ε(C11Ux + C12Uy) = 0

are well-posed subsonic outflow conditions for the primal Navier-Stokes and, as ε→
0, also for the primal Euler equations, which specifies the pressure for the primal
Euler equations. Moreover, they provide well-posed dual boundary conditions for the
dual Navier–Stokes and Euler equations given in (10) and (17), respectively.

Proof. Requirements (1)-(4) can directly be seen to be satisfied. Requirement (5) is
satisfied since the eigenvalues λ1,2,3,4 of ME = A+HE +HT

E are given by

λ1 = ū, λ2 = ū, λ3 = − ū(ū− c̄)
c̄

, λ4 =
ū(c̄+ ū)

c̄
,

which are all positive since ū < c̄ by assumption. Moreover, we can compute

HEU =
ū2 − c̄2

c̄
√
γ


0

c̄

ρ̄
√
γ
ρ+

1

c̄
√
γ
T

0
0

 =
ū2 − c̄2

ρ̄c̄2


0
p
0
0

 ,
by using the fact that c̄2 = T̄ together with the linearized equation of state (4),
which specifies the pressure.
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4.2. West inflow boundary

It is required that the matrix HW is constructed such that the boundary condi-
tions

HWU − ε(C11Ux + C12Uy) = 0

give well-posed primal and dual Navier–Stokes equations, while

HWU = 0 (20)

give well-posed primal and dual Euler equations. Here, HW has to satisfy

1. The top row of HW is non-zero

2. The top row of A−HT
W is zero

3. rank(HW ) = 3

4. rank(A−HT
W ) = 1

5. −A+HW +HT
W ≥ 0

Requirements (1)-(2) set the correct number of boundary conditions for the primal
and dual Navier–Stokes equation and (3)-(4) set the correct number of boundary
conditions for the primal and dual Euler equations. Requirement (5) provides energy
estimates for all primal and dual equations.

At the east outflow boundary, we used the pressure as the boundary condition
for the primal Euler equation, which required only 1 boundary condition. Here, it is
the dual Euler equation which require only one boundary condition. However, the
dual variables have no clear physical meaning and there is no equation of state to
relate the different dual variables. We will use the energy method to derive a suitable
boundary condition for the dual Euler equation, which will be the analogous to the
pressure for the primal Euler equations. The energy method applied to (16) results
in

||Θ||2τ = −
∫
W

ΘTAΘdy, (21)

when only considering the west boundary terms. By expanding the quadratic term
in (21) and completing squares we get

||Θ||2τ ≤ −2
c̄
√
γ
θ2

(
θ1 +

√
γ − 1θ4

)
,

and there are three possible boundary conditions which give an energy estimate;
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I. θ2 = 0

II. θ1 +
√
γ − 1θ4 = 0

III. Linear combinations of the above

The first option is the analogue of specifying the velocity for the dual Euler equation
and is not suitable for reasons given in the appendix. The third option can be used
to obtain the characteristic boundary conditions [43, 29]. We will base the structure
of HW on the second option which is the analogue of specifying the pressure for the
primal Euler equations. It is then required that HW is constructed so that

A−HT
W =


0 0 0 0
k2 0 0 k2

√
γ − 1

k3 0 0 k3

√
γ − 1

k4 0 0 k4

√
γ − 1

 ,
or equivalently

HW =



ū
c̄
√
γ
− k2 −k3 −k4

c̄
√
γ

ū 0 c̄

√
γ − 1

γ
0 0 ū 0

0 c̄

√
γ − 1

γ
− k2

√
γ − 1 −k3

√
γ − 1 ū− k4

√
γ − 1


.

It is seen that HW satisfies requirements (1), (2), and (4). To satisfy requirement (5),
we let k3 = k4 = 0 since then the eigenvalues of the matrix MW = −A+HW +HT

W

can be directly computed as

λ1,2 = ū, λ3,4 = ū±
√
c̄2 + γk2

2 − 2c̄k2
√
γ.

In order for both λ3,4, and hence MW , to be positive, it is required that

k2 =
c̄−

√
ū2 − ζ2√
γ

where ζ2 ≤ 0 is a free parameter. To satisfy (3) which is the last requirement, one
can show by Gaussian elimination that HW have rank 3 if, and only if, we let

ζ2 =
ū2(ū2 − c̄2)

c̄2
≤ 0.

The results are summarized in

16



Theorem 4.2. Let the matrix HW be given by

HW =



ū
ū2

c̄
√
γ

0 0

c̄
√
γ

ū 0 c̄

√
γ − 1

γ
0 0 ū 0

0
ū2

c̄

√
γ − 1

γ
0 ū


.

Then the boundary conditions

HWU − ε(C11Ux + C12Uy) = 0

are well-posed subsonic inflow conditions for the primal Navier–Stokes equations,
and as ε→ 0, also for the primal Euler equations. Moreover, they provide well-posed
dual boundary conditions for the dual Navier–Stokes and Euler equations given in
(10) and (17), respectively.

Proof. The requirements (1), (2), and (4) can directly be seen. Requirement (3) can
be seen by performing Gaussian elimination on HW . Requirement (5) is satisfied
since the eigenvalues λ1,2,3,4 of MW = −A+HW +HT

W can be directly computed as

λ1 = ū, λ2 = ū, λ3 = − ū(ū− c̄)
c̄

, λ4 =
ū(ū+ c̄)

c̄
,

which are all positive since ū < c̄ by assumption.

Note that there are no free parameters left in the construction of HW . The
boundary conditions (20) hence uniquely determine the subsonic inflow boundary
conditions for the primal Euler equations. By explicitly computing HWU , we can
write (20) in component form as

ū

ρ̄c̄
√
γ

(
T̄ ρ+ ρ̄ūu

)
= 0,

ρ̄−1p+ ūu = 0,

ūv = 0,

ū

c̄
√
γ(γ − 1)

((γ − 1) ūu+ T ) = 0.

Note that there are only three linearly independent equations above since rank(HW ) = 3.
These results can be compared with the results in i.e. [29].
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4.3. North and south boundaries

The same arguments as for the east/west outflow/inflow boundaries can be ap-
plied to the north/south outflow/inflow boundaries. The only thing that needs to
be done is to replace the matrix A by B, HW by HS, HE by HN , and repeat the
procedure. The resulting matrices HN and HS are given in

Theorem 4.3. Let the matrices HN and HS be given by

HN =
v̄2 − c̄2

c̄
√
γ


0 0 0 0
0 0 0 0
1 0 0

√
γ − 1

0 0 0 0

 , HS =



v̄ 0
v̄2

c̄
√
γ

0

0 v̄ 0 0
c̄
√
γ

0 v̄ c̄

√
γ − 1

γ

0 0
v̄2

c̄

√
γ − 1

γ
v̄


.

Then the boundary conditions

HSU − ε(C21Ux + C22Uy) = 0, HNU + ε(C21Ux + C22Uy) = 0

are well-posed boundary conditions for the primal Navier–Stokes equations, and as
ε → 0, also for the primal Euler equations. For ε = 0, the pressure is specified
as the outflow boundary condition for the Euler equations. Moreover, they provide
well-posed dual boundary conditions for the dual Navier–Stokes and Euler equations
given in (10) and (17), respectively.

Proof. By following the procedure for the west/east boundaries, the matrices set
the correct number of boundary conditions for the primal and dual Navier–Stokes
equations when ε 6= 0, and for the primal and dual Euler equations when ε = 0. The
symmetric boundary matrices in the energy estimate,

MN = B +HN +HT
N , MS = −B +HS +HT

S

have the same eigenvalues, given by

λ1 = v̄, λ2 = v̄, λ3 = − v̄(v̄ − c̄)
c̄

, λ4 =
v̄(c̄+ v̄)

c̄
,

which are all positive since v̄ < c̄ by assumption.
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5. Summation-by-parts operators

An SBP-operator is in essence a central finite difference matrix which have been
modified close to the boundaries to become one-sided. The SBP-operator D1 can be
decomposed as D1 = P−1Q, where P is positive symmetric definite and Q + QT =
diag[−1, 0, . . . , 0, 1]. All details can be found in [39]. The second derivative operator
D2 can be obtained as D2 = D1D1 which results in a wide operator, or compactly
as D2 = P−1(−A + BS). See [24] for details on the second derivative operator. In
this paper, we have the equations in conservative or flux form and hence a second
derivative operator is not required.

The extension to multiple dimensions is done by using the Kronecker product.
The Kronecker product is defined as

(A⊗B) =

 a11B · · · a1nB
...

. . .
...

am1B · · · amnB


for any matrices A ∈ Rm×n and B ∈ Rp×q. Two properties which will be used are
the mixed product property,

(A⊗B)(C ⊗D) = (AC ⊗DB)

if the usual matrix products are defined, and

(A⊗B)−1,T = (A−1,T ⊗B−1,T )

for the inverse and transpose, if the usual matrix inverses are defined. We define the
following operators for the multi-dimensional extension;

Dx = (P−1
x Qx ⊗ Iy), Dy = (Ix ⊗ P−1

y Qy),

D̄x = (P−1
x Qx ⊗ Iy ⊗ I4), D̄y = (Ix ⊗ P−1

y Qy ⊗ I4),

I = (Ix ⊗ Iy), P = (Px ⊗ Py).
EW = diag[1, 0, . . . , 0], EE = diag[0, . . . , 0, 1],

ES = diag[1, 0, . . . , 0], EN = diag[0, . . . , 0, 1],

The x, y subscripts indicate differentiation in the corresponding coordinate direction,
and the E,W, S,N subscripts indicate that the operator operates on the correspond-
ing boundary only. Ix,y are the identity matrices in the corresponding coordinate
direction. Note that there can be different number of grid points in the difference
coordinate directions and hence the sizes of the matrices can differ.
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6. Discretization, stability, and dual consistency

To perform a stability analysis, we discretize the linear and symmetric system (3)
with the boundary conditions in (5). In the computations, however, the non-linear
equations (1) is used and the system have been transformed to its conservative form.

An SBP-SAT discretization of (3) can be written as

d

dt
Uh + (Dx ⊗ A)Uh + (Dy ⊗B)Uh

− εD̄x((Dx ⊗ C11)Uh + (Dy ⊗ C12)Uh)

− εD̄y((Dx ⊗ C21)Uh + (Dy ⊗ C22)Uh)

= (P−1
x EW ⊗ Iy ⊗ ΣW )((I ⊗HW )Uh − ε((Dx ⊗ C11)Uh + (Dy ⊗ C12)Uh))

+ (P−1
x EE ⊗ Iy ⊗ ΣE)((I ⊗HE)Uh + ε((Dx ⊗ C11)Uh + (Dy ⊗ C12)Uh))

+ (Ix ⊗ P−1
y ES ⊗ ΣS)((I ⊗HS)Uh − ε((Dx ⊗ C21)Uh + (Dy ⊗ C22)Uh))

+ (Ix ⊗ P−1
y EN ⊗ ΣN)((I ⊗HN)Uh + ε((Dx ⊗ C21)Uh + (Dy ⊗ C22)Uh))

(22)

where the terms before the equality sign approximate the equations, and the terms
after impose the boundary conditions (5). The matrices ΣW,E,S,N ∈ R4×4 have to be
determined such that the scheme is stable. These are given in

Theorem 6.1. The scheme (22) is energy stable when choosing

ΣW = ΣE = ΣS = ΣN = −I4, (23)

where I4 is the 4× 4 identity matrix.
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Proof. The energy method applied to (22) results in

||Uh||2t + DI(Uh) = UT
h (EW ⊗ Py ⊗ (A+ ΣWHW +HT

WΣT
W ))Uh

+ UT
h (EE ⊗ Py ⊗ (−A+ ΣEHE +HT

EΣT
E))Uh

+ UT
h (Px ⊗ ES ⊗ (B + ΣSHS +HT

S ΣT
S ))Uh

+ UT
h (Px ⊗ EN ⊗ (−B + ΣNHN +HT

NΣT
N))Uh

− 2εUT
h (EWP

−1
x Qx ⊗ Py ⊗ (C11 + ΣWC11))Uh

+ 2εUT
h (EEP

−1
x Qx ⊗ Py ⊗ (C11 + ΣWC11))Uh

− 2εUT
h (EW ⊗Qy ⊗ (C12 + ΣEC12))Uh

+ 2εUT
h (EE ⊗Qy ⊗ (C12 + ΣEC12))Uh

− 2εUT
h (Qx ⊗ ES ⊗ (C21 + ΣSC21))Uh

+ 2εUT
h (Qx ⊗ EN ⊗ (C21 + ΣNC21))Uh

− 2εUT
h (Px ⊗ ESP−1

y Qy ⊗ (C22 + ΣSC22))Uh

+ 2εUT
h (Px ⊗ ENP−1

y Qy ⊗ (C22 + ΣNC22))Uh,

(24)

where the term DI(Uh) can be written as

DI(Uh) = 2ε

[
D̄xUh
D̄yUh

]T [
(P ⊗ C11) (P ⊗ C12)
(P ⊗ C21) (P ⊗ C22)

] [
D̄xUh
D̄yUh

]
and is purely dissipative [36, 43, 2]. By the choices in (23), the expression (24)
simplifies to

||Uh||2t + DI(Uh) =− UT
h (EW ⊗ Py ⊗ (−A+HW +HT

W ))Uh

− UT
h (EE ⊗ Py ⊗ (A+HE +HT

E))Uh

− UT
h (Px ⊗ ES ⊗ (−B +HS +HT

S ))Uh

− UT
h (Px ⊗ EN ⊗ (B +HN +HT

N))Uh,

(25)

where the matrices HW,E,S,N are constructed such that (12) holds and hence

||Uh||2t + DI(Uh) ≤ 0.

Thus an energy estimate have been obtained and the scheme (22) is energy stable.

The discrete dual operator L∗h is defined as the operator satisfying

(vh, Lhuh)h = (L∗hvh, uh)h,
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where the inner product in the SBP framwork is defined as

(vh, uh)h = vTh (P ⊗ I4)uh

for all grid functions uh, vh. Hence the discrete dual operator can be explicitly com-
puted as

L∗h = (P ⊗ I4)−1LTh (P ⊗ I4). (26)

For the scheme (22) to be dual consistent, it is required that the discrete dual oper-
ator L∗h approximates the dual operator L∗ in (8), together with the dual boundary
conditions in (10). The main result of this paper can be summarized in

Theorem 6.2. The discretization (22) is energy stable and dual consistent with the
choice of penalty coefficients given in (23).

Proof. Energy stability has already been proven, and we must show that the scheme
(22) together with the coefficients in (23) is dual consistent. To prove this, it is
convenient to write (22), using (23), in operator form as

d

dt
Uh + LhUh = 0, (27)

where

Lh = (Dx ⊗ A) + (Dy ⊗B)

− εD̄x((Dx ⊗ C11) + (Dy ⊗ C12))

− εD̄y((Dx ⊗ C21) + (Dy ⊗ C22))

+ (P−1
x EW ⊗ Iy ⊗ I4)((I ⊗HW )− ε((Dx ⊗ C11) + (Dy ⊗ C12)))

+ (P−1
x EE ⊗ Iy ⊗ I4)((I ⊗HE) + ε((Dx ⊗ C11) + (Dy ⊗ C12)))

+ (Ix ⊗ P−1
y ES ⊗ I4)((I ⊗HS)− ε((Dx ⊗ C21) + (Dy ⊗ C22)))

+ (Ix ⊗ P−1
y EN ⊗ I4)((I ⊗HN) + ε((Dx ⊗ C21) + (Dy ⊗ C22))).

To find the discrete dual problem we add a forcing function F to (27),

d

dt
Uh + LhUh = F,

Jh(Uh) = (G,Uh)h,

together with a linear functional, where G a weight function. Analogously to the con-

tinuous case, we seek a function Θh such that
T∫
0

Jh(Uh)dt =
T∫
0

(Θh, F )hdt. Integration
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by parts gives

T∫
0

Jh(Uh)dt =

T∫
0

(G,Uh)hdt−
T∫

0

(Θh,
d

dt
Uh + LhUh − F )hdt

=

∫
(Θh, F )hdt+

T∫
0

(
d

dt
Θh − L∗hΘh +G,Uh)hdt,

where

L∗h = −(Dx ⊗ A)− (Dy ⊗B)

− ε(P−1
x Qq ⊗ Iy ⊗ I4)((Dx ⊗ C11) + (Dy ⊗ C12))

− ε(Iy ⊗ P−1
y Qy ⊗ I4)((Dx ⊗ C21) + (Dy ⊗ C22))

− (P−1
x EW ⊗ Iy ⊗ I4)((I ⊗ (A−HT

W )) + ε((Dx ⊗ C11) + (Dy ⊗ C12)))

+ (P−1
x EE ⊗ Iy ⊗ I4)((I ⊗ (A+HT

E)) + ε((Dx ⊗ C11) + (Dy ⊗ C12)))

− (Ix ⊗ P−1
y ES ⊗ I4)((I ⊗ (B −HT

S )) + ε((Dx ⊗ C21) + (Dy ⊗ C22)))

+ (Ix ⊗ P−1
y EN ⊗ I4)((I ⊗ (B +HT

N)) + ε((Dx ⊗ C21) + (Dy ⊗ C22))).

(28)

The function Θh has thus to satisfy the discrete dual problem

d

dτ
Θh + L∗hΘh = G, (29)

where τ = T − t. We can see that the six first terms in (28) approximate the
continuous dual operator (8), while the last four terms imposes the dual boundary
conditions in (10). The discrete dual operator is thus a consistent approximation
of the dual problem and the scheme (22) is hence dual consistent, as well as energy
stable, with the choices in (23).

Remark 6.1. Note that the requirements for stability are sufficient for dual consis-
tency. The other direction does also hold – dual consistency is sufficient for stability
in this case. Stability and dual consistency are hence equivalent for the type of
boundary conditions in (5). That is not a general fact. It was shown in [12, 3] that
dual consistency requires a subset of the stability conditions. A stable discretiza-
tion can hence be dual inconsistent. On the contrary, one can also construct a dual
consistent discretization which is unstable.
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Recall that the primal and dual equations have the same energy estimate in the
continuous case. This holds also for the discretized equations. The energy method
applied to the time-dependent discrete dual problem (29) results in

||Θh||2τ + DI(Θh) =−ΘT
h (EW ⊗ Py ⊗ (−A+HW +HT

W ))Θh

−ΘT
h (EE ⊗ Py ⊗ (A+HE +HT

E))Θh

−ΘT
h (Px ⊗ ES ⊗ (−B +HS +HT

S ))Θh

−ΘT
h (Px ⊗ EN ⊗ (B +HN +HT

N))Θh,

which is identical to the energy estimate of the discrete primal problem (25). Hence
the discretization of the dual problem is also energy stable. This can open for a
efficient method for simultaneous solution of the dual problem since much of the
structure for the primal problem can be re-used. This chould be of interest for
example when computing gradients in gradient optimization problems, or to further
enhance functional superconverence as descripbed in [11].

To obtain approximations of the primal and dual Euler equations, we simply
let ε = 0. The construction of the continuous boundary conditions ensure that the
resulting schemes are both energy stable and dual consistent. With ε = 0, the scheme
(22) reduces to

d

dt
Uh + LhUh = 0

with

Lh = (Dx ⊗ A) + (Dy ⊗B)

+ (P−1
x EW ⊗ Iy ⊗ I4)((I ⊗HW ) + (P−1

x EE ⊗ Iy ⊗ I4)((I ⊗HE)

+ (Ix ⊗ P−1
y ES ⊗ I4)((I ⊗HS) + (Ix ⊗ P−1

y EN ⊗ I4)((I ⊗HN)

and the energy estimate is given by

||Uh||2t =− UT
h (EW ⊗ Py ⊗ (−A+HW +HT

W ))Uh

− UT
h (EE ⊗ Py ⊗ (A+HE +HT

E))Uh

− UT
h (Px ⊗ ES ⊗ (−B +HS +HT

S ))Uh

− UT
h (Px ⊗ EN ⊗ (B +HN +HT

N))Uh,

(30)

which is identical to (25) except for the dissipation from the viscous terms. The
discrete dual operator can be directly computed according to (26) as

L∗h =− (Dx ⊗ A)− (Dy ⊗B)

− (P−1
x EW ⊗ Iy ⊗ I4)((I ⊗ (A−HT

W )) + (P−1
x EE ⊗ Iy ⊗ I4)((I ⊗ (A+HT

E))

− (Ix ⊗ P−1
y ES ⊗ I4)((I ⊗ (B −HT

S )) + (Ix ⊗ P−1
y EN ⊗ I4)((I ⊗ (B +HT

N)),
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which gives a consistent approximation of the dual Euler equations (16) with the dual
boundary conditions in (17). Similarly, the energy method applied to the discrete
dual Euler equations

d

dt
Θτ + L∗hΘh = 0

results in

||Θh||2τ =−ΘT
h (EW ⊗ Py ⊗ (−A+HW +HT

W ))Θh

−ΘT
h (EE ⊗ Py ⊗ (A+HE +HT

E))Θh

−ΘT
h (Px ⊗ ES ⊗ (−B +HS +HT

S ))Θh

−ΘT
h (Px ⊗ EN ⊗ (B +HN +HT

N))Θh,

which is identical to (30).

6.1. Remarks on an implementation

Energy stability and dual consistency are derived using integration by parts and
the summation-by-parts properties of the difference operators. This requires that
the equations are linearized and symmetrized. The linear theory is, of course, not
valid for strongly non-linear problems involving shocks. It is, however, valid for non-
linear problems where those phenomena are excluded, see [18, 40]. Furthermore, it
has been shown in many papers that energy stability is sufficient for a wide range of
realistic applications. See for example [27, 44, 25, 14, 33].

The matrices HW,E,S,N that we have derived so far are based on linearizations. In
the non-linear setting, one of the matrices HW,E,S,N has to be constructed for each
grid point along the boundary and ū, v̄ are taken as the actual velocity values in that
grid point. It is possible, however, that either u and/or v is negative, for example
if a vortex passes through the boundary. New matrices HW,E,S,N need then to be
constructed. The relations are fortunately easily derived due to the symmetry of the
problem. Denote by H+

W,E the case where ū > 0 and by H+
S,N the case where v̄ > 0.

Denote by H−W,E the case where ū < 0 and by H−S,N the case where v̄ < 0. Then we
have the following relations;

H−E = −H+
W , H−W = −H+

E , H−S = −H+
N , H−N = −H+

S .

The penalty matrices given in theorem 6.1 remain the same and no other changes
have to be made to the numerical scheme.

In a computer implementation of the non-linear problem on conservative form,
one must loop through all grid points along the boundaries where boundary condi-
tions are needed, and construct the matrices depending on if the velocity component
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is positive or negative. After the matrices have been constructed, they are trans-
formed to conservative form from the symmetric form in which they were derived.
The transformation matrices from symmetric to primitive can be found in [1], and
the transformation matrices from primitive to conservative are described in [37].

7. Numerical results

The theory of functional superconvergence is based on linear problems with con-
stant coefficients and linear integral functionals. For these problems the theoretical
and numerical results are in good agreement [13, 12, 11, 3, 4]. Here we will ap-
ply the linear theory to the fully non-linear Navier–Stokes and Euler equations in
conservation form to see whether or not the theory holds also in this case.

To verify the order of convergence we use the method of manufactured solutions
[38, 21]. We chose the solution

ρ = 1 +
1

2
sin(π(x− y)− t), u =

1

2
cos(πx+ y − t),

v =
1

2
sin(x+ πy − t), p = 1 +

1

2
cos(π(x− y)− t) sin(π(x+ y)− t).

which is inserted into (1) to compute a forcing function, H. We are hence solving
the modified Navier–Stokes (or Euler if ε = 0) equations

qt + F I
x +GI

y − ε(F V
x +GV

y ) = H(x, y, t).

The addition of the forcing function does not alter the well-posedness due to the
principle of Duhamel [9]. The manufactured solution is used to create initial- and
boundary data and we measure the rate of convergence towards this solution. The
manufactured solution has been chosen so that all boundaries contains both inflow
and outflow at the same time. We perform the time integration using the classical
4th-order Runge–Kutta until time t = 0.1 using 1000 time steps. The time step
has been chosen sufficiently small so that the time integration errors are negliable
compared to the spatial discretization errors.

There are SBP operators available with internal accuracy of 2p = 2, 4, 6, and 8.
Remember that with a diagonal norm, the boundary accuracy is p and the global
order is then p+ 1 [45]. To avoid showing too many results, we only show the results
for the 8th-order case, resulting in a 5th-order global design accuracy. The rate of
convergence, qr, is computed as the logarithm of the l2 error qoutients for successively
finer meshes. In Table 2 we show the rate of convergence for the conservative variables
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in the Navier–Stokes equations. In Table 3 we show the convergence rates for the
conservative variables in the Euler equations.

Table 2: Convergence rates qr for the conservative variables in the Navier–Stokes equations

N qr(ρ) qr(ρu) qr(ρv) qr(e)
64 4.6824 4.9435 4.8056 4.5442
96 5.0336 4.9056 4.8090 4.5638
128 4.8976 4.8315 4.7613 4.6529
160 4.7931 4.7987 4.7459 4.6842
192 4.7330 4.7899 4.7434 4.7013
224 4.6970 4.7911 4.7485 4.7152
256 4.6715 4.7972 4.7579 4.7286

Table 3: Convergence rates qr for the conservative variables in the Euler equations

N qr(ρ) qr(ρu) qr(ρv) qr(e)
64 4.1829 5.1012 5.1652 5.4700
96 5.5570 5.1970 5.4605 5.4682
128 5.7331 5.3679 5.4904 5.5174
160 5.3964 5.3032 5.0674 5.5246
192 5.2091 5.2010 5.0448 5.4999
224 5.2630 5.1688 5.0874 5.4537
256 5.3015 5.1357 5.0572 5.4605

The functionals we consider are the volume integrals of the conservative variables
and the volume integral of the pressure and the kinetic energy,

J1(q) =

∫
Ω

ρdΩ, J2(q) =

∫
Ω

ρudΩ, J3(q) =

∫
Ω

ρvdΩ,

J4(q) =

∫
Ω

edΩ, J5(q) =

∫
Ω

pdΩ, J6(q) =

∫
Ω

kedΩ,

where

p = (γ − 1)(e− 1

2
ρ(u2 + v2)), ke =

1

2
ρ(u2 + v2),

are non-linear functions of the conservative variables. These functionals can be com-
puted analytically and the rates of convergence are measured against the exact values.
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The rates of convergence for the functionals are seen in Table 4 for the Navier–Stokes
equations and in Table 5 for the Euler equations.

Table 4: Convergence rates qr for the functionals from the Navier–Stokes equations

N qr(J1) qr(J2) qr(J3) qr(J4) qr(J5) qr(J6)
64 1.0393 3.3961 2.9882 2.3082 2.3234 1.9452
96 7.4099 7.9106 7.3742 7.3981 7.3492 8.7523
128 7.8983 8.2456 7.0176 7.8020 7.7718 9.1720
160 7.8264 7.9662 6.9992 7.7459 7.7446 7.8110
192 7.7340 7.9598 7.2056 7.7214 7.7341 7.1184
224 7.6973 8.0575 7.4054 7.7444 7.7622 6.7686
256 7.5889 8.1673 7.4817 7.6570 7.6613 6.1650

Table 5: Convergence rates qr for the functionals from the Euler equations. The last row is the
constant least square (cls) fit which represent an expected value.

N qr(J1) qr(J2) qr(J3) qr(J4) qr(J5) qr(J6)
64 5.1273 5.5316 8.2260 4.7168 5.1501 4.6192
96 3.9332 8.5966 7.0374 4.1738 3.8252 8.6696
128 8.9184 15.2239 5.3803 8.6687 9.0186 3.2376
160 4.2436 0.1910 7.6280 5.9479 5.8134 7.1074
192 12.4038 8.2731 12.7086 22.4944 31.5783 10.4366
224 9.6461 -2.8740 13.4561 1.5501 -6.3680 6.0034
256 8.7945 7.1209 8.2569 10.9129 2.7494 6.4615
cls 7.5810 6.0090 8.9562 8.3521 7.3953 6.6479

We can see from Tables 2 and 3 that the 5th-order design accuracy is nearly
achieved. For the functionals we see in Table 4 that there is a clear superconver-
gence for the Navier–Stokes equations. These volumetric functionals are not really
representative for realistic CFD applications, but they are included illustrate that the
superconvergence from the linear theory derived in [3, 4] is present also in the non-
linear case. The convergence rates for the functionals from the Euler equations does
not behave as consistently due to the lack of dissipation in the PDE itself. This could
be seen also in the linear case for a smaller incompletely parabolic system similar to
the Navier–Stokes equations [3]. Some artificial dissipation [26, 8] has been added,
and it is possible that stronger artificial dissipation would smoothen the convergence
results. Stronger dissipation would, however, increase the error constants.
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8. Conclusions

New far-field boundary conditions for the Navier–Stokes and Euler equations
have been derived. The boundary conditions have been constructed by considering
well-posedness of both the primal and dual problems. The construction ensures that
the boundary conditions of the Navier–Stokes equations converge uniformly to the
boundary conditions of the Euler equations, under subsonic flow conditions, as the
viscosity tend to zero.

An SBP-SAT scheme were constructed which implemented the new boundary
conditions. It was shown that the scheme was both energy stable and dual consis-
tent. Stability and dual consistency implies superconvergence of any linear integral
functional for linear problems. The SBP-SAT scheme were applied to the non-linear
Navier–Stokes and Euler equations in conservation form and it was shown that super-
convergence could be obtained also in the non-linear case with non-linear functionals.
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Appendix A Velocity based outflow boundary conditions

A possible well-posed subsonic outflow boundary condition for the primal Euler
equation is to set u = 0 (or v = 0). The matrix HE in (18) has then to be of the
form

HE =


0 0 0 0
0 k2 0 0
0 k3 0 0
0 k4 0 0

 ,
together with the other specified requirements. By following the same procedure as
before, it is required that k2 = k3 = 0. The eigenvalues of ME = A + HE + HT

E can
then be computed as

λ1,2 = ū, λ3,4 = ū±

√
c̄2 + k2

4 + c̄k4

√
γ − 1

γ
.
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In order for ME to be positive semi-definite, it is required that

k4 = −c̄
√
γ − 1

γ
±

√
γ(ū2 + ζ4)− c̄2

γ
,

where ζ4 ≤ 0 is a free parameter. The eigenvalues of ME are then reduced to

λ1,2 = ū, λ3,4 = ū±
√
ū2 + ζ4.

With the above choices of k2,3,4, the matrix HE is reduced to

HE =


0 0 0 0
0 0 0 0
0 0 0 0

0 −c̄
√
γ − 1

γ
±

√
γ(ū2 + ζ4)− c̄2

γ
0 0

 ,

which has rank 1 as required. The free parameter will be determined such that the
matrix A+HT

E has rank 3. By performing Gaussian elimination we get

A+HT
E =


ū

c̄

γ
0 0

c̄

γ
ū 0 −

√
γ(ū2 + ζ4)− c̄2

γ

0 0 ū 0
0 c̄
√
γ − 1γ 0 ū



∼



c̄
c̄

γ
0 0

0
γū2 − c̄2

γū
0 −

√
γ(ū2 + ζ4)− c̄2

γ

0 0 ū 0

0 0 0
ū
(
c̄2 − γū2 − c̄

√
γ − 1

√
γ(ū2 + ζ4)− c̄2

)
c̄2 − γū2


,

where the last row will be zero by choosing

ζ4 =
(c̄− ū)(c̄+ ū)(c̄2 − γū2)

(γ − 1)c̄2
, (31)
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and hence rank(A+HT
E) = 3. However, in order for ME to be positive semi-definite,

it is required that ζ4 ≤ 0, which is not true for ζ4 in (31). For the very same reason, it
is not suitable to have θ2 = 0 as the boundary condition for the dual Euler equation
at the west boundary.

Remark A.1. There might be completely different choices of k2,3,4 for which you can
specify u for the primal Euler at the east boundary, and θ2 for the dual Euler at
the west boundary to obtain well-posed primal and dual problems. By following the
derivational framework which worked to derive pressure based boundary conditions,
however, it is not possible.
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