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## Abstract

This thesis is devoted to the study of Hardy and spectral inequalities for the Heisenberg and the Grushin operators. It consists of five chapters.

In chapter 1 we present basic notions and summarize the main results of the thesis.

In chapters $2-4$ we deal with different types of Hardy inequalities for Laplace and Grushin operators with magnetic and non-magnetic fields.

It was shown in an article by Laptev and Weidl [LW] that for some magnetic forms in two dimensions the Hardy inequality holds in its classical form. More precisely, by considering the Aharonov-Bohm magnetic potential, we can obtain a non-trivial Hardy inequality.
In chapter 2 we establish an $L^{p}$-Hardy inequality related to Laplacians with magnetic fields with Aharonov-Bohm vector potentials.

In chapter 3 we introduce a suitable notion of a vector field for the Grushin sub-elliptic operator $G$ and obtain an improvement of the Hardy inequality, which was previously obtained in the paper of N. Garofallo and E. Lanconelli (see [GL]).

In chapter 4 we find an $L^{p}$-version of the Hardy inequality obtained in chapter 3.

Finally in chapter 5 we aim to find some Lieb-Thirring inequalities for harmonic Grushin-type operators. Since the Grushin operator is non-elliptic, these inequalities do not take their classical form.

## Абстракт

Эта диссертация посвящяется изучению неравенств Харди и спектральных неравенств для операторов Хейзенберга и Грушина Она состоит из пяти глав.

В первой главе мы вводим необходимые обозначения и привидим основные результаты работы.

В главах 2-4 мы получаем различные неравенства Харди для операторов Лапласа и Грушина с магнитными полями. В работе Лаптева и Вейдля [LW] было показано что для некоторово класса магнитных форм в размености два, неравенства Харди имеют классическои вид. Более точно, для операторов с магнитными полями типа АароноваБома получены нетривиальные неравенства Харди.

В главе 2 мы получем $L^{p}$-неравенство Харди для оператора Лапласа с магнитным полем Ааронова-Бома.

В главе 3 мы определяем некоторое магнитное поле для оператора Грушина и получем некоторое улучшение неравенства Харди по ставнению с неравенством из работы Гарофалло и Ланцонелли [GL].

В главе 4 мы находим $L^{p}$-версию неравенсва Харди которое было доказано в главе 3 .

Наконец в главе 5 мы доказываем неравенство Либа-Тирринга для версии гармонического осциллятора для оператора Грушина. Поскольку оператор Грушина не эллиптичен эти неравенства имеют неклассическую форму.

## Zusammenfassung

Diese Doktorarbeit ist der Untersuchung von Hardy- und Spektralungleichungen für Heisenberg und Grushin Operatoren gewidmet. Die Arbeit besteht aus fünf Teilen.

Im ersten Kapitel stellen wir die Grundbegriffe und eine Zusammenfassung der wichtigsten Resultate der Arbeit vor.

In den Kapiteln 2 bis 4 beschäftigen wir uns mit verschiedenen Arten von Hardy-Ungleichungen für Laplace- und Grushin-Operatoren mit magnetischen und unmagnetischen Feldern.

Im Artikel [LW] zeigen A. Laptev und T. Weidl, daß die klassische Form der Hardy-Ungleichung für einige magnetische Formen in zwei Dimensionen gilt. Genauer gesagt, können wir durch Betrachtung des Aharonov-Bohm magnetischen Potentials die Konstante in der jeweiligen Hardy-Ungleichung verbessern.

Im Kapitel 2 wird eine die mit Laplace-Operatoren mit magnetischem Felt mit Aharonov-Bohm Vektorpotential zusammenhängt $L^{p}$-HardyUngleichung eingeführt.

Im Kapitel 3 führen wir einen für den Grushin subelliptischen Operator $G$ geeigneten Begriff des Vektorfelds ein, und erhalten eine Verbesserung der Hardy-Ungleichung, die zuvor schon von N. Garofallo und E. Lanconelli hergeleitet wurde ([GL]).

Im Kapitel 4 finden wir eine $L^{p}$-Version der Hardy Ungleichheit, die im Kapitel 3 erreicht ist.

Schließlich im Kapitel 5 zielen wir darauf ab, die CLR- und LiebThirring Ungleichungen für harmonische Grushin-artige Operatoren herauszufinden. Weil Grushin-Operatoren nicht elliptisch sind, nehmen diese Ungleichungen ihre klassische form nicht an.
 דָייזֶנְּרְג וגְרוּשׁׁין. היא מורכבת מחמישׁה פרקים.
 בפרקים 2-4 אנו עוסקים בסוגים שוונים שׁל אי־שׂיוויוני הארדי עם שׂדות מגנטים ושדות שאינם מגנטים.
 בצורתו הקלאטית עבור שׂדות מגנטיים מסויימים. ליתר דיוק, על־ידי לקיחה בחשבון שׁל הפוטנציאל המגנטי אהרונוב־בּוֹהם, אנו יכולים לשׁפר את הקבוע באי־שיׁוויון הארדי

התואם.
בפרק 2 אנו קובעים אי־שיוויון הארדי במרחב ${ }^{2}$ שׁקשׂור ללפלאסיאנים עם שׂדות מגנטיים עם פוטנציאל וקטורי מסוג אהרונוב־בוהם. בפרק 3 אנו מציגים רעיון הולם לשׂדה וקטורי עבור האופרטור הסאב־אליפטי מסוג גרוֹשין $G$ וּמקבלים שׁיפור שׁל אי־ֹשיויוני הארדי, שׁהושגו לפגי כן במאמר מאת ניקולה גָרופָאלֹוֹ ואֶרמאנו לָנקוֹנֶלִי ([LG]).
בפרק 4 אנו מוצאים גרסת ${ }^{2}$ לאי־שיׁיוויון הארדי שׁהושג בפרק 3.

 אלה לא יתקבלו בצורתם הקלאסית.
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## 1. Introduction

In this chapter we describe our main results and also summarize some results known before.

### 1.1 Classical Hardy inequalities

If $d \geq 3$, then for any function $u$ such that $u \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ we have

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|\nabla u(x)|^{2} d x \geq\left(\frac{d-2}{2}\right)^{2} \int_{\mathbb{R}^{d}} \frac{|u(x)|^{2}}{|x|^{2}} d x \tag{1.1.1}
\end{equation*}
$$

It is well known that the constant $(d-2)^{2} / 4$ in 1.1.1) is sharp but not achieved.
The inequality 1.1.1 is related to a so-called Heisenberg uncertainty principle. In its classical form the uncertainty principle was claimed by Heisenberg in connection with the study of quantum mechanics. According to this principle the position and momentum of a particle could not be defined exactly simultaneously, but only with some uncertainty. On the Euclidien space $\mathbb{R}^{d}$ the uncertainty principle says that

$$
\begin{equation*}
\left(\frac{d-2}{2}\right)^{2}\left(\int_{\mathbb{R}^{d}}|u(x)|^{2} d x\right)^{2} \leq\left(\int_{\mathbb{R}^{d}}|x|^{2}|u(x)|^{2} d x\right)\left(\int_{\mathbb{R}^{d}}|\nabla u(x)|^{2} d x\right) \tag{1.1.2}
\end{equation*}
$$

Indeed, the Schwarz inequality applied to (1.1.1) yields

$$
\begin{aligned}
\left(\frac{d-2}{2}\right) & \int_{\mathbb{R}^{d}}|u(x)|^{2} d x=\left(\frac{d-2}{2}\right) \int_{\mathbb{R}^{d}}|u(x)|^{2} \frac{1}{|x|}|x| d x \\
\leq\left(\frac{d-2}{2}\right) & \left(\int_{\mathbb{R}^{d}}|u(x)|^{2}|x|^{2} d x\right)^{1 / 2}\left(\frac{|u(x)|^{2}}{|x|^{2}} d x\right)^{1 / 2} \\
\leq & \left(\int_{\mathbb{R}^{d}}|u(x)|^{2}|x|^{2} d x\right)^{1 / 2}\left(\int_{\mathbb{R}^{d}}|\nabla u(x)|^{2} d x\right)^{1 / 2}
\end{aligned}
$$

This gives (1.1.2).
Applying Parseval's formula for the Fourier transform $\hat{u}$ of the function $u$ in the second integral on the left hand side gives the inequality (1.1.2),
particularly by symmetrical form

$$
(2 \pi)^{d}\left(\int_{\mathbb{R}^{d}}|x|^{2}|u(x)|^{2} d x\right)\left(\int_{\mathbb{R}^{d}}|\xi|^{2}|\hat{u}(\xi)|^{2} d \xi\right) \geq\left(\frac{d-2}{2}\right)^{2}\left(\int_{\mathbb{R}^{d}}|u(x)|^{2} d x\right)^{2}
$$

where the Fourier transform of the function $u$ is defined by

$$
\hat{u}(\xi)=(2 \pi)^{-d / 2} \int e^{-i x \xi} u(x) d x
$$

This inequality expresses the Heisenberg uncertainty principle that states that a non-trivial $L^{2}$-function and its Fourier transform cannot simultaneously be very small near the origin. Of course instead of the origin, we could have taken any other point in $\mathbb{R}^{d}$.

In two dimensions the uncertainty principle does not hold. However, there is an inequality where the singularity is weakened by adding either a logarithmic term or an extra condition on the function $u$. Namely, we have (see [S])

$$
\int_{\mathbb{R}^{2}}|\nabla u|^{2} d x \geq C \int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}\left(1+\ln ^{2}|x|\right)} d x, \quad \text { if } \quad \int_{|x|=1} u(x) d x=0
$$

or

$$
\int_{\mathbb{R}^{2}}|\nabla u|^{2} d x \geq \int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}} d x, \quad \text { if } \quad \int_{|x|=r} u(x) d x=0, \quad \forall r>0
$$

The literature concerning different versions of Hardy inequalities and their applications is extensive. They differ from one another depending on the relation between the parameters, on the weight functions and on the class to which the functions belong. The classical multidimentional $L^{p}$-Hardy inequality in $\mathbb{R}^{d}$ reads as follows:

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|\nabla u|^{p} d x \geq C_{d, p} \int_{\mathbb{R}^{d}} \frac{|u(x)|^{p}}{|x|^{p}} d x \tag{1.1.3}
\end{equation*}
$$

where $u \in C_{0}^{\infty}\left(\mathbb{R}^{d} \backslash\{0\}\right), p \geq 1$ and the constant

$$
C_{d, p}=\left|\frac{d-p}{p}\right|^{p}
$$

is best possible but not achieved.
The proof of the latter inequality can be found for example in the book "Hardy-type Inequalities" by A. Kufner and B. Opic [KO]. The classical
book "Inequalities" by G. Hardy, J. E. Littlewood and G. Pólya HLP has been a source of inspiration for many people. A more modern book, which has been very influential and rewarding for many researchers studying the theory of Hardy-type inequalities, is "Sobolev Spaces" by V. Mazýa [M] (see also [B], D] and [MMP]).
$L^{p}$ inequalities are of great importance in the study of the $p$-Laplacian and the $p$-Schrödinger equation

$$
\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)+V(x, u)=0
$$

Note that if $d=p$, then the left hand side of 1.1 .3 equals zero.
The literature on different types of Hardy inequalities is vast. Without being able to cover it, we would like to mention the papers BFT1, [BFT2], DGN], T], MMP, [BM], DFP], [FMT], [FL, [HHL, [HHLT] and MMP.

### 1.2 Hardy inequalities related to Heisenberg and Grushin Laplacians

The Hardy inequalities were also studied for some sub-elliptic operators (see for example papers [G], [GL], A1], A2], DGN], [NCH] and [K]) and in particular for the sub-Laplacian on the Heisenberg group $\mathbb{H}$. The latter is the prime example of the non-commutative harmonic analysis and we refer to [Ste] for the background material.
Let us consider $\mathbb{H}$ as $\mathbb{R}^{3}$ with coordinates $(x, y, t)$ and the (non-commutative) multiplication $(x, y, t) \circ\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\left(x+x^{\prime}, y+y^{\prime}, t+t^{\prime}-2\left(x y^{\prime}-y x^{\prime}\right)\right)$. The vector fields

$$
X=\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}, \quad Y=\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}
$$

are left-invariant and the sub-Laplacian on $\mathbb{H}$ is given by

$$
\begin{equation*}
H=-X^{2}-Y^{2}=-\left(\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}\right)^{2}-\left(\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}\right)^{2} \tag{1.2.1}
\end{equation*}
$$

The quadratic form $h$ of the operator $H$ is defined by the equality

$$
\begin{equation*}
h[u]=\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d x d y d t . \tag{1.2.2}
\end{equation*}
$$

Let $z=(x, y),|z|=\sqrt{x^{2}+y^{2}}$ and let us consider the so-called Kaplan distance function from $(z, t)$ to the origin

$$
\begin{equation*}
d(z, t)=\left(|z|^{4}+t^{2}\right)^{1 / 4} \tag{1.2.3}
\end{equation*}
$$

The function $d$ is positively homogeneous with the property

$$
d\left(\lambda z, \lambda^{2} t\right)=\lambda d(z, t), \quad \lambda>0
$$

and it has a singularity at zero.
The Grushin operator (see [Gr]),

$$
\begin{equation*}
G=-\Delta_{z}-4|z|^{2} \partial_{t}^{2} \tag{1.2.4}
\end{equation*}
$$

gives another example of a sub-elliptic operator. Its quadratic form $g$ respectively equals

$$
\begin{equation*}
g[u]=\int_{\mathbb{R}^{3}}\left(\left|\nabla_{z} u\right|^{2}+4|z|^{2}\left|\partial_{t} u\right|^{2}\right) d z d t \tag{1.2.5}
\end{equation*}
$$

For the forms $(1.2 .2)$ and 1.2 .5 the following sharp Hardy inequalities were discussed in details in [G] and [GL]:

$$
\begin{equation*}
h[u]=\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d z d t \geq \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u|^{2} d z d t \tag{1.2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
g[u]=\int_{\mathbb{R}^{3}}\left(\left|\nabla_{z} u\right|^{2}+4|z|^{2}\left|\partial_{t} u\right|^{2}\right) d z d t \geq \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u|^{2} d z d t . \tag{1.2.7}
\end{equation*}
$$

The inequalities (1.2.6) and 1.2 .7 are related. Indeed, the operator $H$ defined in 1.2.1 could be rewritten in the form

$$
\begin{equation*}
H u=-\Delta_{z} u-4|z|^{2} \partial_{t}^{2}-4 \partial_{t} T u=G u-4 \partial_{t} T u \tag{1.2.8}
\end{equation*}
$$

where $T=y \partial_{x}-x \partial_{y}$. In particular, if $u(z, t)=u(|z|, t)$, then $T u=0$ and on this subclass of functions the inequalities 1.2.6 and 1.2.7) coincide. In A1] and [A2] D'Ambrosio obtained a number of Hardy inequalities generalizing (1.2.6) and (1.2.7). In particular, he proved an $L^{p}$-version of these inequalities.
Let $p \geq 1$. Then for any $u \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ we have

$$
\begin{equation*}
h_{p}[u]=\int_{\mathbb{R}^{3}}|(X u, Y u)|^{p} d z d t \geq \frac{|4-p|^{p}}{p^{p}} \int_{\mathbb{R}^{3}} \frac{|z|^{p}}{d^{2 p}}|u|^{p} d z d t \tag{1.2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{p}[u]=\int_{\mathbb{R}^{3}}\left|\nabla_{G} u\right|^{p} d z d t \geq \frac{|4-p|^{p}}{p^{p}} \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{2 p}}|u(z, t)|^{p} d z d t \tag{1.2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla_{G}=\left(\partial_{x}, \partial_{y}, 2 x \partial_{t}, 2 y \partial_{t}\right) \tag{1.2.11}
\end{equation*}
$$

Note that the Grushin operator defined in (1.2.4) satisfies

$$
G=-\left|\nabla_{G}\right|^{2}
$$

The constant $|4-p|^{p} p^{-p}$ in 1.2 .9 and 1.2 .10 is sharp but not achieved.

### 1.3 Hardy inequalities for operators with magnetic fields

In 1959 Yakir Aharonov and David Bohm AhB observed the phenomenon where a charged particle is affected by electromagnetic fields, despite being confined to regions where both the magnetic field and the electric field are zero (such effects may arise in both electric and magnetic fields, but the latter is easier to study). An important consequence of this effect is that understanding of the classical electromagnetic field acting locally on a particle is not enough in order to predict the quantum mechanical behaviour of a particle.
A simple example of the Aharonov-Bohm vector potential is given by the vector-function

$$
\begin{equation*}
\vec{A}=\beta \frac{\left(-x_{2}, x_{1}\right)}{|x|^{2}}, \quad|x|^{2}=x_{1}^{2}+x_{2}^{2} \tag{1.3.1}
\end{equation*}
$$

Note that the value of curl $\vec{A}$ coincides with the value of $\beta \Delta \ln |x|=\beta \delta(x)$, where $\delta$ is the Dirac $\delta$-function

$$
\begin{equation*}
\operatorname{curl} \vec{A}(x)=\beta \delta(x) \tag{1.3.2}
\end{equation*}
$$

This means that the respective vector field

$$
B=\operatorname{curl} \vec{A}
$$

is concentrated only at the origin of $\mathbb{R}^{2}$.
It has been noticed in the paper of A. Laptev and T. Weidl [LW] that an introduction of an Aharonov-Bohm vector-potential makes the classical

Hardy ineequality (1.1.1) valid even in the two dimensional case. Indeed, let

$$
\begin{equation*}
\vec{A}=\beta \frac{\left(-x_{2}, x_{1}\right)}{|x|^{2}}, \quad|x|^{2}=x_{1}^{2}+x_{2}^{2} \tag{1.3.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) u(x)|^{2} d x \geq \min _{k \in \mathbb{Z}}(k-\beta)^{2} \int_{\mathbb{R}^{2}} \frac{|u(x)|^{2}}{|x|^{2}} d x \tag{1.3.4}
\end{equation*}
$$

where $u \in C_{0}^{\infty}\left(\mathbb{R}^{2} \backslash 0\right)$.
Symbolically this inequality could be rewritten as

$$
\begin{equation*}
-(\nabla+i \vec{A})^{2}-\frac{\min _{k \in \mathbb{Z}}(k-\beta)^{2}}{|x|^{2}} \geq 0 \tag{1.3.5}
\end{equation*}
$$

It is well known that the standard Laplacian $-\Delta$ in $L^{2}\left(\mathbb{R}^{2}\right)$ has a resonance state at the spectral point zero; namely, any perturbation by a non-positive electric potential $V$ generates at least one negative eigenvalue. The inequality 1.3 .5 shows that this is not the case for the Aharonov-Bohm magnetic Laplacian $-(\nabla+i \vec{A})^{2}$.
This fact allowed A. A. Blinsky, W. D. Evans and R. T. Lewis BEL] to obtain a Cwikel-Lieb-Rozenblum ineaquality for the Schrödinger operators in $L^{2}\left(\mathbb{R}^{2}\right)$ with a class of potentials depending only on the radial variable. The sharp constant in such an inequality is due to Laptev L1]. Some inequalities for Laplacians with magentic field were also obtained in Bal ] and BLS .

The main result of chapter 1 is an inequality that generalizes (1.3.4) to $L^{p}$ spaces. We obtain:

Theorem 1.3.1. Let the vector field $\vec{A}$ be defined by 1.3.3 and let $-1 / 2 \leq \beta \leq 1 / 2$. Then for any $u \in C_{0}^{\infty}\left(\mathbb{R}^{2} \backslash 0\right)$ we have

$$
\begin{align*}
\|(\nabla+i \vec{A}) u\|_{L^{p}}+ & \|(\nabla+i \vec{A}) \bar{u}\|_{L^{p}} \\
& \geq 2 \frac{\left((2-p)^{2}+p^{2} \beta^{2}\right)^{1 / 2}}{p}\left(\int_{\mathbb{R}^{2}} \frac{|u|^{p}}{|x|^{p}} d x\right)^{\frac{1}{p}} \tag{1.3.6}
\end{align*}
$$

If $\beta=0$ in (1.3.6), then this inequality coincides with the classical $L^{p}$-Hardy inequality which in this case takes the form

$$
2\left(\int_{\mathbb{R}^{2}}|\nabla u|^{p} d x\right)^{1 / p} \geq 2 \frac{|2-p|}{p}\left(\int_{\mathbb{R}^{2}} \frac{|u|^{p}}{|x|^{p}} d x\right)^{1 / p}
$$

If $p=2$ and $\beta \neq 0$, then we obtain

$$
\|(\nabla+i \vec{A}) u\|_{L^{2}}+\|(\nabla+i \vec{A}) \bar{u}\|_{L^{2}} \geq 2|\beta|\left(\int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}} d x\right)^{1 / 2}
$$

which is "almost" the same as 1.3.4.
In the paper [BE] the authors considered an $L^{p}$-Hardy inequality for the Aharonov-Bohm magnetic gradient with

$$
\vec{A}(x)=\Psi(x /|x|) \frac{\left(-x_{2}, x_{1}\right)}{|x|^{2}}
$$

where $\Psi$ is not necessarily a constant function. They studied mainly the circular part of the operator. Gauging away the magnetic field, the authors reduce the problem to a problem for the $p$-Laplacian on the interval $(0,2 \pi)$ with some boundary conditions. The sharp constant in the respective inequality is still unknown.
In Theorem 1.3.1 we consider a special case in which $\Psi \equiv$ constant, but obtain a result which gives sharp constants and moreover, shows the interplay between the classical $L^{p}$-type Hardy inequality and its magnetic version.

In chapter 3 we first define an appropriate magnetic field for the Grushin operator by

$$
\overrightarrow{\mathcal{A}}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}\right)=\left(-\frac{\partial_{y} d}{d}, \frac{\partial_{x} d}{d},-2 y \frac{\partial_{t} d}{d}, 2 x \frac{\partial_{t} d}{d}\right)
$$

where $d$ is the Kaplan distance function defined in (1.2.3). The natural $\operatorname{curl}_{G}$ operator could be defined by the vector field

$$
\operatorname{curl}_{G}=\left(-\partial_{y}, \partial_{x},-2 y \partial_{t}, 2 x \partial_{t}\right)
$$

The respective magnetic field defined by

$$
B(x, y, t)=\operatorname{curl}_{G} \cdot \overrightarrow{\mathcal{A}}
$$

has a "right" homogeneity for contributing to the Hardy inequality. However, its support is not concentrated at the origin as in 1.3 .2 . It is easy to compute that

$$
B(x, y, t)=2 \frac{|z|^{2}}{d^{4}}, \quad z=(x, y)
$$

Then we define the magnetic Grushin operator with the magnetic field $\beta B$ as

$$
\begin{equation*}
G_{\mathcal{A}}=-\left(\nabla_{G}+i \beta \mathcal{A}\right)^{2} \tag{1.3.7}
\end{equation*}
$$

The main result of chapter 3 is:

Theorem 1.3.2. Assume that $-1 / 2 \leq \beta \leq 1 / 2$. Then for the quadratic form of the magnetic Grushin operator (1.3.7) we have the following Hardy inequality

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left|\left(\nabla_{G_{0}}+i \beta \mathcal{A}\right) u\right|^{2} d z d t \geq\left(1+\beta^{2}\right) \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u|^{2} d z d t \tag{1.3.8}
\end{equation*}
$$

This Theorem shows that if $\beta \neq 0$, then the inequality 1.2 .7 can be improved.

In chapter 4 this result is generalized to the $L^{p}$-spaces and the main result of this chapter is:

Theorem 1.3.3. Let $1<p<\infty$ and let us assume that $-1 / 2 \leq \beta \leq 1 / 2$. Then for the quadratic form of the magnetic Grushin operator 1.3.7) we have the following Hardy inequality

$$
\begin{align*}
\left\|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right\|_{p} & +\left\|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right\|_{p} \\
& \geq \frac{2}{p} \sqrt{(4-p)^{2}+p^{2} \beta^{2}} \int_{\mathbb{R}^{3}}|u|^{p} \frac{|z|^{p}}{d^{2 p}} d z d t \tag{1.3.9}
\end{align*}
$$

The aim of this result is to show that introduction of the magnetic field improves the constant in the respective Hardy inequality. Note that if $\beta=0$, then this inequality coincides with 1.2 .10 and if $p=2$, then the statement of the Theorem 1.3 .3 is "almost" the same as 1.3.8.

### 1.4 Lieb-Thirring inequalities for harmonic Grushin operator

Finally, in chapter 5 we study Lieb-Thirring inequalities for a version of harmonic Grushin operator.
The Weyl-type asymptotics for the number of bound states gave rise to the question, whether there is a semi-classical bound for the moments of the negative eigenvalues of operators of the Schrödinger class $P:=-\Delta+V$ in $L^{2}\left(\mathbb{R}^{d}\right)$ :

$$
\sum_{\lambda<0}|\lambda|^{\gamma}=\operatorname{tr}(-\Delta+V)_{-}^{\gamma}
$$

of the form

$$
\operatorname{Tr}(-\Delta+V)_{-}^{\gamma} \leq \frac{C_{\gamma, d}}{(2 \pi)^{d}} \iint\left(|\xi|^{2}+V(x)\right)_{-}^{\gamma} d \xi d x
$$

or equivalently

$$
\sum_{\lambda<0}|\lambda|^{\gamma} \leq L_{\gamma, d} \int_{\mathbb{R}^{d}} V_{-}^{\gamma+\frac{d}{2}}(x) d x
$$

where $L_{\gamma, d}=C_{\gamma, d} L_{\gamma, d}^{c l}$ is the Lieb-Thirring constant. $L_{\gamma, d}^{c l}$ is defined as

$$
L_{\gamma, d}^{c l}=\frac{1}{(2 \pi)^{d}} \int\left(|\xi|^{2}-1\right)_{+}^{\gamma} d \xi=\frac{\Gamma(\gamma+1)}{2^{d} \pi^{\frac{d}{2}} \Gamma\left(\gamma+1+\frac{d}{2}\right)}
$$

If the potential $V$ is a function growing at infinity, then the spectrum of the Schrödinger operator $-\Delta+V$ is discrete and one is usually interested in the inequality

$$
\begin{equation*}
\sum\left(\lambda-\lambda_{k}\right)_{+}^{\gamma} \leq L_{\gamma, d} \int_{\mathbb{R}^{d}}(\lambda-V(x))_{+}^{\gamma+\frac{d}{2}} d x \tag{1.4.1}
\end{equation*}
$$

Such inequalities are naturally related to Weyl's asymptotic formula as $\lambda \rightarrow \infty$ that are known for a large class of potentials. However, the question of uniform estimates with respect to $\lambda$ and the potential function $V$ is still a challenging problem. In particular, the sharp constant in (1.4.1) was not known even for the multidimensional harmonic oscillator $\left(V=|x|^{2}\right)$ until the paper of R . de la Bretéche [dlB], where the author obtained the following result:
Let $H=-\Delta+|x|^{2}$ be the multidimensional harmonic oscillator acting in $L^{2}\left(\mathbb{R}^{d}\right)$. Its spectrum is discrete and its eigenvalues are

$$
\left\{\lambda_{k}\right\}=\{2|k|+d\}, \quad k=\left(k_{1}, \ldots, k_{d}\right), \quad k_{j} \in \mathbb{Z}, \quad|k|=\sum_{j=0}^{d} k_{j}
$$

In particular, in dlB the author justifed the Lieb-Thirring conjecture for any $\gamma \geq 1$ :

$$
\begin{equation*}
\sum\left(\lambda-\lambda_{k}\right)^{\gamma} \leq \frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(\lambda-\xi^{2}-|x|^{2}\right)_{+}^{\gamma} d x d \xi \tag{1.4.2}
\end{equation*}
$$

see also [L2] for some generalizations.
In chapter 5 we consider a version of the harmonic oscillator for the Grushin operator

$$
G_{0}=-\Delta_{z}-4|z|^{2} \partial_{t}^{2}
$$

It is well known that $G_{0}$ appears as the "radial" part of the sub-elliptic Heisenberg-Hörmander Laplacian. Our main result concerns the operator

$$
\begin{equation*}
G=G_{0}+|z|^{2} t^{2} \tag{1.4.3}
\end{equation*}
$$

which could be considered as a version of harmonic oscillator for the sub-elliptic Grushin operator $G_{0}$.
In order to formulate our result, we need the following notations:
Let us introduce the Euler-Mascheroni constant $\gamma$ (Euler 1735), see E] and Con,

$$
\gamma=\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \frac{1}{k}-\ln (n)\right)=\int_{1}^{\infty}\left(\frac{1}{[x]}-\frac{1}{x}\right) d x
$$

Its numerical value is $\gamma=0.57721 \ldots$ (It is not known if $\gamma$ is rational or irrational). Then we can define the harmonic number $\mathcal{H}(n)$ by

$$
\mathcal{H}(n):=\sum_{k=1}^{n} \frac{1}{k}=\gamma+\psi(n+1)
$$

where $\psi(t)$ is known as the Gauss digamma function defined by

$$
\psi(t)=\frac{\Gamma^{\prime}(t)}{\Gamma(t)}
$$

We can also introduce the value of $\mathcal{H}(n+1 / 2)$ as

$$
\mathcal{H}(n+1 / 2)=\gamma+\psi(n+3 / 2)
$$

Then, using the properties of the $\Gamma$-function, we can find that

$$
\sum_{k=0}^{n} \frac{1}{2 k+1}=\ln 2+\frac{1}{2} \mathcal{H}\left(n+\frac{1}{2}\right)
$$

Thus

$$
\sum_{k \leq \frac{\lambda^{2}}{32}-\frac{1}{2}} \frac{1}{2 k+1}=\ln 2+\frac{1}{2} \mathcal{H}\left(\left[\frac{\lambda^{2}}{32}-\frac{1}{2}\right]+\frac{1}{2}\right)
$$

with

$$
\psi(n+1 / 2)=-\gamma H(n-1 / 2)
$$

Theorem 1.4.1. The spectrum of the operator 1.4 .3 is discrete and its eigenvalues $\left\{\lambda_{j}\right\}$ satisfy uniformly with respect to $\lambda<0$ the following sharp inequality

$$
\begin{align*}
\sum_{j=0}^{\infty}\left(\lambda-\lambda_{j}\right)_{+} \leq \frac{1}{(2 \pi)^{2}} \lambda^{3} & \left(\ln 2+\frac{1}{2} \mathcal{H}\left(\left[\frac{\lambda^{2}}{32}-\frac{1}{2}\right]+\frac{1}{2}\right)\right) \\
& \times \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}}\left(1-\left(|\xi|^{2}+4|z|^{2}\right)\right)+d \xi d z \tag{1.4.4}
\end{align*}
$$

The inequality (1.4.4) is sharp and this is confirmed by the Weyl-type asymptotic formula as $\lambda \rightarrow \infty$.
It is also known that

$$
\begin{equation*}
\mathcal{H}(n) \sim \ln (n)+\gamma \quad \text { as } \quad n \rightarrow \infty \tag{1.4.5}
\end{equation*}
$$

Therefore

$$
\sum_{k \leq \frac{\lambda^{2}}{32}-\frac{1}{2}} \frac{1}{2 k+1} \sim \ln \lambda+O(1) \quad \text { as } \quad \lambda \rightarrow \infty
$$

Using (1.4.5), we also find that

$$
\sum_{j=0}^{\infty}\left(\lambda-\lambda_{j}\right)_{+} \sim \frac{1}{(2 \pi)^{2}} \lambda^{3} \ln \lambda \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}}\left(1-\left(|\xi|^{2}+4|z|^{2}\right)\right)_{+} d \xi d z
$$

## 2. $L^{p}$-Hardy type inequalities for magnetic Laplacians

In this chapter we establish an $L^{p}$-Hardy inequality related to Laplacians with magnetic fields with Aharonov-Bohm vector potentials.

### 2.1 Introduction

The classical multidimentional $L^{p}$-Hardy inequality in $\mathbb{R}^{n}$ reads as follows:

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|\nabla u|^{p} d x \geq C_{n, p} \int_{\mathbb{R}^{n}} \frac{|u(x)|^{p}}{|x|^{p}} d x \tag{2.1.1}
\end{equation*}
$$

where $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right), p>1$ and the constant

$$
C_{n, p}=\left|\frac{n-p}{p}\right|^{p}
$$

is the best possible yet not achieved, see [MMP], [M] and [KO]. Note that if $n=p$, then the left hand side of (2.1.1) equals zero.

In [W] the authors considered the case $n=p=2$ and pointed out that introducing an Aharonov-Bohm-type magnetic field makes the inequality (2.1.1) non-trivial. In particular, it has been shown that if

$$
\begin{equation*}
\vec{A}=\beta \frac{\left(-x_{2}, x_{1}\right)}{|x|^{2}}, \quad|x|^{2}=x_{1}^{2}+x_{2}^{2} \tag{2.1.2}
\end{equation*}
$$

then

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) u(x)|^{2} d x \geq \min _{k \in \mathbb{Z}}(k-\beta)^{2} \int_{\mathbb{R}^{2}} \frac{|u(x)|^{2}}{|x|^{2}} d x \tag{2.1.3}
\end{equation*}
$$

where $u \in C_{0}^{\infty}\left(\mathbb{R}^{2} \backslash 0\right)$.
Symbolically this inequality could be rewritten as

$$
\begin{equation*}
-(\nabla+i \vec{A})^{2}-\frac{\min _{k \in \mathbb{Z}}(k-\beta)^{2}}{|x|^{2}} \geq 0 \tag{2.1.4}
\end{equation*}
$$

It is well known that the standard Laplacian $-\Delta$ in $L^{2}\left(\mathbb{R}^{2}\right)$ has a resonance state at the spectral point zero. Namely, any perturbation by a non-positive electric potential $V$ generates at least one negative eigenvalue. The inequality (2.1.4) shows that this is not the case for the Aharonov-Bohm magnetic Laplacian $-(\nabla+i \vec{A})^{2}$.

In particular, this fact allowed A. Balinsky, W. D. Evans and R. T. Lewis [BEL] to show that if the potential $V$ depends only on $|x|, V(x)=V(|x|)$, then for the Friedrichs extentions of the operator

$$
H=-(\nabla+i \vec{A})^{2}-V, \quad V \geq 0
$$

defined on $C_{0}^{\infty}\left(\mathbb{R}^{2} \backslash 0\right)$, there is a Cwikel-Lieb-Rozenblum inequality ([C], Lieb] and [Roz]). That is, if $N(H)$ is the number of the negative eigenvalues $\left\{\lambda_{k}\right\}$ of the operator $H$, then

$$
N(H)=\#\left\{k: \lambda_{k}<0\right\} \leq C_{\beta} \int_{\mathbb{R}^{2}} V(|x|) d x, \quad C_{\beta}>0 .
$$

The sharp constant $C_{\beta}$ in the latter inequality was obtained in the paper of A. Laptev L1] and it equals

$$
C_{\beta}=\frac{1}{4 \pi} \sup _{k}\left\{\nu^{-1 / 2} \cdot\left(\#\left\{k:-\nu+(k-\beta)^{2}<0, k \in \mathbb{Z}\right\}\right)\right\}
$$

A possibility of obtaining such a sharp constant follows by simple argument already shown in the paper [L3], where the author considered the CLR inequality for the operators

$$
-\Delta+\frac{b}{|x|^{2}}-V, \quad b>0
$$

where $V(x)=V(|x|)$, see also [LN], [LSo11] and [LSol2].
It turned out that the inequality (2.1.1) could be generalized. The main result of this chapter is the following Theorem:

Theorem 2.1.1. Let the vector field $\vec{A}$ be defined by (2.1.2 and let $-1 / 2 \leq \beta \leq 1 / 2$. Then for any $u \in C_{0}^{\infty}\left(\mathbb{R}^{2} \backslash 0\right)$ we have

$$
\begin{align*}
\|(\nabla+i \vec{A}) u\|_{L^{p}}+ & \|(\nabla+i \vec{A}) \bar{u}\|_{L^{p}} \\
& \geq 2 \frac{\left((2-p)^{2}+p^{2} \beta^{2}\right)^{1 / 2}}{p}\left(\int_{\mathbb{R}^{2}} \frac{|u|^{p}}{|x|^{p}} d x\right)^{\frac{1}{p}} \tag{2.1.5}
\end{align*}
$$

Remark 2.1.2. Note that if $\beta=0$ in (2.1.5), then this inequality coincides with the classical $L^{p}$-Hardy inequality which in this case takes the form

$$
2\left(\int_{\mathbb{R}^{2}}|\nabla u|^{p} d x\right)^{1 / p} \geq 2 \frac{|2-p|}{p}\left(\int_{\mathbb{R}^{2}} \frac{|u|^{p}}{|x|^{p}} d x\right)^{1 / p}
$$

Remark 2.1.3. If $-1 / 2 \leq \beta \leq 1 / 2$ and $p=2$, then 2.1.5 implies

$$
\begin{equation*}
\|(\nabla+i \vec{A}) u\|_{L^{2}}+\|(\nabla+i \vec{A}) \bar{u}\|_{L^{2}} \geq 2|\beta|\left(\int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}} d x\right)^{\frac{1}{2}} \tag{2.1.6}
\end{equation*}
$$

We claim that this inequality is sharp. Indeed, from the paper [LW] we obtain

$$
\left(\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) u|^{2} d x\right)^{\frac{1}{2}} \geq|\beta|\left(\int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}} d x\right)^{\frac{1}{2}}
$$

and also

$$
\left(\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) \bar{u}|^{2} d x\right)^{1 / 2} \geq|\beta|\left(\int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}} d x\right)^{\frac{1}{2}}
$$

Both these inequalities are sharp. Adding them up gives us 2.1.6.

Remark 2.1.4. In $[L W]$ the authors proved a more general result. Namely, let

$$
\vec{A}(x)=\Psi(x /|x|) \frac{\left(-x_{2}, x_{1}\right)}{|x|^{2}}
$$

Then the value

$$
\bar{\Psi}=\frac{1}{2 \pi} \int_{0}^{2 \pi} p \Psi(\theta) d \theta
$$

is interpreted as the magnetic flux and we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A})||u(x)|^{2} d x \geq \min _{k \in \mathbb{Z}}(k-\bar{\Psi})^{2} \int_{\mathbb{R}^{2}} \frac{|u(x)|^{2}}{|x|^{2}} d x \tag{2.1.7}
\end{equation*}
$$

It would be interesting to obtain an $L^{p}$-version of this more general case with $p \neq 0$.

Remark 2.1.5. Note that in the paper $[\overline{B E}]$ the authors considered an $L^{p}$-Hardy inequality for the Aharonov-Bohm magnetic gradient with

$$
\vec{A}(x)=\Psi(x /|x|) \frac{\left(-x_{2}, x_{1}\right)}{|x|^{2}}
$$

where $\Psi$ is not necessarily a constant function. They studied mainly the circular part of the operator. Gauging away the magnetic field, the authors reduced the problem to a problem for the p-Laplacian on the interval $(0,2 \pi)$ with some boundary conditions. The sharp constant in the respective inequality is still unknown.
In Theorem 2.1.1 we consider a special case where $\Psi \equiv$ constant, but obtain a result which gives sharp constants and moreover shows the interplay between the classical $L^{p}$-type Hardy inequality and its magnetic version.

### 2.2 Auxiliary statements

Let $\vec{F}$ be a vector-function with values in $\mathbb{C}^{n}$ such that $\vec{F} \in C^{\infty}\left(\mathbb{R}^{n} \backslash 0, \mathbb{C}^{n}\right)$. Therefore we have:

Lemma 2.2.1. Let $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash 0\right)$ and $p>1$. Then the following inequality holds:

$$
\int_{\mathbb{R}^{n}}|\nabla u|^{p} d x \geq \frac{1}{p^{p}} \frac{\left.\left.\left|\int_{\mathbb{R}^{n}} \operatorname{div} \vec{F}\right| u(x)\right|^{p} d x\right|^{p}}{\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}} \cdot|u|^{p}\right)}
$$

Proof. Let $\vec{F}(x)=\left(F_{1}(x), F_{2}(x), \ldots, F_{n}(x)\right), F_{j} \in C^{\infty}\left(\mathbb{R}^{n} \backslash 0\right)$ be a vector-function, $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash 0\right), x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Then by integrating by parts, we obtain

$$
\begin{aligned}
& \left.\left|\int_{\mathbb{R}^{n}} \operatorname{div} \vec{F}\right| u(x)\right|^{p} d x \mid \\
& =\left|\int_{\mathbb{R}^{n}} \vec{F}(x) \cdot \nabla\left(|u(x)|^{p}\right) d x\right|=\left|\int_{\mathbb{R}^{n}} \vec{F}(x) \cdot\left(\nabla\left(u^{p / 2} \bar{u}^{p / 2}\right)\right) d x\right| \\
& =\frac{p}{2}\left|\int_{\mathbb{R}^{n}} \vec{F}(x) \cdot\left(u^{p / 2-1} \cdot \bar{u}^{p / 2} \cdot \nabla u+u^{p / 2} \bar{u}^{p / 2-1} \nabla \bar{u}\right) d x\right| \\
& \leq p \int_{\mathbb{R}^{n}}|\vec{F}(x)||u|^{p-1}|\nabla u| d x
\end{aligned}
$$

By using Hölder's inequality, we find that

$$
p \int_{\mathbb{R}^{n}}|\vec{F}(x)||u|^{p-1} \cdot|\nabla u| d x \leq p\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}}|u|^{p} d x\right)^{\frac{p-1}{p}} \cdot\left(\int_{\mathbb{R}^{n}}|\nabla u|^{p} d x\right)^{1 / p}
$$

and consequently
$\left.\left|\int_{\mathbb{R}^{n}} \operatorname{div} \vec{F}\right| u(x)\right|^{p} d x \left\lvert\, \leq p\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}}|u|^{p} d x\right)^{\frac{p-1}{p}} \cdot\left(\int_{\mathbb{R}^{n}}|\nabla u|^{p} d x\right)^{1 / p}\right.$.
Raising both sides to the power of $p$ and rearranging the inequality, we finally arrive at

$$
\int_{\mathbb{R}^{n}}|\nabla u|^{p} d x \geq \frac{1}{p^{p}} \frac{\left.\left.\left|\int_{\mathbb{R}^{n}}(\operatorname{div} \vec{F})\right| u(x)\right|^{p} d x\right|^{p}}{\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}} \cdot|u|^{p}\right)^{p-1}}
$$

Let now $A=\left(\int_{\mathbb{R}^{2}} \operatorname{div} \vec{F}|u(x)|^{p} d x\right)$ and $B=\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}} \cdot|u|^{p} d x\right)$. Since

$$
\frac{A^{p}}{B^{p-1}} \geq p A-(p-1) B
$$

we immediately obtain the following Corollary:
Corollary 2.2.2. For any $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash 0\right)$ and $p>1$ we have

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}|\nabla u|^{p} d x \\
& \quad \geq \frac{1}{p^{p}}\left[\left.\left.p \cdot\left|\int_{\mathbb{R}^{n}} \operatorname{div} \vec{F}\right| u(x)\right|^{p} d x\left|-(p-1) \int_{\mathbb{R}^{n}}\right| \vec{F}(x)\right|^{\frac{p}{p-1}}|u|^{p} d x\right] \tag{2.2.1}
\end{align*}
$$

### 2.3 Classical $L^{p}$-Hardy inequality

We first consider the case $p \neq 2$. Let $C \in \mathbb{R}$ be a real constant and assume that

$$
\vec{F}=C \nabla_{x}\left(|x|^{2-p}\right)
$$

Direct computations lead to

$$
\vec{F}=(2-p) C \frac{x}{|x|^{p}}
$$

and taking divergency of it gives

$$
\operatorname{div} \vec{F}=(2-p) C\left[\frac{n}{|x|^{p}}-p \sum_{j=1}^{n}\left(\frac{x_{j}^{2}}{|x|^{p+2}}\right)\right]=(2-p) C(n-p) \frac{1}{|x|^{p}}
$$

Note that

$$
|\vec{F}|=|C|\left(\sum_{j=1}^{n} \frac{x_{j}^{2}}{|x|^{2 p}}\right)^{1 / 2}=|C||2-p| \frac{1}{|x|^{p-1}}
$$

Then by using (2.2.1), we find

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}|\nabla u|^{p} d x \\
& \geq \frac{1}{p^{p}}\left[p|(n-p)(2-p)||C| \int_{\mathbb{R}^{2}} \frac{|u|^{p}}{|x|^{p}} d x-(p-1)|(2-p) C|^{\frac{p}{p-1}} \int_{\mathbb{R}^{n}} \frac{|u|^{p}}{|x|^{p}} d x\right] \\
& \quad=\frac{1}{p^{p}}\left(|C| p|(n-p)(2-p)|-(p-1)|(2-p) C|^{\frac{p}{p-1}}\right) \int_{\mathbb{R}^{n}} \frac{|u|^{p}}{|x|^{p}} d x
\end{aligned}
$$

Minimizing with respect to the constant $C$, we find that

$$
C=\frac{|n-p|^{p-1}}{|2-p|}
$$

and therefore

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}|\nabla u|^{p} d x \geq \frac{1}{p^{p}}\left(\frac{|n-p|^{p-1}}{|2-p|} p|(n-p)(2-p)|\right. \\
&\left.-(p-1)\left|(2-p) \frac{|n-p|^{p-1}}{|2-p|}\right|^{\frac{p}{p-1}}\right) \int_{\mathbb{R}^{n}} \frac{|u|^{p}}{|x|^{p}} d x \\
&=\left|\frac{n-p}{p}\right|^{p} \int_{\mathbb{R}^{n}} \frac{|u|^{p}}{|x|^{p}} d x
\end{aligned}
$$

This proves the well-known classical $L^{p}$-Hardy inequality in $\mathbb{R}^{n}$ for $p \neq 2$ :

$$
\int_{\mathbb{R}^{n}}|\nabla u|^{p} d x \geq\left|\frac{n-p}{p}\right|^{p} \int_{\mathbb{R}^{n}} \frac{|u|^{p}}{|x|^{p}} d x
$$

The case $p=2$ can be proved similarly by defining

$$
\vec{F}=C \nabla_{x} \log [x \mid
$$

Therefore, we obtain:
Theorem 2.3.1. For any $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash 0\right)$ and $0<p<\infty$ we have

$$
\int_{\mathbb{R}^{n}}|\nabla u|^{p} d x \geq\left|\frac{n-p}{p}\right|^{p} \int_{\mathbb{R}^{n}} \frac{|u|^{p}}{|x|^{p}} d x
$$

## $2.4 \quad L^{2}$-type Hardy inequality with magnetic fields

Here we shall reproduce the result obtained in [LW] for Laplacians with Aharonov-Bohm magnetic fields for the case 2.1.2):

$$
\vec{A}=\beta \frac{\left(-x_{2}, x_{1}\right)}{|x|^{2}}, \quad|x|^{2}=x_{1}^{2}+x_{2}^{2} .
$$

Theorem 2.4.1. Let $\beta \in \mathbb{R}$ and let $u \in C_{0}^{\infty}\left(\mathbb{R}^{2} \backslash 0\right)$. Then

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) u|^{2} d x \geq \min _{k \in \mathbb{Z}}(k-\beta)^{2} \int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}} d x \tag{2.4.1}
\end{equation*}
$$

Proof. Indeed, by using polar coordinates $(r, \theta)$, we have

$$
u(x)=\frac{1}{\sqrt{2 \pi}} \sum_{k} u_{k}(r) e^{i k \theta} .
$$

Therefore

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}|(\nabla+i \beta \vec{A}) u|^{2} d x=\int_{0}^{\infty} \int_{0}^{2 \pi}\left(\left|u_{r}^{\prime}\right|^{2}+\left|\frac{u_{\theta}^{\prime}+i \beta u}{r}\right|^{2}\right) r d \theta d r \\
& \geq \frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi}\left|\sum_{k} \frac{k+\beta}{r} u_{k} e^{i k \theta}\right|^{2} r d \theta d r \\
& =\int_{0}^{\infty} \sum_{k}\left|\frac{k+\beta}{r} u_{k}\right|^{2} r d \theta d r \\
& \quad \geq \min _{k \in \mathbb{Z}}(k+\beta)^{2} \int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}} d x .
\end{aligned}
$$

The proof is complete.
Remark 2.4.2. It is enough to prove the inequality (2.4.1) for

$$
-\frac{1}{2} \leq \beta \leq \frac{1}{2} .
$$

In this case it reduces (2.4.1) to

$$
\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) u|^{2} d x \geq \min _{k \in \mathbb{Z}} \beta^{2} \int_{\mathbb{R}^{2}} \frac{|u|^{2}}{|x|^{2}} d x .
$$

This is possible due to the standard procedure of gauging away the integer part of the magnetic field by simply substituting the function $u(x)$ in the quadratic form

$$
\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) u|^{2} d x
$$

by $u(x) \exp i k \theta$, where $\theta=x /|x|, k \in \mathbb{Z}$.

## $2.5 \quad L^{p}$-type Hardy inequality with magnetic fields

We first prove an auxiliary result similar to Lemma 2.2.1;
Let $\vec{F}$, as before, be a vector-function with values in $\mathbb{C}^{n}$ such that

$$
\vec{F}(x)=\left(F_{1}(x), F_{2}(x), \ldots, F_{n}(x)\right), \quad F_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash 0\right)
$$

and let

$$
\vec{A}(x)=\left(A_{1}(x), A_{2}(x), \ldots, A_{n}(x)\right), \quad A_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash 0\right)
$$

$j=1,2, \ldots, n$.
Lemma 2.5.1. For any $u \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ it holds that

$$
\|(\nabla+i \vec{A}) u\|_{L^{p}}+\|(\nabla+i \vec{A}) \bar{u}\|_{L^{p}} \geq \frac{2}{p} \frac{\left.\left|\int_{\mathbb{R}^{n}}((\nabla+i p \vec{A}) \cdot \vec{F})\right| u\right|^{p} \mid}{\left(\int_{\mathbb{R}^{n}}|\vec{F}|^{\frac{p}{p-1}}|u|^{p}\right)^{\frac{p-1}{p}}}
$$

Proof. The proof is very similar to the proof of Lemma 2.2.1. Indeed, by integrating by parts, we obtain

$$
\begin{align*}
& \left.\left|\int_{\mathbb{R}^{n}}((\nabla+i p \vec{A}) \cdot \vec{F})\right| u(x)\right|^{p} d x \mid \\
& =\left|\int_{\mathbb{R}^{n}} \vec{F}(x) \cdot\left((\nabla+i p \vec{A})|u(x)|^{p}\right) d x\right| \\
& =\left|\int_{\mathbb{R}^{n}} \vec{F}(x) \cdot\left((\nabla+i p \vec{A})\left(u^{p / 2} \bar{u}^{p / 2}\right)\right) d x\right| \\
& =\frac{p}{2}\left|\int_{\mathbb{R}^{n}} \vec{F}(x) \cdot\left(u^{p / 2-1} \bar{u}^{p / 2}(\nabla+i \vec{A}) u+u^{p / 2} \bar{u}^{p / 2-1}(\nabla+i \vec{A}) \bar{u}\right) d x\right| \\
& \quad \leq \frac{p}{2} \int_{\mathbb{R}^{n}}|\vec{F}(x)||u|^{p-1}(|(\nabla+i \vec{A}) u|+|(\nabla+i \vec{A}) \bar{u}|) d x . \tag{2.5.1}
\end{align*}
$$

By using Hölder's inequality, we find that

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}|\vec{F}(x)||u|^{p-1}|(\nabla+i \vec{A}) u| d x \\
& \leq\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}}|u|^{p} d x\right)^{\frac{p-1}{p}}\left(\int_{\mathbb{R}^{n}}|(\nabla+i \vec{A}) u|^{p} d x\right)^{1 / p}
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}|\vec{F}(x)| & |u|^{p-1}|(\nabla+i \vec{A}) \bar{u}| d x \\
& \leq\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}}|u|^{p} d x\right)^{\frac{p-1}{p}}\left(\int_{\mathbb{R}^{n}}|(\nabla+i \vec{A}) \bar{u}|^{p} d x\right)^{1 / p}
\end{aligned}
$$

Using (2.5.1), we obtain

$$
\frac{1}{p} \frac{\left.\left|\int_{\mathbb{R}^{n}}((\nabla+i \vec{A}) \cdot \vec{F})\right| u(x)\right|^{p} d x \mid}{\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}}|u|^{p} d x\right)^{\frac{p-1}{p}}} \leq\left(\int_{\mathbb{R}^{n}}|(\nabla+i \vec{A}) u|^{p} d x\right)^{1 / p}
$$

and respectively

$$
\frac{1}{p} \frac{\left.\left|\int_{\mathbb{R}^{n}}(\nabla+i \vec{A}) \cdot \vec{F}\right| u(x)\right|^{p} d x \mid}{\left(\int_{\mathbb{R}^{n}}|\vec{F}(x)|^{\frac{p}{p-1}}|u|^{p} d x\right)^{\frac{p-1}{p}}} \leq\left(\int_{\mathbb{R}^{n}}|(\nabla+i \vec{A}) \bar{u}|^{p} d x\right)^{1 / p}
$$

Adding the last two inequalities, we obtain the statement of the Lemma.

### 2.6 Proof of Theorem 2.1.1

Let $-1 / 2 \leq \beta \leq 1 / 2$. In order to prove Theorem 2.1.1, we apply Lemma 2.5.1 with $n=2$ and

$$
\vec{A}=\beta \frac{\left(-x_{2}, x_{1}\right)}{|x|^{2}}, \quad|x|^{2}=x_{1}^{2}+x_{2}^{2} .
$$

Let us choose $\vec{F}=\overrightarrow{\mathcal{F}}_{1}+\overrightarrow{\mathcal{F}}_{2}$ such that

$$
\overrightarrow{\mathcal{F}}_{1}(x)=c \frac{\left(x_{1}, x_{2}\right)}{|x|^{p}} \quad \text { and } \quad \overrightarrow{\mathcal{F}}_{2}(x)=-i \beta \frac{\left(-x_{2}, x_{1}\right)}{|x|^{p}},
$$

where $c \in \mathbb{R}$ is a real constant. Then clearly we have the following properties:

$$
\begin{gathered}
\overrightarrow{\mathcal{F}}_{1} \cdot \overrightarrow{\mathcal{F}}_{2}=0 \\
\nabla \cdot \overrightarrow{\mathcal{F}}_{1}(x)=c \frac{2-p}{|x|^{p}} \text { and } \quad \nabla \cdot \overrightarrow{\mathcal{F}}_{2}=0
\end{gathered}
$$

as well as

$$
|F|=\left|\overrightarrow{\mathcal{F}}_{1}+\overrightarrow{\mathcal{F}}_{2}\right|=\frac{\sqrt{c^{2}+\beta^{2}}}{|x|^{p-1}}
$$

Moreover, we also have

$$
\vec{A} \cdot \overrightarrow{\mathcal{F}}_{1}=0 \quad \text { and } \quad i \vec{A} \cdot \overrightarrow{\mathcal{F}}_{2}=\beta^{2} \frac{1}{|x|^{p}}
$$

Applying Lemma 2.5.1, we obtain

$$
\begin{gathered}
{\left[\left(\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) u|^{p} d x\right)^{1 / p}+\left(\int_{\mathbb{R}^{2}}|(\nabla+i \vec{A}) \bar{u}|^{p} d x\right)^{1 / p}\right]} \\
\geq \frac{2}{p} \frac{\left.\left|\int_{\mathbb{R}^{2}}(\nabla+i p \vec{A}) \cdot\left(\overrightarrow{\mathcal{F}}_{1}+\overrightarrow{\mathcal{F}}_{2}\right)\right| u\right|^{p} d x \mid}{\left(\int_{\mathbb{R}^{2}}\left|\overrightarrow{\mathcal{F}}_{1}+\overrightarrow{\mathcal{F}}_{2}\right|^{\frac{p}{p-1}}|u|^{p} d x\right)^{\frac{p-1}{p}}} \\
=\frac{2}{p} \frac{\left|\int_{\mathbb{R}^{2}}\left(c(2-p)+p \beta^{2}\right) \frac{|u|^{p}}{|x|^{p}} d x\right|}{\left(\int_{\mathbb{R}^{2}}\left(c^{2}+\beta^{2}\right)^{\frac{p}{2(p-1)}} \frac{|u|^{p}}{|x|^{p}} d x\right)^{\frac{p-1}{p}}} \\
=\frac{2}{p} \frac{\left|c(2-p)+p \beta^{2}\right|}{\left(c^{2}+\beta^{2}\right)^{1 / 2}}\left(\int_{\mathbb{R}^{2}} \frac{|u|^{p}}{|x|^{p}} d x\right)^{\frac{1}{p}}
\end{gathered}
$$

Maximizing the right hand side with respect to $c$, we find that

$$
c=\frac{2-p}{p}
$$

and therefore we finally obtain

$$
\begin{align*}
\|(\nabla+i \vec{A}) u\|_{L^{p}}+ & \|(\nabla+i \vec{A}) \bar{u}\|_{L^{p}} \\
& \geq \frac{2}{p}\left((2-p)^{2}+p^{2} \beta^{2}\right)^{1 / 2}\left(\int_{\mathbb{R}^{2}} \frac{|u|^{p}}{|x|^{p}} d x\right)^{\frac{1}{p}} \tag{2.6.1}
\end{align*}
$$

The proof is complete.

## 3. Hardy inequalities for a magnetic Grushin operator

We introduce a magnetic field for a Grushin sub-elliptic operator and then show that its quadratic form satisfies an improved Hardy inequality.

### 3.1 Introduction

The classical Hardy inequality states that if $d \geq 3$, then for any function $u$ such that $\nabla u \in L^{2}\left(\mathbb{R}^{d}\right)$ it holds that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|\nabla u(x)|^{2} d x \geq\left(\frac{d-2}{2}\right)^{2} \int_{\mathbb{R}^{d}} \frac{|u(x)|^{2}}{\mid x]^{2}} d x \tag{3.1.1}
\end{equation*}
$$

It is well known that the constant $(d-2)^{2} / 4$ in (3.1.1) is sharp but not achieved. The literature concerning different versions of Hardy inequalities and their applications is extensive and we are not able to cover it in this chapter. We just mention the classical paper of M. Sh. Birman [B], the article of E. B. Davies [D] and the book of V. Maz'ya (M].
Among many applications of the inequality (3.1.1) we would like to mention that this inequality together with the Schwarz inequality implies

$$
\left(\int_{\mathbb{R}^{d}}|x|^{2}|u(x)|^{2} d x\right)\left(\int_{\mathbb{R}^{d}}|\nabla u(x)|^{2} d x\right) \geq\left(\frac{d-2}{2}\right)^{2}\left(\int_{\mathbb{R}^{d}}|u(x)|^{2} d x\right)^{2}
$$

The latter takes particular symmetrical form, if in the second integral of the left hand side we use Parseval's formula for the Fourier transform $\hat{u}$ of the function $u$ :

$$
(2 \pi)^{d}\left(\int_{\mathbb{R}^{d}}|x|^{2}|u(x)|^{2} d x\right)\left(\int_{\mathbb{R}^{d}}\left[\left.\xi\right|^{2}|\hat{u}(\xi)|^{2} d \xi\right) \geq\left(\frac{d-2}{2}\right)^{2}\left(\int_{\mathbb{R}^{d}}|u(x)|^{2} d x\right)^{2}\right.
$$

This inequality expresses the Heisenberg uncertainty principle which states that a non-trivial $L^{2}$-function and its Fourier transform cannot simultaneously be very small near the origin.

The Hardy inequalities were also studied for some sub-elliptic operators, see for example papers [G], GL, A1, A2, [DGN, [NCH] and [K], and in particular for the sub-Laplacian on the Heisenberg group $\mathbb{H}$. The latter is the prime example of the non-commutative harmonic analysis and we refer to [Ste] for the background material.
Let us consider $\mathbb{H}$ as $\mathbb{R}^{3}$ with coordinates $(x, y, t)$ and the (non-commutative) multiplication $(x, y, t) \circ\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\left(x+x^{\prime}, y+y^{\prime}, t+t^{\prime}-2\left(x y^{\prime}-y x^{\prime}\right)\right)$. The vector fields

$$
X=\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}, \quad Y=\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}
$$

are left-invariant and the sub-Laplacian on $\mathbb{H}$ is given by

$$
\begin{equation*}
H=-X^{2}-Y^{2}=-\left(\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}\right)^{2}-\left(\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}\right)^{2} \tag{3.1.2}
\end{equation*}
$$

The quadratic form $h$ of the operator $H$ is defined by the equality

$$
\begin{equation*}
h[u]=\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d z d t \tag{3.1.3}
\end{equation*}
$$

Let $z=(x, y),|z|=\sqrt{x^{2}+y^{2}}$ and let us consider the so-called Kaplan distance function from $(z, t)$ to the origin, defined by

$$
d(z, t)=\left(|z|^{4}+t^{2}\right)^{1 / 4}
$$

The function $d$ is positively homogeneous with the property

$$
d\left(\lambda z, \lambda^{2} t\right)=\lambda d(z, t), \quad \lambda>0
$$

and it has a singularity at zero.
The Grushin operator (see [Gr]),

$$
\begin{equation*}
G=-\Delta_{z}-4|z|^{2} \partial_{t}^{2} \tag{3.1.4}
\end{equation*}
$$

gives another example of a sub-elliptic operator. Its quadratic form $g$ respectively equals

$$
\begin{equation*}
g[u]=\int_{\mathbb{R}^{3}}\left(\left|\nabla_{z} u\right|^{2}+4|z|^{2}\left|\partial_{t} u\right|^{2}\right) d z d t . \tag{3.1.5}
\end{equation*}
$$

For the forms (3.1.3) and (3.1.5) the following sharp Hardy inequalities were discussed in details in [G] and [GL]:

$$
\begin{equation*}
h[u]=\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d z d t \geq \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u|^{2} d z d t \tag{3.1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
g[u]=\int_{\mathbb{R}^{3}}\left(\left|\nabla_{z} u\right|^{2}+4|z|^{2}\left|\partial_{t} u\right|^{2}\right) d z d t \geq \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u|^{2} d z d t \tag{3.1.7}
\end{equation*}
$$

Inequalities (3.1.6) and (3.1.7) are related. Indeed, the operator $H$ defined in 3.1.2 could be rewritten in the form

$$
\begin{equation*}
H u=-\Delta_{z} u-4|z|^{2} \partial_{t}^{2}-4 \partial_{t} T u=G u-4 \partial_{t} T u \tag{3.1.8}
\end{equation*}
$$

where $T=y \partial_{x}-x \partial_{y}$. In particular, if $u(z, t)=u(|z|, t)$, then $T u=0$ and on this subclass of functions the inequalities (3.1.6) and (3.1.7) coincide. The classical Hardy inequality (3.1.1) becomes trivial for the two-dimensional case. In [LW] the authors have noticed that for some magnetic forms in two dimensions the Hardy inequality holds in its classical form. For example, if $\beta A$ is the Aharonov-Bohm magnetic field

$$
\beta A=\beta\left(\frac{-y}{x^{2}+y^{2}}, \frac{x}{x^{2}+y^{2}}\right), \quad \beta \in \mathbb{R}
$$

then

$$
\int_{\mathbb{R}^{2}}|(\nabla+i \beta A) u|^{2} d x d y \geq \min _{k}|k-\beta|^{2} \int_{\mathbb{R}^{2}} \frac{|u|^{2}}{x^{2}+y^{2}} d x d y
$$

Here the form in the left hand side is considered on the class of functions obtained by the closure from the class $C_{0}^{\infty}\left(\mathbb{R}^{2} \backslash 0\right)$ with respect to the metric defined by the form

$$
\int_{\mathbb{R}^{2}}\left(|\nabla u|^{2}+|x|^{-2}|u|^{2}\right) d x
$$

In this chapter we introduce a vector field for the Grushin operator $G$ defined in (3.1.4 and obtain an improvement of the Hardy inequality (3.1.7).

Let us first define the "Grushin vector field" as

$$
\nabla_{G}=\left(\partial_{x}, \partial_{y}, 2 x \partial_{t}, 2 y \partial_{t}\right)
$$

Clearly,

$$
G=-\left|\nabla_{G}\right|^{2}
$$

We now introduce a magnetic field as

$$
\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}\right)=\left(-\frac{\partial_{y} d}{d}, \frac{\partial_{x} d}{d},-2 y \frac{\partial_{t} d}{d}, 2 x \frac{\partial_{t} d}{d}\right)
$$

Then the magnetic Grushin operator with the magnetic field $\mathcal{A}$ and $\beta \in \mathbb{R}$ could be defined as

$$
\begin{equation*}
G_{\mathcal{A}}=-\left(\nabla_{G}+i \beta \mathcal{A}\right)^{2} \tag{3.1.9}
\end{equation*}
$$

Our main result is the following Theorem:
Theorem 3.1.1. Assume that $-1 / 2 \leq \beta \leq 1 / 2$. Then for the quadratic form of the magnetic Grushin operator (3.1.9) we have the following Hardy inequality:

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left|\left(\nabla_{G_{0}}+i \beta \mathcal{A}\right) u\right|^{2} d z d t \geq\left(1+\beta^{2}\right) \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u|^{2} d z d t \tag{3.1.10}
\end{equation*}
$$

Concluding the text of the introduction, we would like to make some remarks concerning open questions related to sub-elliptic operators.

Remark 3.1.2. It would be interesting to prove a similar result for the Heisenberg quadratic form. To us it is not clear which would be a suitable version of the magnetic field for this case.

Remark 3.1.3. To our knowledge, the definitions of the Grushin and Heisenberg Laplacians with constant magnetic fields are unknown. It would be interesting to define such operators and to study their spectrum, possibly identifying the notion of Landau-type levels.

Remark 3.1.4. For a multi-dimensional harmonic oscillator we have natural creation and annihilation operators. It would be interesting to define "harmonic oscillators" with Heisenberg and Grushin operators and respectively related creation and annihilation operators.

Remark 3.1.5. The results of this chapter were published in [AerL].

### 3.2 Simple proofs of Hardy inequalities for Heisenberg and Grushin operators

For the sake of completeness we present here simple proofs of the inequalities 3.1.6 and 3.1.7.

Proposition 3.2.1. For any function $u$ for which $h[u]<\infty$ the following inequality holds true:

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d z d t \geq \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u|^{2} d z d t \tag{3.2.1}
\end{equation*}
$$

Proof. It is enough to prove (3.2.1) for functions $u \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$. Let us consider the following non-negative expression

$$
I=\int_{\mathbb{R}^{3}}\left|\left(X+\alpha \frac{X d}{d}\right) u\right|^{2} d z d t+\int_{\mathbb{R}^{3}}\left|\left(Y+\alpha \frac{Y d}{d}\right) u\right|^{2} d z d t
$$

where $\alpha \in \mathbb{R}$.
Clearly,

$$
d(z, t)^{-1} X d(z, t)=\frac{x|z|^{2}+y t}{d^{4}(z, t)}, \quad d(z, t)^{-1} Y d(z, t)=\frac{y|z|^{2}-x t}{d^{4}(z, t)}
$$

We look at

$$
\begin{aligned}
0 \leq I=\int_{\mathbb{R}^{3}}\left[\left(X+\alpha \frac{X d}{d}\right)\right. & u\left(X+\alpha \frac{X d}{d}\right) \bar{u} \\
& \left.+\left(Y+\alpha \frac{Y d}{d}\right) u\left(Y+\alpha \frac{Y d}{d}\right) \bar{u}\right] d x d y d t
\end{aligned}
$$

Opening brackets, we find that

$$
\begin{align*}
& I=\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d x d y d t \\
&+\int_{\mathbb{R}^{3}} X u \alpha \frac{X d}{d} \bar{u} d x d y d t+\int_{\mathbb{R}^{3}} \alpha \frac{X d}{d} u X \bar{u} d x d y d t \\
&+\int_{\mathbb{R}^{3}} Y u \alpha \frac{Y d}{d} \bar{u} d x d y d t+\int_{\mathbb{R}^{3}} \alpha \frac{Y d}{d} u Y \bar{u} d x d y d t \\
&+\alpha^{2} \int_{\mathbb{R}^{3}}\left|\frac{X d}{d} u\right|^{2} d x d y d t+\alpha^{2} \int_{\mathbb{R}^{3}}\left|\frac{Y d}{d} u\right|^{2} d x d y d t \tag{3.2.2}
\end{align*}
$$

Integrating by parts leads to

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} X u \alpha & \frac{X d}{d} \bar{u} d x d y d t+\int_{\mathbb{R}^{3}} \alpha \frac{X d}{d} u X \bar{u} d x d y d t \\
& \quad+\int_{\mathbb{R}^{3}} Y u \alpha \frac{Y d}{d} \bar{u} d x d y d t+\int_{\mathbb{R}^{3}} \alpha \frac{Y d}{d} u Y \bar{u} d x d y d t \\
=-\alpha \int_{\mathbb{R}^{3}} & {\left[u\left(X\left(\frac{X d}{d}\right)\right) \bar{u}+u \frac{X d}{d} X \bar{u}\right] d x d y d t+\alpha \int_{\mathbb{R}^{3}} \frac{X d}{d} u X \bar{u} d x d y d t } \\
+\alpha \int_{\mathbb{R}^{3}} & {\left[u\left(Y\left(\frac{Y d}{d}\right)\right) \bar{u}+u \frac{Y d}{d} Y \bar{u}\right] d x d y d t+\alpha \int_{\mathbb{R}^{3}} \frac{Y d}{d} u Y \bar{u} d x d y d t } \\
= & -\alpha \int_{\mathbb{R}^{3}} X\left(\frac{X d}{d}\right)|u|^{2} d x d y d t-\alpha \int_{\mathbb{R}^{3}} Y\left(\frac{Y d}{d}\right)|u|^{2} d x d y d t
\end{aligned}
$$

and therefore 3.2 .2 becomes

$$
\begin{aligned}
& I=\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d z d t-\alpha \int_{\mathbb{R}^{3}}\left(X \frac{X d}{d}+Y \frac{Y d}{d}\right)|u|^{2} d z d t \\
&+\alpha^{2} \int_{\mathbb{R}^{3}}\left(\left(\frac{X d}{d}\right)^{2}+\left(\frac{Y d}{d}\right)^{2}\right)|u|^{2} d z d t \geq 0
\end{aligned}
$$

Splitting the computation into three parts, gives at first that

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}}\left(\left|\frac{X d}{d} u\right|^{2}+\left|\frac{Y d}{d} u\right|^{2}\right) d x d y d t \\
& =\int_{\mathbb{R}^{3}}\left(\left(\frac{\left(\left(x^{2}+y^{2}\right) x+y t\right)^{2}+\left(\left(x^{2}+y^{2}\right) y-x t\right)^{2}}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}\right)|u|^{2}\right) d x d y d t \\
& =\int_{\mathbb{R}^{3}}\left(\left(\frac{\left(x^{2}+y^{2}\right)^{2}\left(x^{2}+y^{2}\right)+t^{2}\left(x^{2}+y^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}\right)|u|^{2}\right) d x d y d t \\
& =\int_{\mathbb{R}^{3}}\left(\frac{\left(x^{2}+y^{2}\right)\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}|u|^{2}\right) d x d y d t \\
& =\int_{\mathbb{R}^{3}}\left(\frac{x^{2}+y^{2}}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}|u|^{2}\right) d x d y d t .
\end{aligned}
$$

Next we have that

$$
\begin{aligned}
-\alpha \int_{\mathbb{R}^{3}} & \left(X \frac{X d}{d}+Y \frac{Y d}{d}\right)|u|^{2} d z d t \\
=-\alpha \int & \left(\left(\partial_{x}+2 y \partial_{t}\right)\left(\frac{\left(x^{2}+y^{2}\right) x+y t}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}\right)|u|^{2}\right) d x d y d t \\
& \quad-\alpha \int\left(\left(\partial_{y}-2 x \partial_{t}\right)\left(\frac{\left(x^{2}+y^{2}\right) y-x t}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}\right)|u|^{2}\right) d x d y d t
\end{aligned}
$$

where

$$
\begin{aligned}
& -\partial_{x}\left(\frac{\left(x^{2}+y^{2}\right) x+y t}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}\right)-\partial_{y}\left(\frac{\left(x^{2}+y^{2}\right) y-x t}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}\right) \\
& =-\frac{t^{2}\left(x^{2}+3 y^{2}+y^{2}+3 x^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}=-\frac{t^{2}\left(4 x^{2}+4 y^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}} \\
& =\frac{-4\left(x^{2}+y^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
& -2 y \partial_{t}\left(\frac{\left(x^{2}+y^{2}\right) x+y t}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}\right)+2 x \partial_{t}\left(\frac{\left(x^{2}+y^{2}\right) y-x t}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}\right) \\
& =\frac{-2 y^{2}\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}+\frac{2 y \cdot 2 t\left(\left(x^{2}+y^{2}\right) x+y t\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}} \\
& +\frac{\left(-2 x^{2}\right)\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}-\frac{2 x \cdot 2 t\left(\left(x^{2}+y^{2}\right) y-x t\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}} \\
& =\frac{-2 y^{2}\left(x^{2}+y^{2}\right)^{2}-2 y^{2} t^{2}+4 y^{2} t^{2}-2 x^{2}\left(x^{2}+y^{2}\right)-2 x^{2} t^{2}+4 x^{2} t^{2}}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}} \\
& \frac{-2\left(x^{2}+y^{2}\right)\left(x^{2}+y^{2}\right)^{2}+2 t^{2}\left(x^{2}+y^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}
\end{aligned}
$$

It holds then that

$$
\begin{gathered}
-\alpha \int\left(\partial_{x}+2 y \partial_{t}\right)\left(\frac{\left(x^{2}+y^{2}\right) x+y t}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}\right) \\
+\left(\partial_{y}-2 x \partial_{t}\right)\left(\frac{\left(x^{2}+y^{2}\right) y-x t}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}\right)|u|^{2} d x d y d t \\
=-\alpha \int \frac{2\left(x^{2}+y^{2}\right)\left(x^{2}+y^{2}\right)^{2}-2 t^{2}\left(x^{2}+y^{2}\right)+4 t^{2}\left(x^{2}+y^{2}\right)}{\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{2}}|u|^{2} d x d y d t \\
=-2 \alpha \int \frac{x^{2}+y^{2}}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}|u|^{2} d x d y d t
\end{gathered}
$$

In conclusion we get that

$$
\begin{aligned}
& 0 \leq \int\left[\left(X+\alpha \frac{X d}{d h}\right) u\left(X+\alpha \frac{X d}{d h}\right) \bar{u}\right. \\
& \left.\quad+\left(Y+\alpha \frac{Y d}{d h}\right) u\left(Y+\alpha \frac{Y d}{d h}\right) \bar{u}\right] d x d y d t \\
& =\int\left(|X u|^{2}+|Y u|^{2}+\alpha^{2} \frac{x^{2}+y^{2}}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}|u|^{2}-2 \alpha \frac{x^{2}+y^{2}}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}|u|^{2}\right) d x d y d t
\end{aligned}
$$

and by choosing $\alpha=1$, we get that

$$
\begin{aligned}
\int\left(|X u|^{2}+|Y u|^{2}-\right. & \left.\frac{x^{2}+y^{2}}{\left(x^{2}+y^{2}\right)^{2}+t^{2}}|u|^{2}\right) d x d y d t \\
& =\int\left(|X u|^{2}+|Y u|^{2}-\frac{|z|^{2}}{d^{4}}|u|^{2}\right) d x d y d t \geq 0
\end{aligned}
$$

Hence, we finally obtain

$$
h[u]=\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d z d t \geq \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u|^{2} d z d t
$$

Proposition 3.2.2. For any function $u$ such that $g[u]<\infty$ we have

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left(\left|\nabla_{z} u\right|^{2}+4|z|^{2}\left|\partial_{t} u\right|^{2}\right) d z d t \geq \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{4}}|u(z, t)|^{2} d z d t . \tag{3.2.3}
\end{equation*}
$$

Proof. Let us first notice that by introducing polar coordinates $x=r \cos \varphi, y=r \sin \varphi$ and $r=|z|$, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}}\left(\left|\nabla_{z} u\right|^{2}+4|z|^{2}\left|\partial_{t} u\right|^{2}\right) d z d t= \\
& \qquad \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+r^{-2}\left|\partial_{\varphi} u\right|^{2}+4 r^{2}\left|\partial_{t} u\right|^{2}\right) r d r d \varphi d t \\
& \quad \geq \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+4 r^{2}\left|\partial_{t} u\right|^{2}\right) r d r d \varphi d t
\end{aligned}
$$

So the proof is reduced to the inequality

$$
\int_{-\infty}^{\infty} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+4 r^{2}\left|\partial_{t} u\right|^{2}\right) r d r d t \geq \int_{-\infty}^{\infty} \int_{0}^{\infty} \frac{r^{2}}{r^{4}+t^{2}}|u|^{2} r d r d t
$$

Let $d=d(r, t)=\left(r^{4}+t^{2}\right)^{1 / 4}$. Then simple computation, in which we integrate by parts, gives

$$
\begin{gathered}
\int_{-\infty}^{\infty} \int_{0}^{\infty}\left(\left|\left(\partial_{r}+\alpha \frac{\partial_{r} d}{d}\right) u\right|^{2}+4 r^{2}\left|\left(\partial_{t}+\alpha \frac{\partial_{t} d}{d}\right) u\right|^{2}\right) r d r d t \\
=\int_{-\infty}^{\infty} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+4 r^{2}\left|\partial_{t} u\right|^{2}\right) r d r d t \\
\quad-\int_{-\infty}^{\infty} \int_{0}^{\infty}\left(6 \alpha \frac{r^{2}}{d^{4}}-4 \alpha \frac{r^{6}+r^{2} t^{2}}{d^{8}}-\alpha^{2} \frac{r^{6}+r^{2} t^{2}}{d^{8}}\right)|u|^{2} r d r d t \\
=\int_{-\infty}^{\infty} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+4 r^{2}\left|\partial_{t} u\right|^{2}\right) r d r d t-\int_{-\infty}^{\infty} \int_{0}^{\infty}\left(2 \alpha-\alpha^{2}\right) \frac{r^{2}}{d^{4}}|u|^{2} r d r d t
\end{gathered}
$$

We now complete the proof by substituting $\alpha=1$.

### 3.3 Proof of Theorem 3.1.1

Proof. Let us now consider

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}}\left|\left(\nabla_{G_{0}}+i \beta \mathcal{A}\right) u\right|^{2} d z d t \\
& \quad=\int\left(\left|\left(\partial_{x}-i \beta \frac{\partial_{y} d}{d}\right) u\right|^{2}+\left|\left(\partial_{y}+i \beta \frac{\partial_{x} d}{d}\right) u\right|^{2}\right) d x d y d t \\
& +\int\left(\left|\left(2 x \partial_{t}-2 i \beta y \frac{\partial_{t} d}{d}\right) u\right|^{2}+\left|\left(2 y \partial_{t}+2 i \beta x \frac{\partial_{t} d}{d}\right) u\right|^{2}\right) d x d y d t .
\end{aligned}
$$

We introduce polar coordinates for the $z$-plane:

$$
r=\sqrt{x^{2}+y^{2}}, \quad \frac{x}{r}=\cos \varphi \quad \text { and } \quad \frac{y}{r}=\sin \varphi
$$

so that

$$
\frac{\partial \varphi}{\partial x}=-\frac{y}{r^{2}}, \quad \frac{\partial \varphi}{\partial y}=\frac{x}{r^{2}}, \quad \partial_{x}=\cos \varphi \frac{\partial}{\partial r}-\frac{y}{r^{2}} \frac{\partial}{\partial \varphi} \quad \text { and } \quad \partial_{y}=\sin \varphi \frac{\partial}{\partial r}+\frac{x}{r^{2}} \frac{\partial}{\partial \varphi}
$$

As before, the distance function is the Kaplan function defined by $d=\left(r^{4}+t^{2}\right)^{1 / 4}$. We also have

$$
\frac{\partial_{y} d}{d}=\frac{r^{3} \sin \varphi}{r^{4}+t^{2}}, \quad \frac{\partial_{x} d}{d}=\frac{r^{3} \cos \varphi}{r^{4}+t^{2}}
$$

and

$$
2 y \frac{\partial_{t} d}{d}=\frac{y t}{r^{4}+t^{2}}, \quad 2 x \frac{\partial_{t} d}{d}=\frac{x t}{r^{4}+t^{2}} .
$$

Let us split the quadratic form into two integrals:

$$
\int_{\mathbb{R}^{3}}\left|\left(\nabla_{G_{0}}+i \beta \mathcal{A}\right) u\right|^{2} d z d t=I_{1}+I_{2}
$$

where

$$
\begin{align*}
I_{1}= & \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\left(\cos \varphi \partial_{r}-\frac{\sin \varphi}{r} \partial_{\varphi}-i \beta \frac{r^{3} \sin \varphi}{r^{4}+t^{2}}\right) u\right|^{2}\right. \\
& \left.+\left|\left(\sin \varphi \partial_{r}+\frac{\cos \varphi}{r} \partial_{\varphi}+i \beta \frac{r^{3} \cos \varphi}{r^{4}+t^{2}}\right) u\right|^{2}\right) r d r d \varphi d t \tag{3.3.1}
\end{align*}
$$

and

$$
\begin{align*}
I_{2}=\int_{-\infty}^{\infty} \int_{0}^{2 \pi} & \int_{0}^{\infty}\left(\left|\left(2 \cos \varphi r \partial_{t}-i \beta \sin \varphi \frac{r t}{r^{4}+t^{2}}\right) u\right|^{2}\right. \\
& \left.+\left|\left(2 \sin \varphi r \partial_{t}+i \beta \cos \varphi \frac{r t}{r^{4}+t^{2}}\right) u\right|^{2}\right) r d r d \varphi d t \tag{3.3.2}
\end{align*}
$$

Computation of (3.3.1) gives

$$
\begin{aligned}
I_{1} & =\int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\left(\cos \varphi \partial_{r}-\frac{\sin \varphi}{r} \cdot\left(\partial_{\varphi}+i \beta \frac{r^{4}}{r^{4}+t^{2}}\right)\right) u\right|^{2}\right. \\
& \left.\cdot\left|\left(-\cos \varphi \partial_{r}+\frac{\sin \varphi}{r}\left(\partial_{\varphi}+i \beta \frac{r^{4}}{r^{4}+t^{2}}\right)\right) \bar{u}\right|^{2}\right) \\
& +\int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\left(\sin \varphi \partial_{r}+\frac{\cos \varphi}{r}\left(\partial_{\varphi}+i \beta \frac{r^{4}}{r^{4}+-t^{2}}\right)\right) u\right|^{2}\right. \\
& \left.\cdot\left|\left(-\sin \varphi \partial_{r}-\frac{\cos \varphi}{r}\left(\partial_{\varphi}+i \beta \frac{r^{4}}{r^{4}+t^{2}}\right)\right) \bar{u}\right|^{2}\right) r d r d \varphi d t \\
& =\int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+\frac{1}{r^{2}}\left|\partial_{\varphi} u+i \beta \frac{r^{4}}{r^{4}+t^{2}} u\right|^{2}\right) r d r d \varphi d t
\end{aligned}
$$

Let us represent $u$ via Fourier series

$$
u(r, \varphi, t)=\sum_{k=-\infty}^{\infty} u_{k}(r, t) \frac{e^{i k \varphi}}{\sqrt{2 \pi}}
$$

and thus

$$
\partial_{\varphi} u(r, \varphi, t)=\sum_{k=-\infty}^{\infty} i k u_{k}(r, t) \frac{e^{i k \varphi}}{\sqrt{2 \pi}}
$$

Then, since $-1 / 2 \leq \beta \leq 1 / 2$, we find that

$$
\begin{aligned}
\left.\frac{1}{r^{2}} \int_{0}^{2 \pi} \right\rvert\, \partial_{\varphi} u+ & \left.i \beta \frac{r^{4}}{r^{4}+t^{2}} u\right|^{2} d \varphi=\frac{2 \pi}{r^{2}} \sum_{k}\left(k+\beta \frac{r^{4}}{r^{4}+t^{2}}\right)^{2}\left|u_{k}\right|^{2} \\
& \geq \frac{2 \pi}{r^{2}} \min _{k}\left(k+\beta \frac{r^{4}}{r^{4}+t^{2}}\right)^{2} \sum_{k}\left|u_{k}\right|^{2} \\
& =\frac{1}{r^{2}} \min _{k}\left(k+\beta \frac{r^{4}}{r^{4}+t^{2}}\right)^{2} \int_{0}^{2 \pi}|u|^{2} d \varphi \\
& =\beta^{2} \frac{r^{6}}{\left(r^{4}+t^{2}\right)^{2}} \int_{0}^{2 \pi}|u|^{2} d \varphi
\end{aligned}
$$

because the minimum is reached when $k=0$. Hence

$$
I_{1} \geq \beta^{2} \frac{r^{6}}{\left(r^{4}+t^{2}\right)^{2}} \int_{0}^{2 \pi}|u|^{2} d \varphi
$$

Computing (3.3.2) gives that

$$
I_{2}=\int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(4 r^{2}\left|\partial_{t} u\right|^{2}+\beta^{2} \frac{r^{2} t^{2}}{\left(r^{4}+t^{2}\right)^{2}}|u|^{2}\right) r d r d \varphi d t
$$

Putting $I_{1}$ and $I_{2}$ together gives

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}}\left(\left|\left(\nabla_{G_{0}}+i \beta \mathcal{A}\right) u\right|^{2}\right) d z d t \\
& \qquad \geq \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+4 r^{2}\left|\partial_{t} u\right|^{2}\right) r d r d \varphi d t \\
& \\
& \quad+\beta^{2} \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty} \frac{r^{2}\left(r^{4}+t^{2}\right)}{\left(r^{4}+t^{2}\right)^{2}}|u|^{2} r d r d \varphi d t
\end{aligned}
$$

which then yields

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}}\left(\left|\left(\nabla_{G_{0}}+i \beta \mathcal{A}\right) u\right|^{2}\right) d z d t \\
& \qquad \geq \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+4 r^{2}\left|\partial_{t} u\right|^{2}\right) r d r d \varphi d t \\
& \\
& \\
&
\end{aligned}
$$

Applying Proposition 3.2 .2 to the first integral of the right hand side gives

$$
\int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\left|\partial_{r} u\right|^{2}+4 r^{2}\left|\partial_{t} u\right|^{2}\right) r d r d \varphi d t \geq \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty} \frac{r^{2}|u|^{2}}{r^{4}+t^{2}} r d r d \varphi d t
$$

which leads to the final conclusion

$$
\int_{\mathbb{R}^{3}}\left(\left|\left(\nabla_{G_{0}}+i \beta \mathcal{A}\right) u\right|^{2}\right) d z d t \geq\left(1+\beta^{2}\right) \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{z^{4}+t^{2}} d z d t
$$

and that completes the proof.

## 4. $L^{p}$-Hardy inequalities for sub-elliptic operators

In this chapter we establish an $L^{p}$-Hardy inequality related to Grushin operators with a magnetic field introduced in the previous chapter.

### 4.1 Introduction

In this chapter we shall extend the results obtained in chapter 3 to $L^{p}$ classes of functions. As in the previous chapter, we consider the Heisenberg-Hörmander Laplacian

$$
\begin{equation*}
H=-X^{2}-Y^{2}=-\left(\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}\right)^{2}-\left(\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}\right)^{2} \tag{4.1.1}
\end{equation*}
$$

with $X$ and $Y$ defined by

$$
X=\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}, \quad Y=\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}
$$

Let us define the Grushin vector-field as

$$
\begin{equation*}
\nabla_{G}=\left(\partial_{x}, \partial_{y}, 2 x \partial_{t}, 2 y \partial_{t}\right) \tag{4.1.2}
\end{equation*}
$$

Then we have

$$
G=-\left|\nabla_{G}\right|^{2}
$$

where $G$ is the Grushin operator

$$
\begin{equation*}
G=-\Delta_{z}-4|z|^{2} \partial_{t}^{2} \tag{4.1.3}
\end{equation*}
$$

Here we denote $z$ by $z=(x, y)$ and $|z|=\sqrt{x^{2}+y^{2}}$.
Let $1<p<\infty$. Then the $L^{p}$-quadratic forms for the operators $H$ and $G$ are

$$
\begin{equation*}
h_{p}[u]=\int_{\mathbb{R}^{3}}|(X u, Y u)|^{p} d z d t \tag{4.1.4}
\end{equation*}
$$

where $|(X u, Y u)|=\sqrt{|X u|^{2}+|Y u|^{2}}$, and

$$
\begin{equation*}
g_{p}[u]=\int_{\mathbb{R}^{3}}\left|\nabla_{G} u\right|^{p} d z d t \tag{4.1.5}
\end{equation*}
$$

respectively.
Let us introduce the Kaplan distance function from $(z, t)$ to the origin

$$
d(z, t)=\left(|z|^{4}+t^{2}\right)^{1 / 4}
$$

The function $d$ is positively homogeneous with the property

$$
d\left(\lambda z, \lambda^{2} t\right)=\lambda d(z, t), \quad \lambda>0
$$

and it has a singularity at zero.
For the $p$-forms $h_{p}[u]$ and $g_{p}[u]$ the following Hardy-type inequalities hold true for functions $u \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ :

$$
\begin{equation*}
h_{p}[u] \geq \frac{|4-p|^{p}}{p^{p}} \int_{\mathbb{R}^{3}} \frac{|z|^{p}}{d^{2 p}}|u|^{p} d z d t \tag{4.1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{p}[u] \geq \frac{|4-p|^{p}}{p^{p}} \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{2 p}}|u(z, t)|^{p} d z d t \tag{4.1.7}
\end{equation*}
$$

Remark 4.1.1. The Hardy constant $|4-p|^{p} p^{-p}$ for the HeisenbergHörmander Laplacian and for the Grushin operators is the same. This could be explained by the fact that the operator $H$ defined in 4.1.1) could be rewritten in the form

$$
H u=-\Delta_{z} u-4|z|^{2} \partial_{t}^{2}-4 \partial_{t} T u=G u-4 \partial_{t} T u
$$

where $T=y \partial_{x}-x \partial_{y}$. In particular, if $u(z, t)=u(|z|, t)$, then $T u=0$ and on this subclass of functions the inequalities 4.1.6 and 4.1.7) coincide.

Remark 4.1.2. One can show that the constant $|4-p|^{p} p^{-p}$ is sharp but not achieved.

The main result of this chapter is an $L^{p}$-version of Theorem 3.1.1 from chapter 3. Let us define

$$
\begin{equation*}
\overrightarrow{\mathcal{A}}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}\right)=\left(-\frac{\partial_{y} d}{d}, \frac{\partial_{x} d}{d},-2 y \frac{\partial_{t} d}{d}, 2 x \frac{\partial_{t} d}{d}\right) \tag{4.1.8}
\end{equation*}
$$

Then the magnetic Grushin operator with the magnetic field $\mathcal{A}$ and with the "flux" $\beta \in \mathbb{R}$ could be defined as

$$
\begin{equation*}
G_{\mathcal{A}}=-\left(\nabla_{G}+i \beta \mathcal{A}\right)^{2} \tag{4.1.9}
\end{equation*}
$$

We shall prove the following statement:

Theorem 4.1.3. Let $1<p<\infty$ and let us assume that $-1 / 2 \leq \beta \leq 1 / 2$. Then for the quadratic form of the magnetic Grushin operator (4.1.9) we have the following Hardy inequality:

$$
\begin{aligned}
& \frac{2}{p} \sqrt{(4-p)^{2}+p^{2} \beta^{2}} \int_{\mathbb{R}^{3}}|u|^{p} \frac{|z|^{p}}{d^{2 p}} d z d t \\
& \quad \leq\left\|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right\|_{p}+\left\|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right\|_{p}
\end{aligned}
$$

Remark 4.1.4. The main aim of this result is to show that by introducing the magnetic field (4.1.8), we improve the constant in the respective Hardy inequality. Note that if $\beta=0$, then this inequality coincides with 4.1.7) and if $p=2$, then we obtain the statement of Theorem 3.1.1 in chapter 3.

## 4.2 $\quad L^{p}$-Hardy inequalities for the Heisenberg-Hörmander Laplacian

The following result has been obtained in L. D'Ambrosio in [A1]. We shall present its proof for the sake of completeness. Note that if $p=2$, then this result coincides with Proposition 3.2.1 from chapter 3. Its proof is given with a slightly different techniques.

Proposition 4.2.1. For any function $u \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ we have

$$
\begin{equation*}
h_{p}[u] \geq \frac{|4-p|^{p}}{p^{p}} \int_{\mathbb{R}^{3}} \frac{|z|^{p}}{d^{2 p}}|u|^{p} d z d t \tag{4.2.1}
\end{equation*}
$$

In order to prove this result we introduce the matrix

$$
\sigma=\left(\begin{array}{ccc}
1 & 0 & 2 y \\
0 & 1 & -2 x
\end{array}\right)
$$

Then

$$
\sigma^{T} \sigma=\left(\begin{array}{ccc}
1 & 0 & 2 y \\
0 & 1 & -2 x \\
2 y & -2 x & 4 x^{2}+4 y^{2}
\end{array}\right)
$$

and we define

$$
\operatorname{div}_{H} \vec{F}=\operatorname{div} \cdot \sigma^{T} \sigma \vec{F}
$$

where div is the standard divergency in $\mathbb{R}^{3}$ :

$$
\operatorname{div} \vec{L}=\partial_{x} L_{1}+\partial_{y} L_{2}+\partial_{t} L_{3}, \vec{L}=\left(L_{1}, L_{2}, L_{3}\right)
$$

Note that

$$
\nabla_{H}=(X, Y)^{T}=\sigma \nabla=\binom{\partial_{x}+2 y \partial_{t}}{\partial_{y}-2 x \partial_{t}}
$$

where $\nabla=\left(\partial_{x}, \partial_{y}, \partial_{t}\right)^{T}$.
Lemma 4.2.2. Let $\vec{F}=\left(F_{1}, F_{2}, F_{3}\right)$ be a vector-function such that $\vec{F} \in C^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ and let $u \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$. If $p>1$ and if $\operatorname{div}_{H} \vec{F}$ is either non-negative or non-positive, then

$$
\frac{1}{p^{p}} \int_{\mathbb{R}^{3}}|u|^{p}\left|\operatorname{div}_{H} \vec{F}\right| d z d t \leq \int_{\mathbb{R}^{3}}|\sigma \vec{F}|^{p}\left|\operatorname{div}_{H} \vec{F}\right|^{-(p-1)}|(X u, Y u)|^{p} d z d t
$$

Proof. The proof follows from the following simple series of inequalities including the Hölder inequality:

$$
\begin{gathered}
\left.\left|\int_{\mathbb{R}^{3}}\right| u\right|^{p} \operatorname{div}_{H} \vec{F} d z d t\left|=\left|\int_{\mathbb{R}^{3}}\right| u\right|^{p} \operatorname{div}\left(\sigma^{T} \sigma \vec{F}\right) d z d t \mid \\
=\left|\int_{\mathbb{R}^{3}}\left(\sigma \nabla|u|^{p}\right)(\sigma \vec{F}) d z d t\right| \leq p \int_{\mathbb{R}^{3}}|u|^{p-1}\left|\nabla_{H} u\right||\sigma \vec{F}| d z d t \\
=p \int_{\mathbb{R}^{3}}|u|^{p-1}\left|\operatorname{div}_{H} \vec{F}\right|^{(p-1) / p} \frac{1}{\left|\operatorname{div}_{H} \vec{F}\right|^{(p-1) / p}}\left|\nabla_{H} u\right||\sigma \vec{F}| d z d t \\
\leq p\left(\int_{\mathbb{R}^{3}}|u|^{p}\left|\operatorname{div}_{H} \vec{F}\right| d z d t\right)^{(p-1) / p}\left(\int_{\mathbb{R}^{3}} \frac{|\sigma \vec{F}|^{p}}{\left|\operatorname{div}_{H} \vec{F}\right|^{p-1}}\left|\nabla_{H} u\right|^{p} d z d t\right)^{1 / p}
\end{gathered}
$$

We are now ready to prove Proposition 4.2.1;
Proof. Let us introduce the vector-function

$$
\vec{F}=\frac{1}{d^{2 p}}\left(x|z|^{p}, y|z|^{p}, t|z|^{p-2} / 2\right)^{T}
$$

where $d=\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{1 / 4}$ is the Kaplan distance to the origin and $|z|=\sqrt{x^{2}+y^{2}}$. Then

$$
\operatorname{div} \sigma^{T} \sigma \vec{F}=\operatorname{div} \frac{1}{d^{2 p}}\left(\begin{array}{c}
x|z|^{p}+y t|z|^{p-2} \\
y|z|^{p}-x t|z|^{p-2} \\
2 t|z|^{p}
\end{array}\right)
$$

We compute the latter expression by careful computation of each term:

$$
\begin{aligned}
& \begin{aligned}
\partial_{x}\left(\frac { 1 } { d ^ { 2 p } } \left(x|z|^{p}+\right.\right. & \left.\left.y t|z|^{p-2}\right)\right) \\
= & \frac{1}{d^{2 p+4}}\left(-2 p x|z|^{2}\left(x|z|^{p}+y t|z|^{p-2}\right)\right.
\end{aligned} \\
& \left.\quad+\left(|z|^{4}+t^{2}\right)\left(|z|^{p}+p x^{2}|z|^{p-2}+y t(p-2) x|z|^{p-2}\right)\right) \\
& \begin{aligned}
\partial_{y}\left(\frac { 1 } { d ^ { 2 p } } \left(x|z|^{p}-\right.\right. & \left.\left.x t|z|^{p-2}\right)\right)
\end{aligned} \\
& =\frac{1}{d^{2 p+4}}\left(-2 p y|z|^{2}\left(y|z|^{p}-x t|z|^{p-2}\right)\right. \\
& \\
& \left.\quad+\left(|z|^{4}+t^{2}\right)\left(|z|^{p}+\left.p y\right|^{2}|z|^{p-2}-x t(p-2) y|z|^{p-2}\right)\right)
\end{aligned}
$$

and finally

$$
\partial_{t}\left(\frac{1}{d^{2 p}} 2 t|z|^{p}\right)=\frac{1}{d^{2 p+4}}\left(-p t 2 t|z|^{p}+2|z|^{p}\left(|z|^{4}+t^{2}\right)\right) .
$$

Adding all these derivatives together, we obtain

$$
\operatorname{div}_{H} \vec{F}=\operatorname{div} \sigma^{T} \sigma \vec{F}=\frac{(4-p)}{d^{2 p+4}}\left(|z|^{4}+t^{2}\right)|z|^{p}=(4-p) \frac{|z|^{p}}{d^{2 p}}
$$

Moreover,

$$
\sigma \vec{F}=\frac{1}{d^{2 p}}\left(\begin{array}{ccc}
1 & 0 & 2 y \\
0 & 1 & -2 x
\end{array}\right)\left(\begin{array}{c}
x|z|^{p} \\
y|z|^{p} \\
t|z|^{p-2} / 2
\end{array}\right)=\frac{1}{d^{2 p}}\binom{x|z|^{p}+y t|z|^{p-2}}{y|z|^{p}-x t|z|^{p-2}}
$$

Computing $|\sigma \vec{F}|^{p}$, we find that

$$
\begin{align*}
&|\sigma \vec{F}|^{2}=\frac{1}{d^{4 p}}\left(\left(x|z|^{p}+y t|z|^{p-2}\right)^{2}+\left(y|z|^{p}-x t|z|^{p-2}\right)\right) \\
&=\frac{1}{d^{4 p}}\left(|z|^{2 p+2}+t^{2}|z|^{2 p-2}\right)=\frac{|z|^{2 p-2}}{d^{4 p-4}} \tag{4.2.2}
\end{align*}
$$

Therefore miraculously we have
$|\sigma \vec{F}|^{p}\left|\operatorname{div}_{H} \vec{F}\right|^{-(p-1)}=\left(\frac{|z|^{2 p-2}}{d^{4 p-4}}\right)^{p / 2}\left(|4-p| \frac{|z|^{p}}{d^{2 p}}\right)^{-(p-1)}=|4-p|^{-(p-1)}$.
This finally gives the necessary statement, if we substitute 4.2 .2 and (4.2.3) into the inequality stated in Lemma 4.2.2.

## $4.3 \quad L^{p}$-Hardy inequalities for the Grushin operator

Similarly to Proposition 4.2.1 we show (see also [A2]):
Proposition 4.3.1. For any function $u \in \mathbb{C}_{0}^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ we have

$$
g_{p}[u] \geq \frac{|4-p|^{p}}{p^{p}} \int_{\mathbb{R}^{3}} \frac{|z|^{2}}{d^{2 p}}|u(z, t)|^{p} d z d t
$$

In order to prove this statement we again need an auxiliary Lemma.
Lemma 4.3.2. Let $\vec{F}=\left(F_{1}, F_{2}, F_{3}, F_{4}\right)$ be a vector-function such that $\vec{F} \in C^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ and let $u \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$. If $p>1$ and if $\nabla_{G} \cdot \vec{F}$ is either non-negative or non-positive, then

$$
\begin{equation*}
\frac{1}{p^{p}} \int_{\mathbb{R}^{3}}|u|^{p}\left|\nabla_{G} \cdot \vec{F}\right| d z d t \leq \int_{\mathbb{R}^{3}}|\vec{F}|^{p}\left|\nabla_{G} \vec{F}\right|^{-(p-1)}\left|\nabla_{G} u\right|^{p} d z d t \tag{4.3.1}
\end{equation*}
$$

where the Grushin gradient $\nabla_{G}$ has been introduced in 4.1.2).
Proof. The proof follows from the following simple inequalities

$$
\begin{gathered}
\left.\left|\int_{\mathbb{R}^{3}}\right| u\right|^{p} \nabla_{G} \cdot \vec{F} d z d t\left|=\left|\int_{\mathbb{R}^{3}}\left(\nabla_{G}|u|^{p}\right) \cdot \vec{F} d z d t\right|\right. \\
\leq p \int_{\mathbb{R}^{3}}|u|^{p-1}\left|\nabla_{G} u\right||\vec{F}| d z d t \\
\quad=p \int_{\mathbb{R}^{3}}|u|^{p-1}\left|\nabla_{G} \cdot \vec{F}\right|^{(p-1) / p} \frac{1}{\left|\nabla_{G} \cdot \vec{F}\right|^{(p-1) / p}}\left|\nabla_{H} u\right||\vec{F}| d z d t \\
\leq p\left(\int_{\mathbb{R}^{3}}|u|^{p}\left|\nabla_{G} \cdot \vec{F}\right| d z d t\right)^{(p-1) / p}\left(\int_{\mathbb{R}^{3}} \frac{|\vec{F}|^{p}}{\left|\nabla_{G} \cdot \vec{F}\right|^{p-1}}\left|\nabla_{G} u\right|^{p} d z d t\right)^{1 / p}
\end{gathered}
$$

We continue now to prove Proposition 4.3.1:
Proof. We define $\vec{F}$ as follows:

$$
\vec{F}=\frac{1}{d^{2 p}}\left(x|z|^{p}, y|z|^{p}, t x|z|^{p-2}, t y|z|^{p-2}\right)
$$

Then

$$
\partial_{x}\left(\frac{x|z|^{p}}{d^{2 p}}\right)=\frac{1}{d^{2 p+4}}\left(-2 p x^{2}|z|^{p+2}+\left(|z|^{4}+t^{2}\right)\left(|z|^{p}+x^{2}|z|^{p-2}\right)\right)
$$

$$
\begin{aligned}
& \partial_{y}\left(\frac{y|z|^{p}}{d^{2 p}}\right)=\frac{1}{d^{2 p+4}}\left(-2 p y^{2}|z|^{p+2}+\left(|z|^{4}+t^{2}\right)\left(|z|^{p}+y^{2}|z|^{p-2}\right)\right) \\
& 2 x \partial_{t}\left(\frac{x t|z|^{p-2}}{d^{2 p}}\right)=\frac{1}{d^{2 p+4}}\left(-2 p x^{2} t^{2}|z|^{p-2}+2\left(|z|^{4}+t^{2}\right) x^{2}|z|^{p-2}\right)
\end{aligned}
$$

and

$$
2 y \partial_{t}\left(\frac{y t|z|^{p-2}}{d^{2 p}}\right)=\frac{1}{d^{2 p+4}}\left(-2 p y^{2} t^{2}|z|^{p-2}+2\left(|z|^{4}+t^{2}\right) y^{2}|z|^{p-2}\right)
$$

This implies

$$
\begin{align*}
\nabla_{G} \cdot \vec{F}= & \frac{1}{d^{2 p+4}}\left(-2 p\left(|z|^{4}+t^{2}\right)+\left(|z|^{4}+t^{2}\right)(2+p)\right)|z|^{p} \\
& =(4-p) \frac{|z|^{p}}{d^{2 p}} \tag{4.3.2}
\end{align*}
$$

Besides, we have that

$$
\begin{align*}
|\vec{F}|^{2} & =\frac{1}{d^{4 p}}\left(x^{2}|z|^{2 p}+y^{2}|z|^{2 p}+t^{2} x^{2}|z|^{2 p-2}+t^{2} y^{2}|z|^{2 p-2}\right) \\
& =\frac{|z|^{2(p-1)}}{d^{4(p-1)}} \tag{4.3.3}
\end{align*}
$$

Substituting 4.3.2 and 4.3.3 into the inequality 4.3.1), we complete the proof.

## 4.4 $\quad L^{p}$-Hardy inequality for the magnetic Grushin operator

Let $\vec{F}=\overrightarrow{\mathcal{F}}_{1}-i \overrightarrow{\mathcal{F}}_{2}$, where

$$
\overrightarrow{\mathcal{F}}_{1}=\frac{c}{d^{2 p}}\left(x|z|^{p}, y|z|^{p}, t x|z|^{p-2}, t y|z|^{p-2}\right)
$$

$c \in \mathbb{R}$ and

$$
\overrightarrow{\mathcal{F}}_{2}=\beta \frac{1}{d^{2 p}}\left(-y|z|^{p}, x|z|^{p},-t y|z|^{p-2}, t x|z|^{p-2}\right)
$$

We also have that

$$
\begin{align*}
\overrightarrow{\mathcal{A}}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}\right)=\left(-\frac{\partial_{y} d}{d}\right. & \left., \frac{\partial_{x} d}{d},-2 y \frac{\partial_{t} d}{d}, 2 x \frac{\partial_{t} d}{d}\right) \\
& =\frac{1}{d^{4}}\left(-y|z|^{2}, x|z|^{2},-y t,+x t\right) \tag{4.4.1}
\end{align*}
$$

Then the vector-functions $\overrightarrow{\mathcal{F}}_{1}, \overrightarrow{\mathcal{F}}_{2}, \overrightarrow{\mathcal{A}}$ satisfy the following properties:

$$
\begin{equation*}
\overrightarrow{\mathcal{F}}_{1} \cdot \overrightarrow{\mathcal{F}}_{2}=\overrightarrow{\mathcal{F}}_{1} \cdot \overrightarrow{\mathcal{A}}=0 \tag{4.4.2}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\nabla_{G} \cdot \overrightarrow{\mathcal{A}}=-\frac{1}{d^{8}}\left(-4 y x|z|^{4}\right. & +4 x y|z|^{4}-4 x y t^{2}+4 y x t^{2} \\
& \left.+d^{4}(-2 y x+2 x y-2 x y+2 y x)\right)=0 \tag{4.4.3}
\end{align*}
$$

and

$$
\begin{aligned}
\beta \overrightarrow{\mathcal{A}} \cdot \overrightarrow{\mathcal{F}}_{2}=\beta^{2} \frac{1}{d^{2 p+4}}\left(y^{2}|z|^{p+2}\right. & \left.+x^{2}|z|^{p+2}+t^{2} y^{2}|z|^{p-2}+t^{2} x^{2}|z|^{p-2}\right) \\
& =\beta^{2} \frac{1}{d^{2 p+4}}\left(|z|^{p+4}+t^{2}|z|^{p}\right)=\beta^{2} \frac{|z|^{p}}{d^{2 p}}
\end{aligned}
$$

Note that $\overrightarrow{\mathcal{F}}_{1}$ coincides with the vector-function $\vec{F}$ from the previous section and therefore by 4.3.2) we have

$$
\begin{align*}
\nabla_{G} \cdot \overrightarrow{\mathcal{F}}_{1} & =\frac{c}{d^{2 p+4}}\left(-2 p\left(|z|^{4}+t^{2}\right)+\left(|z|^{4}+t^{2}\right)(2+p)\right)|z|^{p} \\
& =c(4-p) \frac{|z|^{p}}{d^{2 p}} \tag{4.4.4}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\overrightarrow{\mathcal{F}}_{1}+i \overrightarrow{\mathcal{F}}_{2}\right|=\sqrt{c^{2}+\beta^{2}} \frac{|z|^{(p-1)}}{d^{2(p-1)}} \tag{4.4.5}
\end{equation*}
$$

Besides, using 4.4.2, 4.4.3 and 4.4.4, we also find that

$$
\begin{align*}
&\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}=\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \cdot\left(\overrightarrow{\mathcal{F}}_{1}-i \overrightarrow{\mathcal{F}}_{2}\right) \\
&=\left(c(4-p)+\beta^{2}\right) \frac{|z|^{p}}{d^{2 p}} \tag{4.4.6}
\end{align*}
$$

Lemma 4.4.1. Let $\vec{F}=\left(F_{1}, F_{2}, F_{3}, F_{4}\right)$ be a vector-function such that $\vec{F} \in C^{\infty}\left(\mathbb{R}^{3} \backslash 0, \mathbb{C}^{3}\right)$ and let $u \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$. If $p>1$ and if
$\left(\nabla_{G}+i \beta p \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}$ is either non-negative or non-positive, then

$$
\begin{align*}
& \frac{2}{p}\left(\int_{\mathbb{R}^{3}}|u|^{p}\left|\left(\nabla_{G}+i \beta p \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}\right| d z d t\right)^{1 / p} \\
& \quad \leq\left[\left(\int_{\mathbb{R}^{3}} \frac{|\vec{F}|^{p}}{\left|\left(\nabla_{G}+i \beta p \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}\right|^{p-1}}\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right|^{p} d z d t\right)^{1 / p}\right. \\
& \left.+\left(\int_{\mathbb{R}^{3}} \frac{|\vec{F}|^{p}}{\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}\right|^{p-1}}\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right|^{p} d z d t\right)^{1 / p}\right] \tag{4.4.7}
\end{align*}
$$

Proof. The proof is similar to the proof of Lemma 4.3.2, thus

$$
\begin{align*}
& \begin{aligned}
\left.\left|\int_{\mathbb{R}^{3}}\right| u\right|^{p}\left(\nabla_{G}\right. & +i \beta p \overrightarrow{\mathcal{A}}) \cdot \vec{F} d z d t\left|=\left|\int_{\mathbb{R}^{3}}\left(\left(\nabla_{G}+i \beta p \overrightarrow{\mathcal{A}}\right) u^{p / 2} \bar{u}^{p / 2}\right) \cdot \vec{F} d z d t\right|\right. \\
\leq & \left.\left.\frac{p}{2}\left|\int_{\mathbb{R}^{3}}\right| u\right|^{p-2} u\left(\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right) \cdot \vec{F} d z d t \right\rvert\, \\
+ & \left.\left.\frac{p}{2}\left|\int_{\mathbb{R}^{3}}\right| u\right|^{p-2} \bar{u}\left(\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right) \cdot \vec{F} d z d t \right\rvert\, \\
& \leq \frac{p}{2} \int_{\mathbb{R}^{3}}|u|^{p-1}\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right||\vec{F}| d z d t \\
& +\frac{p}{2} \int_{\mathbb{R}^{3}}|u|^{p-1}\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right||\vec{F}| d z d t
\end{aligned} \\
& \quad \leq \frac{p}{2}\left(\int_{\mathbb{R}^{3}}|u|^{p}\left|\left(\nabla_{G}+i \beta p \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}\right| d z d t\right)^{(p-1) / p} \\
& \times\left[\left(\int_{\mathbb{R}^{3}} \frac{\left.\left|\left(\nabla_{G}+i \beta p \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}\right|^{p-1}\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right|^{p} d z d t\right)^{p}}{+\left(\int_{\mathbb{R}^{3}}\right.} \overline{\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}\right|^{p-1}}\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right|^{p} d z d t\right)^{1 / p}\right] .
\end{align*}
$$

Rearranging the terms, we obtain the statement of the Lemma.
We are now able to finish the proof of Theorem 4.1.3.

Proof. Using the properties (4.4.4) and (4.4.6, we find that

$$
|\vec{F}|^{p}=\left(c^{2}+\beta^{2}\right)^{p / 2} \frac{|z|^{p(p-1)}}{d^{2 p(p-1)}}
$$

and

$$
\left|\left(\nabla_{G}+i \beta p \overrightarrow{\mathcal{A}}\right) \cdot \vec{F}\right|^{-(p-1)}=\frac{1}{\left|c(4-p)+p \beta^{2}\right|^{(p-1)}}
$$

Therefore the inequality 4.4.7) becomes

$$
\begin{aligned}
& \frac{2}{p}\left|c(4-p)+p \beta^{2}\right|^{1 / p}\left(\int_{\mathbb{R}^{3}}|u|^{p} \frac{|z|^{p}}{d^{2 p}} d z d t\right)^{1 / p} \\
& \leq \frac{\left(c^{2}+\beta^{2}\right)^{1 / 2}}{\left|c(4-p)+p \beta^{2}\right|^{(p-1) / p}} {\left[\left(\int_{\mathbb{R}^{3}}\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right|^{p} d z d t\right)^{1 / p}\right.} \\
&\left.+\left(\int_{\mathbb{R}^{3}}\left|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right|^{p} d z d t\right)^{1 / p}\right]
\end{aligned}
$$

and we finally obtain

$$
\begin{aligned}
\frac{2}{p} \frac{\left|c(4-p)+p \beta^{2}\right|}{\left(c^{2}+\beta^{2}\right)^{1 / 2}}\left(\int_{\mathbb{R}^{3}}|u|^{p} \frac{|z|^{p}}{d^{2 p}} d z d t\right)^{1 / p} \leq & \left\|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right\|_{p} \\
& +\left\|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right\|_{p}
\end{aligned}
$$

Minimizing with respect to $c$, we find that

$$
c=\frac{4-p}{p}
$$

and therefore

$$
\begin{aligned}
& \frac{2}{p} \sqrt{(4-p)^{2}+p^{2} \beta^{2}} \int_{\mathbb{R}^{3}}|u|^{p} \frac{|z|^{p}}{d^{2 p}} d z d t \\
& \quad \leq\left\|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) u\right\|_{p}+\left\|\left(\nabla_{G}+i \beta \overrightarrow{\mathcal{A}}\right) \bar{u}\right\|_{p} .
\end{aligned}
$$

With this we complete the proof of our main result.

## 5. On some spectral inequalities for a class of Grushin operators

The aim of this chapter is to find CLR and Lieb-Thirring inequalities for a class of Grushin operators. Since this operator is non-elliptic, these inequalities will not take their classical form.

### 5.1 Introduction

The Weyl-type asymptotics for the number of bound states gave rise to the question, whether there is a semi-classical bound for the moments of the negative eigenvalues of operators of the Schrödinger class $P:=-\Delta-V$ in $L^{2}\left(\mathbb{R}^{d}\right)$

$$
\sum_{\lambda<0}|\lambda|^{\gamma}=\operatorname{tr}(-\Delta-V)_{-}^{\gamma}
$$

of the form

$$
\operatorname{Tr}(-\Delta-V)_{-}^{\gamma} \leq \frac{C_{\gamma, d}}{(2 \pi)^{d}} \iint\left(|\xi|^{2}-V(x)\right)_{-}^{\gamma} d \xi d x
$$

or equivalently

$$
\sum_{\lambda<0}|\lambda|^{\gamma} \leq L_{\gamma, d} \int_{\mathbb{R}^{d}} V_{+}^{\gamma+\frac{d}{2}}(x) d x
$$

where $L_{\gamma, d}=C_{\gamma, d} L_{\gamma, d}^{c l}$ is the Lieb-Thirring constant and $L_{\gamma, d}^{c l}$ is defined as

$$
L_{\gamma, d}^{c l}=\frac{1}{(2 \pi)^{d}} \int\left(1-|\xi|^{2}\right)_{+}^{\gamma} d \xi=\frac{\Gamma(\gamma+1)}{2^{d} \pi^{\frac{d}{2}} \Gamma\left(\gamma+1+\frac{d}{2}\right)}
$$

Note that $L_{\gamma, 0}^{c l}=\frac{\omega_{d}}{(2 \pi)^{d}}$, where $\omega_{d}$ is the volume of the unit ball in $\mathbb{R}^{d}$.
The Lieb-Thirring inequalities give mean estimates for the moments of the negative eigenvalues of Schrödingier operators in terms of external fields. The most interesting cases are when $\gamma=0$, which gives the counting function for the number of bound states, and $\gamma=1$ that gives a bound for the total energy of the system. The original result from
[LTh] attained in 1975 states that if $\gamma>\max (0,1-d / 2)$, then there is a universal constant $L_{\gamma, d}$ depending only on $\gamma$ and $d$ such that

$$
\begin{equation*}
\sum_{\lambda<0}|\lambda|^{\gamma} \leq L_{\gamma, d} \int_{\mathbb{R}^{d}} V_{+}^{\gamma+\frac{d}{2}}(x) d x \tag{5.1.1}
\end{equation*}
$$

where $\lambda_{1} \leq \lambda_{2} \leq \ldots$ are the negative eigenvalues of the Schrödinger operator.
The Cwikel-Lieb-Rozenblum inequality ( [C], [Li], [Roz]) refers to the critical case where $\gamma=0$ :

$$
\begin{equation*}
N(V)=\#\left\{k: \quad \lambda_{k}<0\right\} \leq \int_{\mathbb{R}^{d}} V_{+}^{\frac{d}{2}}(x) d x, \quad d \geq 3 \tag{5.1.2}
\end{equation*}
$$

If $\lambda_{k} \rightarrow \infty$, then the analog of the Lieb-Thirring inequalities is the uniform with respect to $\lambda>0$ inequality for the value of $\sum\left(\lambda-\lambda_{k}\right)_{+}^{\gamma}$. In this case we consider the spectral problem for the operator

$$
(-\Delta+V) u=\lambda u
$$

Here one can interpret the Lieb-Thirring inequality as the inequality for negative eigenvalues for the operator $-\Delta+V-\lambda$.
For such operators, after interchanging integrals and traces, one usually considers the counting function

$$
\begin{equation*}
\sum_{j}\left(\lambda-\lambda_{k}\right)_{+}^{\gamma}=\gamma \int_{0}^{\infty} \operatorname{Tr}(-\Delta+V-\lambda+t)_{-}^{0} t^{\gamma-1} d t \tag{5.1.3}
\end{equation*}
$$

The Weyl-type asymptotics usually establish the following asymptotic formula for a large class of potential functions $V$ :

$$
\begin{array}{r}
\sum_{j}\left(\lambda-\lambda_{k}\right)_{+}^{\gamma} \sim \gamma \int_{0}^{\infty} \frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(|\xi|^{2}+V(x)-\lambda+t\right)_{-}^{0} t^{\gamma-1} d t d x d \xi \\
\text { as } \lambda \rightarrow \infty
\end{array}
$$

Note that the expression $\left(|\xi|^{2}+V(x)-\lambda\right)$ appearing in the integral in (5.1.3) is the classical symbol of the operator $-\Delta+V-\lambda$.

Applying the Fubini-Tonelli Theorem and scaling allows us to represent the "volume" in phase space as

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(|\xi|^{2}\right. & +V(x)-\lambda+t)_{-}^{0} d x d \xi \\
& =\iint_{\left(|\xi|^{2}+V-\lambda+t\right)<0} 1 d x d \xi=\omega_{d} \int_{\mathbb{R}^{d}}(V(x)-\lambda+t)_{-}^{\frac{d}{2}} d x
\end{aligned}
$$

and therefore finally we have

$$
\sum_{j}\left(\lambda-\lambda_{k}\right)_{+}^{\gamma} \sim \mathrm{L}_{\gamma, d}^{c l} \int_{0}^{\infty}(V(x)-\lambda)_{-}^{\gamma+\frac{d}{2}} d x \quad \text { as } \quad \lambda \rightarrow \infty
$$

If $V$ tends to infinity, then the Weyl formula could be written as

$$
\begin{align*}
N(V & -\lambda) \sim\left(\frac{1}{2 \pi}\right)^{d} \int_{\left(|\xi|^{2}+V(x)\right) \leq \lambda} d x d \xi=\frac{\omega_{d}}{(2 \pi)^{d}} \int(V-\lambda)_{-}^{\frac{d}{2}} d x \\
& =\frac{1}{(2 \pi)^{d}} \operatorname{Vol}\left[\left\{(x, \xi):|\xi|^{2}+V(x)<\lambda\right\}\right] \quad \text { as } \quad \lambda \rightarrow \infty \tag{5.1.4}
\end{align*}
$$

where the right hand side is finite for any $\lambda>0$.
Although Weyl's asymptotic formula is known for a large class of potentials, the question of uniform estimates with respect to $\lambda$ and the potential function $V$

$$
\begin{equation*}
\sum\left(\lambda-\lambda_{k}\right)^{\gamma} \leq L_{\gamma, d} \int_{\mathbb{R}^{d}}(V-\lambda)_{-}^{\gamma+\frac{d}{2}} d x \tag{5.1.5}
\end{equation*}
$$

is still a challenging problem. In particular, the sharp constant in (5.1.5) was not known even for the multidimensional harmonic oscillator $\left(V=|x|^{2}\right)$ until the paper of R . de la Bretéche [dlB], where the author obtained the following result:

Let $H=-\Delta+|x|^{2}$ be the multidimensional harmonic oscillator acting in $L^{2}\left(\mathbb{R}^{d}\right)$. The spectrum of such operators is discrete and its eigenvalues are

$$
\left\{\lambda_{k}\right\}=\{2|k|+d\}, \quad k=\left(k_{1}, \ldots, k_{d}\right), \quad k_{j} \in \mathbb{Z}, \quad|k|=\sum_{j=0}^{d} k_{j} .
$$

In particular, in dlB the author justified the Lieb-Thirring conjecture for any $\gamma \geq 1$ such that

$$
\begin{equation*}
\sum\left(\lambda-\lambda_{k}\right)^{\gamma} \leq \frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(\lambda-\xi^{2}-|x|^{2}\right)_{+}^{\gamma} d x d \xi \tag{5.1.6}
\end{equation*}
$$

In this paper we consider a version of harmonic oscillator for the Grushin operator, see [Gr]:

$$
G_{0}=-\Delta_{z}-4|z|^{2} \partial_{t}^{2}
$$

It is well known that $G_{0}$ appears as the "radial" part of the sub-elliptic Heisenberg-Hörmander Laplacian.

Let us consider $\mathbb{H}$ as $\mathbb{R}^{3}$ with coordinates $(x, y, t)$ and the (non-commutative) multiplication $(x, y, t) \circ\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\left(x+x^{\prime}, y+y^{\prime}, t+t^{\prime}-2\left(x y^{\prime}-y x^{\prime}\right)\right)$. The vector fields

$$
X=\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}, \quad Y=\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}
$$

are left-invariant and the the Heisenberg-Hörmander Laplacian on $\mathbb{H}$ is given by

$$
\begin{equation*}
H=-X^{2}-Y^{2}=-\left(\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial t}\right)^{2}-\left(\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial t}\right)^{2} \tag{5.1.7}
\end{equation*}
$$

The quadratic form $h$ of the operator $H$ is defined by the equality

$$
\begin{equation*}
h[u]=\int_{\mathbb{R}^{3}}\left(|X u|^{2}+|Y u|^{2}\right) d z d t . \tag{5.1.8}
\end{equation*}
$$

The Grushin operator

$$
\begin{equation*}
G=-\Delta_{z}-4|z|^{2} \partial_{t}^{2} \tag{5.1.9}
\end{equation*}
$$

gives another example of a sub-elliptic operator. Its quadratic form $g$ respectively equals

$$
\begin{equation*}
g[u]=\int_{\mathbb{R}^{3}}\left(\left|\nabla_{z} u\right|^{2}+4|z|^{2}\left|\partial_{t} u\right|^{2}\right) d z d t . \tag{5.1.10}
\end{equation*}
$$

The forms 55.1 .8 and 5.1 .10 are related. Indeed, the operator $H$ defined in 5.1.7) could be rewritten in the form

$$
\begin{equation*}
H u=-\Delta_{z} u-4|z|^{2} \partial_{t}^{2}-4 \partial_{t} T u=G u-4 \partial_{t} T u \tag{5.1.11}
\end{equation*}
$$

where $T=y \partial_{x}-x \partial_{y}$. In particular, if $u(z, t)=u(|z|, t)$, then $T u=0$ and on this subclass of functions the inequalities (5.1.8) and 5.1.10) coincide.

Our main result concerns the operator

$$
\begin{equation*}
G=G_{0}+|z|^{2} t^{2} \tag{5.1.12}
\end{equation*}
$$

which could be considered as a version of harmonic oscillator for the sub-elliptic Grushin operator $G_{0}$.

In order to formulate our main result we need the following notations: Let us introduce the Euler-Mascheroni constant $\gamma$ (Euler 1735, see [E] and (Con):

$$
\gamma=\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n}-\ln (n)\right)=\int_{1}^{\infty}\left(\frac{1}{[x]}-\frac{1}{x}\right) d x
$$

Its numerical value is $\gamma=0.57721 \ldots$. (It is not known if $\gamma$ is rational or irrational). Then we can define the harmonic number $\mathcal{H}(n)$ by

$$
\mathcal{H}(n):=\sum_{k=1}^{n} \frac{1}{k}=\gamma+\psi(n+1)
$$

where $\psi(t)$ is known as the Gauss digamma function defined by

$$
\psi(t)=\frac{\Gamma^{\prime}(t)}{\Gamma(t)}
$$

We can also introduce the value of $\mathcal{H}(n+1 / 2)$ as

$$
\mathcal{H}(n+1 / 2)=\gamma+\psi(n+3 / 2)
$$

Then, by using the properties of the $\Gamma$-function, we can find that

$$
\sum_{k=0}^{n} \frac{1}{2 k+1}=\ln 2+\frac{1}{2} \mathcal{H}\left(n+\frac{1}{2}\right)
$$

Thus

$$
\begin{equation*}
\sum_{k \leq \frac{\lambda^{2}}{32}-\frac{1}{2}} \frac{1}{2 k+1}=\ln 2+\frac{1}{2} \mathcal{H}\left(\left[\frac{\lambda^{2}}{32}-\frac{1}{2}\right]+\frac{1}{2}\right) \tag{5.1.13}
\end{equation*}
$$

with

$$
\psi(n+1 / 2)=-\gamma H(n-1 / 2)
$$

Theorem 5.1.1. The spectrum of the Grushin operator 5.1.12) is discrete and its eigenvalues $\left\{\lambda_{j}\right\}$ satisfy uniformly the following sharp inequality with respect to $\lambda<0$ :

$$
\begin{equation*}
\sum_{j}\left(\lambda-\lambda_{j}\right)_{+} \leq \frac{1}{96} \lambda^{3}\left(\ln 2+\frac{1}{2} \mathcal{H}\left(\left[\frac{\lambda^{2}}{32}-\frac{1}{2}\right]+\frac{1}{2}\right)\right) \tag{5.1.14}
\end{equation*}
$$

Theorem 5.1.2. The spectrum of the Grushin operator 5.1.12) is discrete and its counting function of the eigenvalues $\left\{\lambda_{j}\right\}$ of the Grushin operator 5.1.12) satisfy uniformly the following inequality with respect to $\lambda>0$ :

$$
\begin{equation*}
\#\left\{j: \lambda_{j}<\lambda\right\} \leq \frac{1}{32} \lambda^{2}\left(\ln 2+\frac{1}{2} \mathcal{H}\left(\left[\frac{\lambda^{2}}{32}-\frac{1}{2}\right]+\frac{1}{2}\right)\right)+\frac{\lambda^{2}}{32} \tag{5.1.15}
\end{equation*}
$$

Remark 5.1.3. It is known that

$$
\ln \left(n+\frac{3}{2}\right)<\mathcal{H}\left(n+\frac{1}{2}\right)<1+\ln \left(n+\frac{1}{2}\right) .
$$

Therefore we can also conclude that

$$
\sum_{j}\left(\lambda-\lambda_{j}\right)_{+} \leq \frac{1}{96} \lambda^{3}\left(1+\ln 2+\frac{1}{2} \ln \left(\left[\frac{\lambda^{2}}{32}-\frac{1}{2}\right]+\frac{1}{2}\right)\right) .
$$

Remark 5.1.4. It is also known that

$$
\begin{equation*}
\mathcal{H}(n) \sim \ln (n)+\gamma \quad \text { as } \quad n \rightarrow \infty . \tag{5.1.16}
\end{equation*}
$$

Therefore

$$
\sum_{k \leq \frac{\lambda^{2}}{32}-\frac{1}{2}} \frac{1}{2 k+1} \sim \ln \lambda+O(1) \quad \text { as } \quad \lambda \rightarrow \infty .
$$

Apart from estimates from above, one can easily obtain a similar inequalities from below and using (5.1.16], we find that

$$
\sum_{j}\left(\lambda-\lambda_{j}\right)_{+}=\frac{1}{96} \lambda^{3} \ln \lambda+O\left(\lambda^{3}\right)
$$

and

$$
\#\left\{j: \lambda_{j}<\lambda\right\}=\frac{1}{32} \lambda^{2} \ln \lambda+O\left(\lambda^{2}\right) .
$$

Remark 5.1.5. Note that some inequalities for sub-elliptic operators are obtained in the paper by G. Rozenblum and M. Solomyak RozSol].

### 5.2 Explicit computation of the spectrum of the Grushin harmonic oscillator

In this section we prove the following Proposition:
Proposition 5.2.1. For the Grushin harmonic oscillator

$$
-\Delta_{z}-4|z|^{2} \partial_{t}+4|z|^{2} t^{2}, \quad z=(x, y)
$$

acting in $L^{2}\left(\mathbb{R}^{3}\right)$, the spectrum is discrete and its eigenvalues equal

$$
\lambda_{n_{1}, n_{2}, k}=2 \sqrt{2 k+1} \cdot 2\left(n_{1}+n_{2}+1\right) .
$$

Proof. Note that the equation

$$
\begin{equation*}
\left(-\Delta_{z}-4|z|^{2} \partial_{t}+4|z|^{2} t^{2}\right) u(z, t)=\lambda u(z, t) \tag{5.2.1}
\end{equation*}
$$

admits a separation of variables. Namely, making the substitution $u(x, y, t)=u(z, t)=v(z) w(t)$ turns (5.2.1) into

$$
-\Delta_{z} v(z) \cdot w(t)+4|z|^{2} v(z)\left(-\partial_{t}^{2} w+t^{2} w\right)=\lambda v w
$$

The eigenvalue problem for the operator $-\partial_{t}^{2}+t^{2}$ is the standard eigenvalue problem for the one-dimensional harmonic oscillator

$$
-\partial_{t}^{2} w_{k}+t^{2} w_{k}=\mu_{k} w_{k}
$$

whose eigenvalues equal $\mu_{k}=(2 k+1)$ and whose eigenfunctions are

$$
w_{k}=H_{k}(t) e^{-t^{2} / 2}, \quad k=0,1,2, \ldots
$$

where $H_{k}$ are the Hermite polynomials

$$
H_{k}(t)=(-1)^{k} e^{t / 2} \frac{d^{k}}{d t^{k}} e^{-t / 2}
$$

Now the equation (5.2.1) can be reduced to

$$
\begin{equation*}
\left(-\Delta_{z} v+4 \cdot(2 k+1)|z|^{2} v\right) w_{k}=\lambda v w_{k} \tag{5.2.2}
\end{equation*}
$$

where $-\Delta_{z}+4(2 k+1)|z|^{2}$ is the harmonic oscillator in two dimensions. Introducing the change of valiables $x^{\prime}=\sqrt{\alpha x}^{\prime}, y^{\prime}=\sqrt{\alpha y}$ in the equation

$$
-\Delta_{x y} v+\alpha^{2}|z|^{2} v=\nu v
$$

enables us to obtain

$$
-\alpha \Delta_{x^{\prime} y^{\prime}} v+\alpha\left|z^{\prime}\right|^{2} v=\nu v
$$

This implies that

$$
\nu_{n}=\alpha 2\left(n_{1}+n_{2}+1\right) \quad \text { and } \quad v_{n}=H_{n_{1}}\left(x^{\prime}\right) e^{-x^{\prime 2} / 2} \cdot H_{n_{2}}\left(y^{\prime}\right) e^{-y^{\prime 2} / 2}
$$

where $\alpha=2 \sqrt{2 k+1}$. Hence

$$
\lambda_{n_{1}, n_{2}, k}=4 \sqrt{2 k+1} \cdot\left(n_{1}+n_{2}+1\right)
$$

### 5.3 Proofs of Theorems 5.1.1 and 5.1.2

Proof of Theorem 5.1.1. In order prove Theorem 5.1.1, we apply the result obtained by de la Bretéche [dlB] (see also [L2]) for the eigenvalues $\lambda_{n_{1}, n_{2}, k}$ of the operator $G_{0}+4|z|^{2} t^{2}$ in dimension two. Then

$$
\begin{align*}
\sum_{n_{1}, n_{2}, k=0}^{\infty}(\lambda- & \left.\lambda_{n_{1}, n_{2}, k}\right)_{+} \leq \sum_{n_{1}, n_{2}, k=0}^{\infty}\left(\lambda-4\left(n_{1}+n_{2}+1\right) \sqrt{2 k+1}\right)_{+} \\
& \leq \frac{1}{(2 \pi)^{2}} \sum_{k} \int_{\mathbb{R}^{4}}\left(\lambda-|\xi|^{2}-4(2 k+1)|z|^{2}\right)_{+} d \xi d z \tag{5.3.1}
\end{align*}
$$

In the expression

$$
\sum_{n_{1}, n_{2}, k=0}^{\infty}\left(\lambda-4\left(n_{1}+n_{2}+1\right) \sqrt{2 k+1}\right)_{+}
$$

the values $n_{1}$ and $n_{2}$ satisfy the inequality

$$
\begin{equation*}
1 \leq n_{1}+n_{2}+1 \leq \frac{\lambda}{4 \sqrt{2 k+1}} \tag{5.3.2}
\end{equation*}
$$

and therefore the integer $k$ cannot be very large. Note that the values of $|\xi|^{2}$ and $|z|^{2}$ take all the values between $[0, \infty)$. This implies that the sum on the right hand side of (5.3.1) is not finite, if we do not use the fact that due to 5.3 .2 we have that

$$
k \leq \frac{1}{2} \frac{\lambda^{2}}{16}-\frac{1}{2}
$$

Substituting $z^{\prime}=\sqrt{2 k+1} z$ in the integral (5.3.1), we find

$$
\begin{aligned}
& \frac{1}{(2 \pi)^{2}} \sum_{k} \int_{\mathbb{R}^{4}}\left(\lambda-|\xi|^{2}-4(2 k+1)|z|^{2}\right)_{+} d \xi d z \\
& \quad=\frac{1}{(2 \pi)^{2}} \sum_{k \leq \frac{\lambda^{2}}{32}-\frac{1}{2}} \frac{1}{2 k+1} \cdot \int_{\mathbb{R}^{4}}\left(\lambda-|\xi|^{2}-4\left|z^{\prime}\right|^{2}\right)_{+} d \xi d z^{\prime} \\
& =\lambda^{3} \frac{1}{(2 \pi)^{2}} \sum_{k \leq \frac{\lambda^{2}-\frac{1}{2}}{}} \frac{1}{2 k+1} \cdot \int_{\mathbb{R}^{4}}\left(\lambda-|\xi|^{2}-4\left|z^{\prime}\right|^{2}\right)_{+} d \xi d z^{\prime} \\
& \quad=\lambda^{3} \frac{1}{96} \sum_{k \leq \frac{\lambda^{2}}{32}-\frac{1}{2}} \frac{1}{2 k+1}
\end{aligned}
$$

By using (5.1.13), we complete the proof of Theorem 5.1.1.

Proof of Theorem 5.1.2. The proof of Theorem 5.1.2 is very similar. Indeed,

$$
\begin{gathered}
\#\left\{j: \lambda_{j}<\lambda\right\}=\sum_{\substack{n_{1}, n_{2}, k: 4\left(n_{1}+n_{2}+1\right) \sqrt{2 k+1}<\lambda \\
=}} \sum_{n_{1}, n_{2}, k:\left(n_{1}+n_{2}+1\right)<\lambda / 4 \sqrt{2 k+1}} 1 \\
\leq \sum_{n_{2}, k=0}^{\infty}\left(\frac{\lambda}{4 \sqrt{2 k+1}}-n_{2}\right)_{+} \\
\leq \frac{1}{2} \sum_{k \leq \frac{1}{2} \frac{\lambda^{2}}{16}-\frac{1}{2}} \frac{\lambda}{4 \sqrt{2 k+1}}\left(\frac{\lambda}{4 \sqrt{2 k+1}}+1\right) \\
\quad \leq \frac{1}{32} \lambda^{2}\left(\ln 2+\frac{1}{2} \mathcal{H}\left(\left[\frac{\lambda^{2}}{32}-\frac{1}{2}\right]+\frac{1}{2}\right)\right)+\frac{\lambda^{2}}{32}
\end{gathered}
$$

## Bibliography

[A] A. Ancona, On strong barriers and an inequality by Hardy for domains $i \mathbb{R}^{N}$, London Math. Soc. (2) 34 (1986), 274-290.
[A1] L. D'Ambrosio, Some Hardy Inequalities on the Heisenberg Group, Differ. Equ., 40 (2004), no. 4, 552-564. 17, 18.3851
[A2] L. D'Ambrosio, Hardy inequalities related to Grushin type operators, Proc. Amer. Math. Soc., 132 (2004), no. 3, 725-734. $17,18,3854$
[AerL] L. Aermark and A. Laptev, Hardy's inequality for the Grushin operator with a magnetic field of Aharanov-Bohm-type, Algebra i Analiz, 23 (2011), 1-8. 40
[AhB] Y. Aharonov and D. Bohm, Significance of Electromagnetic Potentials in the Quantum Theory, Phys. Rev., 115 (1959), 485. 19
[AvL] F. G. Avkhadiev and A. Laptev, On a sharp Hardy inequality for convex domains, Around the research of Vladimir Mazýa. I. Function Spaces. Dordrecht: Springer; International Mathematical Series (New York) 12 (2010), 1-12.
[AW] F. G. Avkhadiev, K.-J. Wirths, Unified Poincaré and Hardy inequalities with sharp constants for convex domains, Z. Angew. Math. Mech. 87 (2007), 632-642.
[B] M. Sh. Birman, On the spectrum of singular boundary-value problems (in Russian) Mat. Sb. 55 (1961), 125-174; English transl. in Amer. Math. Soc. Trans., 53 (1966), 23-80. 1737
[Bal] A. Balinsky, Hardy type inequalities for Aharonov-Bohm potentials with multiple singularities, Math. Res. Lett. 10 (2003), pp. 1-8. 20
[BEL] A. A. Balinsky, W. D. Evans and R.T. Lewis, On the number of negative eigenvalues of Schrödinger operators with an Aharonov-Bohm magnetic field, Proc. R. Soc. Lond., Ser. A, Math. Phys. Eng. Sci. 457 (2014), 2481-2489. 20.28
[BFT1] G. Barbatis, S. Filippas and A. Tertikas, Series expansion for $L^{p}$ Hardy inequalities, Indiana Univ. Math. J. 52, No. 1 (2003), 171-190. 17
[BFT2] G. Barbatis, S. Filippas and A. Tertikas, A unified approach to improved $L^{p}$ Hardy inequalities with best constants, Transactions of the AMS 356 (2004), 2169-2196. 17
[BLS] A. A. Balinsky, A. Laptev and V. Sobolev, Generalized Hardy inequality for the magnetic Dirichlet forms, Journal of Statistical Physics 116 (2004), 507-521. 20
[BE] C. Bennewitz and W. D. Evans, Inequalities associated with magnetic fields, Journal of Computational and Applied Mathematics, 171 (2004), 59-72. 2130
[BM] H.Brezis and M. Marcus, Hardy's inequalities revisited, Dedicated to Ennio De Giorgi. Annali della Scuola Normale Superiore di Pisa - Classe di Scienze 4 séire, 25 (1997), no. 1-2, 217-237. 17
[dlB] R. de la Bretéche, Preuve de la conjecture de Lieb-Thirring dans le cas des potentiels quadratiques strictement convexes Ann. Inst. H. Poincaré Phys. Thor. 70 (1999) 369-380. 236166
[C] M. Cwikel, Weak type estimates for singular values and the number of bound states of Schrödinger operators Ann. Math., 106 (1977), no.1, 93-100. 2860
[Con] J. H. Conway and R. K. Guy, The Euler-Mascheroni Number, The Book of Numbers. Springer-Verlag, New York, (1996), 260-261. 2462
[D] E. B. Davies, A review of Hardy inequalities, Operator Theory: Advances and Applications, Birkhäuser-Verlag Basel, 110 (1999), 55-67. 17,37
[D1] E. B. Davies, Heat kernels and spectral theory, Cambridge, Cambridge University press, (1989).
[D2] E. B. Davies, The Hardy constant, Quart. J. math. Oxford, 46 (1995), no. 2, 417-431.
[DFP] B. Devyver, M. Fraas, Y. Pinchover, Optimal Hardy Weight for Second-Order Elliptic Operator: An Answer to a Problem of Agmon, arXiv:1208.2342v2. 17
[DGN] J. Dou, Q. Guo and P. Niu, Hardy inequalities with remainder terms for the generalized Baouendi-Grushin vector fields, Math. Inequal. Appl., 13 (2010), no. 3, 555-570. 1738
[E] L. Euler, De Progressionibus harmonicus observationes, Commentarii Academea Scientarum Imperialis Petropolitan 7-1734 (1735), 150-161. 24.62
[FL] R. Frank and M. Loss, Hardy-Sobolev-Maz'ya inequalities for arbitrary domains, J. Math. Pures Appl. 97, (2012), 39-54. 17
[FMT] S. Fillippas, V. Maz'ya and A. Tertikas, Sharp Hardy-Sobolev Inequalities, C. R. Acad. Sci. Paris 339 (2004), no. 7, 483-486. 17
[G] N. Garofalo, Unique continuation for a class of elliptic operators which degenerate on a manifold of arbitrary codimension, J. Differential Equations, 104 (1993), no. 1, 117-146. 17 18 38
[GL] N. Garofallo and and E. Lanconelli, Frequency functions on Heisenberg group, the uncertainty principle and unique continuation, Ann. Inst. Fourier, 40 (1990), no. 2, 313-356. 17 18 38
[Gr] V. V. Grushin, On a Class of Hypoelliptic Operators, Math. USSR Sbornik, 12 (1970), 458-476. $18.38,61$
[H1] G. Hardy, Note on a Theorem of Hilbert, Math. Zeitschr. 6 (1920), 314-317.
[H2] G. Hardy, An inequality between integrals, Messenger of Math. 54 (1925), 150156.
[HHL] M. Hoffmann-Ostenhof, T. Hoffmann-Ostenhof and A. Laptev, A Geometrical Version of Hardy's Inequality, J. Funct. Anal., 189 (2002), 539-548. 17
[HHLT] M. Hoffmann-Ostenhof, Th. Hoffmann-Ostenhof, A. Laptev and J. Tidblom, Many-particle Hardy inequalities, J. Lond. Math. Soc., 77 (2008), no. 2, 99-114. 17
[HLP] G. Hardy, J. E. Littlewood and G. Pólya, Inequalities, second edition, Cambridge Mathematical Library, Cambridge, Cambridge University Press, (1952). 17
[K] I. Kombe, Hardy, Rellich and Uncertainty principle inequalities on Carnot Groups, preprint. 1738
[KO] A. Kufner and B. Opic, Hardy-Type Inequalities, Pitman Research notes in mathematics series 219, London, Longman Group UK Limited, (1990). 1627
[KP] A. Kufner and Lars-Erik Persson, Weighted Inequalities of Hardy Types, World Scientific, (2003).
[L1] A. Laptev, Spectral inequalities for Partial Differential Equations and their applications, Proceedings of ICCM2010 in Beijing, AMS/IP, Studies in Advanced Mathematics, 51 (2011), 629-643. 2028
[L2] A. Laptev, On the Lieb-Thirring conjecture for a class of potentials Operator Theory, Adv. and Appl., 110 (1999), 227-234. 23.66
[L3] A. Laptev, The negative spectrum of the class of two-dimensional Schrödinger operators with potentials that depend on the radius, (Russian) Funkstional. Anal. i Prilozhen, 34 (2000), no. 4, 85-87 (2000); translation in Funct. Anal. Appl., 34, no. 4 (2000), 305-307. 28
[LN] A. Laptev and Yu. Netrusov, On the negative eigenvalues of a class of Schrödinger operators, Differential operators and spectral theory, Amer. Math. Soc. Transl. Ser. 2, Amer. Math. Soc., Providence, RI, 189 (1999), 173-186. 28
[LSo11] A. Laptev and M. Z. Solomyak, On spectral estimates for two-dimensional Schrödinger operators, accepted for publ. in J. Spectr. Theory. 28
[LSol2] A. Laptev and M. Z. Solomyak, On the Negative Spectrum of the TwoDimensional Schrödinger Operator with Radial Potential, CMP, 314 (2012), no.1. 28
[LW] A. Laptev and T. Weidl, Hardy inequalities for Magnetic Dirichlet Forms, in Operator Theory: Adv. and Appl., 108 (1999), 299-305. $19 \boxed{27}|29| 33 \mid 39$
[Li] E. H. Lieb, Sharp constants in the Hardy-Littlewood-Sobolev and related Inequalities, Annals of math., 118 (1983) 349-374. 60
[Lieb] E. H. Lieb, The Number of Bound States of One-Body Schrödinger Operators and the Weyl Problem, Proceedings of the Amer. Math. Soc. Symposia in Pure Math., 36 (1980), 241-252. 28
[LiLo] E. H. Lieb and M. Loss, Analysis, Graduate Studies in Mathematics, , American Mathematical Society, 14 (1997).
[LTh] E. H. Lieb and W.E. Thirring, Inequalities for the moments of the eigenvalues of the Schrödinger Hamiltonian and their relation to Sobolev inequalities, Stud. math. Phys., Essays Honor Valentine Bargmann, (1976), 269-303.
[MMP] M. Marcus, V. J. Mizel and Y. Pinchover, On the best constant for Hardys inequality in $\mathbb{R}^{n}$, Trans. of the A.M.S., 350 (1998), 323-3255. 1727
[M] V. G. Mazýa, Sobolev Spaces, Springer Verlag, Berlin-New York, (1985). 1727 37
[NCH] P. Niu, Y. Chen and Y. Han, Some Hardy-type inequalities for the generalised Baouendi-Grushin operators, Glasgow Math. J., 46 (2004), 515-527. 17.38
[Roz] G. V. Rozenblum, Distribution of the discrete spectrum of singular differential operators, Dokl. AN SSSR, 202 (1972), 1012-1015, Izv. VUZov, Matematika, 1 (1976), 75-86. 2860
[RozSol] G. V. Rozenblum and M. Z. Solomyak, The Cwikel-Lieb Rozenblyum estimator for generators of positive semigroups and semigroups dominated by semigroups, Algebra i Analiz, 9 (1997), no. 6, 214-236, translation in St. Petersburg Math J., 9 (1998), no. 6, 1195-1211. 64
[S] M. Z. Solomyak, A Remark on the Hardy Inequalities, Integr. Equat. Oper. Th., 19 (1994), 120-124. 16
[Ste] E. M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals, Princeton Mathematical Series, Princeton University Press, Princeton, NJ, 43 (1993). 1738
[T] J. Tidblom, A geometrical version of Hardy's inequality for $W_{0}^{1, p}(\Omega)$, Proc. AMS., 132 (2004), no. 8, 2265-2271. 17
[W] T. Weidl, On the Lieb-Thirring constants $L_{\gamma, 1}$ for $\gamma \geq 1 / 2$, Common Math. Phys., 178 (1996), no. 1, 135-146.

# STOCKHOLM DISSERTATIONS IN MATHEMATICS 

## Dissertations at the Department of Mathematics Stockholm University

1-22. 2005-2008.
23. Strohmayer, Henrik: Prop profiles of compatible Poisson and Nijenhuis structures. 2009.
24. Rökaeus, Karl: Grothendieck rings and motivic integration. 2009.
25. Nilsson, Lisa: Amoebas, Discriminants, and Hypergeometric Functions. 2009.
26. Lundqvist, Samuel: Computational algorithms for algebras. 2009.
27. Lindell, Andreas: Theoretical and practical applications of probability. 2009.
28. Geli Rolfhamre, Patricia: From penicillin binding proteins to community interventions: mathematical and statistical models related to antibiotic resistance. 2009.
29. Zusmanovich, Pasha: Low-dimensional cohomology of current Lie algebras. 2010.
30. Bojarova, Jelena: Toward sequential data assimilation for numerical weather prediction (NWP) models using Kalman filter tools. 2010.
31. Granåker, Johan: Wheeled Operads in Algebra, Geometry, and Quantization. 2010.
32. Xantcha, Qimh: The Theory of Polynomial Functors. 2010.
33. Emtander, Eric: Chordal and complete structures in combinatorics and commutative algebra. 2011.
34. Grünewald, Maria: Design and analysis of response selective samples in observational studies. 2011.
35. Samieinia, Shiva: Digital geometry, combinatorics, and discrete optimization. 2011.
36. Björkwall, Susanna : Stochastic claims reserving in non-life insurance: Bootstrap and smoothing models. 2011.
37. Waliullah, Shoyeb: Topics in Nonlinear Elliptic Differential Equations. 2011.
38. Andersson, Patrik: Four applications of stochastic processes. Contagious disease, credit risk, gambling and bond portfolios. 2011.
39. Tadesse, Yohannes: Tangential Derivations, Hilbert Series and Modules over Lie Algebroids. 2011.
40. Al Abdulaali, Ahmad Khalid: On the Extension and Wedge Product of Positive Currents. 2012.
41. Lindenstrand, David: Stochastic epidemic models in heterogeneous communities. 2012.
42. Lundqvist, Johannes: On Amoebas and Multidimensional Residues. 2013.
43. Jost, Christine: Topics in Computational Algebraic Geometry and Deformation Quantization. 2013.
44. Alexandersson, Per: Combinatorial Methods in Complex Analysis. 2013.
45. Höhna, Sebastian: Bayesian Phylogenetic Inference: Estimating Diversification Rates from Reconstructed Phylogenies. 2013.
46. Aermark, Lior: Hardy and Spectral Inequalities for a Class of Partial Differential Operators. 2014

Distributor<br>Department of Mathematics<br>SE-106 91 Stockholm, Sweden

