ABSTRACT
In this thesis we investigated whether using compression when sending inter-process communication (IPC) messages can be beneficial or not. A literature study on lossless compression resulted in a compilation of algorithms and techniques. Using this compilation, the algorithms LZO, LZFX, LZW, LZMA, bzip2 and LZ4 were selected to be integrated into LINX as an extra layer to support lossless message compression. The testing involved sending messages with real telecom data between two nodes on a dedicated network, with different network configurations and message sizes. To calculate the effective throughput for each algorithm, the round-trip time was measured. We concluded that the fastest algorithms, i.e. LZ4, LZO and LZFX, were most efficient in our tests.
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1. INTRODUCTION
The purpose of compression is to decrease the size of the data by representing it in a form that require less space. This will in turn decrease the time to transmit the data over a network or increase the available disk space [1].

Data compression has been used for a long time. One early example was in the ancient Greece where text was written without spaces and punctuation to save space, since paper was expensive [2]. Another example is Morse code, which was invented in 1838. To reduce the time and space required to transmit text, the most used letters in English have the shortest representations in Morse code [3]. For example, the letters ‘e’ and ‘t’ are represented by a single dot and dash, respectively. Using abbreviations, such as CPU for Central Processing Unit, is also a form of data compression [2].

As mainframe computers were beginning to be used, new coding techniques were developed, such as Shannon-Fano coding [4, 5] in 1949 and Huffman coding [6] in 1952. Later, more complex compression algorithms that did not only use coding were developed, for example the dictionary based Lempel-Ziv algorithms in 1977 [7] and 1978 [8]. These have later been used to create many other algorithms.

Compressing data requires resources, such as CPU time and memory. The increasing usage of multi-core CPUs in today’s communication systems increases the computation capacity quicker compared to the available communication bandwidth. One solution to increase the communication capacity is to compress the messages before transmitting them over the network, which in theory should increase the effective bandwidth depending on the type of data sent.

Ericsson’s purpose with this work was to increase the available communication capacity in existing systems by simple means, without upgrading the network hardware or modifying the code of existing applications. This was done by analysing existing compression algorithms, followed by integrating a few suitable algorithms into the communication layer of a framework provided by Ericsson. The communication layer in existing systems can then be replaced to support compression. Finally, testing was performed to determine the most promising algorithms. Since this implementation was used in Ericsson’s infrastructure, the message data was very specific. There was no need to test a variety of different data sets, i.e. the compression was done on data gathered from a real system.

1.1 Contribution
We have tested how the performance of LINX IPC messages of sizes between 500 and 1400 bytes sent over a simple network are affected by implementing an extra layer of compression into LINX, and at which network bandwidths and message sizes it is beneficial to use such an implementation. We also provide a general idea of what types of compression algorithms to use when sending small sized messages over a network and what affects their performance.

1.2 Structure
This report starts with an introduction to compression, the purpose of this work, the contribution and the structure of this report in Section 1. In Section 2 the method used to find sources for the literature study is described, followed by related work in Section 3 where we summarize papers that are related to our work. Section 4 describes the task and what we did and did not do in this thesis. Section 5 contains an overview of how compression works, including compression classification, some of the techniques used in compression and suitable compression algorithms for our work. In Section 6 we drew a conclusion from the literature study and motivated which algorithms we chose to use in our work, as well as describing their properties. Section 7 describes the method for the work. This section includes where we integrated the chosen algorithms, how the message transfer was conducted, the test cases used, a description of the data used in the tests and how we calculated the effective throughput. In Section 8 we describe how we integrated the compression algorithms and where we found the source code for them. Here we also describe the hardware used and the network topology, i.e. the test environment. Section 9 contains the results of the tests and in Section 10 we draw a conclusion from the results. In Section 11 we discuss the results, conclusion and other related topics that emerged from our work. Section 12 contains the thesis conclusions that are of interest for MDH. Finally Section 13 contains future work.

2. METHOD FOR LITERATURE STUDY
To get an idea of the current state of research within the field of data compression, we performed a literature study. Information on how to conduct the literature study was found in Thesis Projects on page 59 [9]. We searched in databases using appropriate keywords, such as compression, lossless compression, data compression and text compression.

When searching the ACM Digital Library3 with the compression keyword, we found the documents PPMexe: Program Compression [10], Energy-aware lossless data compression [11], Modeling for text compression [12], LZW-Based Code Compression for VLIW Embedded Systems [13], Data compression [1], Compression Tools Compared [14], A Technique for High Ratio LZW Compression [15] and JPEG2000: The New Still Picture Compression Standard [16].

By searching the references in these documents for other sources, we also found the relevant documents A block-sorting lossless data compression algorithm [17], Data Compression Using Adaptive Coding and Partial String Matching [18], A method for construction of minimum redundancy codes [6], Implementing the PPM data compression scheme [19], Network-conscious text compression system (NCTCS) [20], A universal algorithm for data compression [7], Compression of Individual Sequences via Variable-Rate Coding [8], Longest match string searching for Ziv-Lempel compression [21], A corpus for the evaluation of lossless compression algorithms [22], PPM Performance with BWT Complexity: A New Method for Lossless Data Compression [23], The mathematical theory of communication [4], PPM: one step to practicality [24], A Technique for High-Performance Data Compression [25], The Transmission of Information [5], Data Compression via Textual Substitution [26] and The Data Compression Book [27].

Searching the ACM Digital Library with the keywords lossless compression yielded the additional documents Energy and Performance Evaluation of Lossless File Data Compression on Server Systems [28] and An Analysis of the Burrows-Wheeler Transform [29].

3http://dl.acm.org/
We also searched the IEEE Xplore database\(^2\) using the keywords compression, lossless compression, data compression, high speed compression algorithm and text compression and found the documents Lossless Compression Using Efficient Encoding of Bitmaps [30] and Improving Code Density Using Compression Techniques [31]. LIPT: a lossless text transform to improve compression [32]. Unbounded Length Contexts for PPM [33] and Scaling Down Off-the-Shelf Data Compression: Backwards-Compatible Fine-Grain Mizing [34]. Searching the references in these we found the documents Adaptive end-to-end compression for variable-bandwidth communication [35], Adaptive online data compression [36], Fine-Grain Adaptive Compression in Dynamically Variable Networks [37]. Efficient end to end data exchange using configurable compression [38], Gipekhi - High Speed Compression Algorithm [39] and The hitchhiker’s guide to choosing the compression algorithm for your smart meter data [40].

To find more information about specific algorithms we found in the other documents, we searched Google Scholar\(^3\) using the keywords LZMA, LZSS, LZW, LZX, PPM, DEFLATE, BZIP2, LZ4, LZO, PAQ. This way, we found the papers Hardware Implementation of LZMA Data Compression Algorithm [41]. The relative efficiency of data compression by LZW and LZSS [42] and Lossless Compression Based on the Sequence Memoizer [43]. Looking at the references in these papers we also found the paper A Comparative Study Of Text Compression Algorithms [44].

We also searched the IEEE Global History Network\(^4\) using the keyword compression to find the page History of Lossless Data Compression Algorithms [45].

While searching Google with the key words effective throughput compression and data transmission compression to find more information on how to calculate effective throughput we stumbled upon a few papers addressing the effect of compression in network applications and protocols. The papers found were Improving I/O Forwarding Throughput with Data Compression [46], Robust Data Compression of Network Packets [47] and A Comparison of Compressed and Uncompressed Transmission Modes [48].

Finally, to find some more recent benchmarks, we also searched Google using the keywords compression benchmarks to find the page Compression Benchmarks [49] and LZ4 - Extremely Fast Compression algorithm [50].

3. RELATED WORK

In 1949, C. Shannon and R. Fano invented Shannon-Fano coding [4, 5]. Using this algorithm on a given block of data, codes are assigned to symbols in a way that is inversely proportional to the frequency at which the symbols appear. Two years later, D. Huffman developed a very similar but more efficient coding algorithm called Huffman coding [6]. This technique is often used in combination with other modern algorithms, for example with the Burrows-Wheeler transform in bzip2 [51] and with LZ77 or LZSS in the DEFLATE algorithm [52].

In 1977, A. Lempel and J. Ziv developed a new compression algorithm called LZ77 which uses a dictionary to compress data [7]. The dictionary is dynamic and generated using a sliding window over the input data. A year later, they developed the LZ78 algorithm, which generates and uses a static dictionary [8]. Many algorithms have been developed based on the LZ77 and LZ78 algorithms, such as DEFLATE [52], the Lempel-Ziv-Markov chain algorithm (LZMA) [53] and the Lempel-Ziv-Welch algorithm (LZW) [55].

One category of algorithms used in data compression that is not based on the LZ77 and LZ78 algorithms is Prediction by Partial Matching (PPM). PPM algorithms have been developed since the mid-1980s by for example Cleary and Witten [18], but have become more popular as the amount of RAM in computers has increased. The PPM algorithms use the previous symbols in the data stream to predict which the next symbol is. One version called PPMd, developed by D. Shkarin in 2002 [24], aimed to have complexity comparable to the LZ77 and LZ78 algorithms. He showed that the algorithm could offer compression ratio comparable to LZ77 and bzip2 but with lower memory requirements and faster rate of compression, or offer better compression ratio than LZ77 and bzip2 but with higher memory requirements and compression time, depending on the settings used.

The Burrows-Wheeler transform (BWT), invented by M. Burrows and D. Wheeler in 1994, does not compress data itself but it makes the data more suited for compression with other algorithms [17]. Used with simple and fast algorithms, such as a move-to-front coder, they were able to show that the algorithm had compression ratio comparable with statistical modellers, but at a rate of compression comparable to Lempel-Ziv algorithms.

In Adaptive end-to-end compression for variable-bandwidth communication [35] by Knutsson and Björkman from 1999, messages were compressed using an adaptive algorithm which changed the compression level depending on the length of the network queue. They showed that the effective bandwidth could be increased on networks with 1-3 Mbit/s throughput by compressing the data using a computer with a 133 MHz CPU.

In Robust Data Compression of Network Packets [47], S. Dorward and S. Quinlan experimented with different compression algorithms to improve the performance of packet networks. The experiments were conducted on 125 and 1600 byte packet sizes on a network with 10 kbit/s, 100 kbit/s, 1 Mbit/s and 10 Mbit/s link speed. They concluded that speed is important when compressing network packets, especially if the bandwidth is large when compared to the available computational capacity.

In 2001 N. Motgi and A. Mukherjee proposed a Network conscious text compression system (NCTCSys) [20] which compressed text based data and could be integrated on application level into different text based network transfer protocols like HTTP, FTP and SMTP. The compression applications tested were bzip2 and gzip together with LIPT (A lossless text transform to improve compression [32]). With this method they where able to reduce the data transmission time by 60-85%.

a fine-grain mixing strategy which compressed and sent as much data as possible and used any remaining bandwidth to send uncompressed data packets. The compression algorithms they tried were gzip, bzip2 and LZO which all have different properties regarding rate of compression and compression ratio. Their experiments were conducted on a network with up to 1 Gbit/s bandwidth and concluded that improvement gained when using the different compression algorithms was reduced as the physical bandwidth increased to the point where it was worse than non-compressed transmission. The maximum bandwidth where compression was beneficial was different for each of the algorithms.

In Energy-aware lossless data compression [11] a comparison of several lossless compression algorithms was made by K. Barr and K. Asanović, where not only compression ratio and rate of compression was measured but also memory usage. This study concludes that there are more factors to consider than only the compression ratio, i.e. a fast algorithm with high compression ratio probably uses a lot more memory than its counterparts. This is something that needs to be considered for implementation on the target architecture.

Y. Wiseman wrote The relative efficiency of data compression by LZW and LZSS [42] in 2007 where he compared the compression algorithms LZW and LZSS which are based on LZ77 and LZ78, respectively. The study shows that depending on how many bits are used for the pointer, and the number of bits for the length component in LZSS, the results will vary. With too many bits, each pointer will take up too much space, and with too few bits the part of the file which can be pointed to will be too small. The efficiency on different file formats is also compared, and it is concluded that LZSS generally yields a better compression ratio, but for some specific types of files, where the number of pointers generated by LZW and LZSS are almost equal, LZW performs better since its pointers are smaller than those of LZSS.

In the paper Improving I/O Forwarding Throughput with Data Compression [46] B. Welton, D. Kimpe, J. Cope et al. investigated if the effective bandwidth could be increased by using data compression. They created a set of compression services within the I/O Forwarding Scalability Layer and tested a variety of data sets on high-performance computing clusters. LZO, bzip2 and zlib were used when conducting their experiments. For certain scientific data they observed significant bandwidth improvements, which shows that the benefit of compressing the data prior to transfer is highly dependent on the data being transferred. Their results suggest avoiding computationally expensive algorithms due to the time consumption.

In 2011 A Comparative Study Of Text Compression Algorithms by S. Shammugasundaram and R. Lourdussamy was published in the International Journal of Wisdom Based Computing [44]. They presented an overview of different statistical compression algorithms as well as benchmarks comparing the algorithms. The benchmarks were focused on algorithms based on LZ77 and LZ78 but also included some other statistical compression techniques. The properties that were compared in the benchmarks were compression ratio and rate of compression.

In The hitchhiker’s guide to choosing the compression algorithm for your smart meter data [40], M. Ringwelski, C. Renner, A. Reinhardt et al. performed tests on compression algorithms to be implemented in Smart Meters. They tested compression ratio, rate of compression and memory consumption for different algorithms. Besides the test results, which are relevant to us, they also suggest that the processing time of the algorithms are of high importance if the system runs on battery.

In November 2012 M. Ghosh posted the results of a compression benchmark [49] done with a self-made parallel compression program called Pcompress [54] which contains C implementations of LZFX, LZMA, LzmaMt6, LZA4, libbsc, zlib and bzip2. He also showed that some of the algorithms used can still be optimized, for example he optimized LZMA by using SSE instructions which improved the rate of compression. The results are fairly new, which makes them very relevant to our work when deciding which algorithms to integrate.

R. Lenhardt and J. Alakuijala wrote Gipfeli - High Speed Compression Algorithm for the 2012 Data Compression Conference where they created their own compression algorithm based on LZ77 called Gipfeli [39]. Gipfeli is a high-speed compression algorithm designed to increase the I/O throughput by reducing the amount of data transferred. Gipfeli is written in C++ and the compression ratio is said to be similar to that of zlib but with three times faster rate of compression.

4. PROBLEM FORMULATION

The task was to take advantage of compression by integrating it into the supplied communication framework used by the Ericsson Connectivity Packet Platform (CPP). The implementation should be done in user-mode, to make it easier to maintain the code if the kernel is upgraded. This would however come at the cost of restricted access to resources that are used in kernel-space. We did a literature study to investigate existing compression algorithms. Based on the study, a few promising algorithms were selected for integration and testing to analyse the effect of compression in the existing environment. The communication was done with LINX Inter-Process Communication (IPC) [55] with the compression as an extra layer which hopefully would increase the communication capacity, i.e. each LINX IPC message was compressed and decompressed.

The tests were performed with varying message sizes on different network bandwidths, as well as network topologies, to see if the performance of the algorithms changed. The tests were done without any other traffic present, which meant that the tests had full utilization of the bandwidth.

We did not test the effect of compression when communicating between processes internally in the CPU. Neither did we develop our own compression algorithm due to time constraints and we did not use adaptive compression methods. The benchmark did not include an analysis of memory usage for the algorithms, instead we left this for future work.
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5. COMPRESSION OVERVIEW
This section contains a general introduction to compression and its terms.

5.1 Classifications
The two most distinct classifications of compression algorithms are lossy and lossless. Lossy compression reduces the data size by discarding information that requires large amounts of storage but is not necessary for presentation. For example by removing sound frequencies not normally perceived by human hearing in an audio file, as in the MP3 audio format. Lossy compression has proven to be effective when applied to media formats such as video and audio [27]. However, when using lossy compression it is impossible to restore the original file due to removal of essential data. Because of this, lossy compression is not optimal for text-based data containing important information [45].

Lossless data compression can be achieved by various techniques that reduces the size without permanently removing any data. Compared to lossy compression, the original data can be restored without losing any information. Lossless data compression can be found everywhere in computing. Some examples are to save disk space, transmitting data over a network, communication over a secure shell etc. Lossless compression is widely used in embedded systems to improve the communication bandwidth and memory requirements [30].

Some examples of compression used in different media formats can be seen in Table 1.

<table>
<thead>
<tr>
<th>Compression type</th>
<th>Image</th>
<th>Audio</th>
<th>Video</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noncompressed</td>
<td>RAW</td>
<td>WAV</td>
<td>CinemaDNG</td>
</tr>
<tr>
<td>Lossy</td>
<td>JPEG</td>
<td>MP3</td>
<td>MPEG</td>
</tr>
<tr>
<td>Lossless</td>
<td>PNG</td>
<td>FLAC</td>
<td>H.264</td>
</tr>
</tbody>
</table>

Table 1: Compression used in typical media formats

5.2 Compression factors
Compressing data requires execution time and memory to decrease the size of the data. The compression factors used to describe this are rate of compression, compression ratio and memory usage.

The rate of compression, also known as compression speed, is the time it takes to compress and decompress data. The time it will take for an algorithm to compress and decompress the data is highly dependent on how the algorithm works.

Compression ratio is how much a set of data can be compressed with a specific algorithm, i.e. how many times smaller in size the compressed data is compared to the noncompressed data. The definition of compression ratio is:

\[ R = \frac{\text{Size before compression}}{\text{Size after compression}} \]  (1)

This definition is sometimes referred to as compression factor in some of the papers used in the literature study. We chose to use this definition instead due to the cognitive perception of the human mind [56], where larger is better.

Memory usage is how much memory a specific algorithm uses while compressing and decompressing. Like rate of compression, the memory usage is highly dependent on how the algorithm works. For example if it needs additional data structures to decompress the data.

5.3 Lossless techniques
Since we were required to use lossless compression, this section summarizes some of the existing techniques used when performing lossless data compression. Different variants of the techniques discussed in this section has spawned over the years. Because of this, techniques with similar names can be found, but in the end they work in the same way. For example scientific notation works as Run-length encoding, where 1000000 is represented as 1e6 or 1 × 10^6 in scientific notation and as 1S.06 in Run-length encoding (here S is the special character, corresponding to \( \varnothing \) in our examples below).

### 5.3.1 Null suppression
Null or blank suppression is one of the earliest compression techniques used and is described in [1,57]. The way the technique works is by suppressing null, i.e. blank, characters to reduce the number of symbols needed to represent the data. Instead of storing or transmitting all of the blanks (\( b \)) in a data stream, the blanks are represented by a special symbol followed by a number representing the number of repeated blanks. This would reduce the number of symbols needed to represent the data. Since it needs two symbols to encode the repeated blanks, at least three blanks needs to be repeated to use this technique, else no compression would be achieved. An example can be seen in Table 2 where the first column is what a person would see and the second column is the actual data needed to form this representation. If we would transfer the information as it is we also need to transfer all the blanks. The first two blanks before “Date” cannot be compressed but the other blanks can. If we were to transfer the information line by line and use null suppression we would instead send the following data stream:

1. bbDatebbbbbbbbbbbbbbName
2. 27-11-1931bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb
Diatomic encoding is a technique to represent a pair of characters as one special character, thus saving 50% space or a compression ratio of 2. This technique is described in [57]. The limitation is that each pair needs a unique special character. The number of special characters that can be used is limited to 5, saving 58% space with a compression ratio of 2.4 when using Equation (1) on the preceding page. If Run-length encoding would be used on a repetition of blanks it would yield an extra character (the character indicating which character was repeated) when compared to Null suppression. The use of a mixture of several techniques is suggested due to this [57].

### 5.3.3 Diatomic encoding

Diatomic encoding is a technique to represent a pair of characters as one special character, thus saving 50% space or a compression ratio of 2. This technique is described in [57]. The limitation is that each pair needs a unique special character. The number of special characters that can be used are however limited, since each character consists of a fixed number of bits. To get the most out of this technique one first needs to analyse the data that is going to be compressed and gather the most common pairs of characters, then use the available special characters and assign them to each of the most common pairs.

### 5.3.4 Pattern substitution

This technique is more or less a sophisticated extension of Diatomic encoding [57]. Patterns that are known to repeat themselves throughout a data stream are used to create a pattern table that contains a list of arguments and a set of function values. The patterns that are put into the table could for example be reserved words in a programming language (if, for, void, int, printf etc.) or the most common words in an English text (and, the, that, are etc.). Instead of storing or transmitting the full string, a character indicating that a pattern substitution has occurred followed by a value is stored or transmitted in place of the string. When decoding, the pattern substitute character and the subsequent value is looked up in the table and replaced with the string it represents. The string could contain the keyword itself plus the preceding and succeeding spaces (if any exists), which would yield a higher compression ratio due to the increased length of the string.

### 5.3.5 Statistical encoding

Statistical encoding is a technique used to determine the probability of encountering a symbol or a string in a specific data stream and use this probability when encoding the data to minimize the average code length \( L \), which is defined as:

\[
L = \sum_{i=1}^{n} L_i P_i
\]

Where \( n \) is the number of symbols, \( L_i \) is the code length for symbol \( i \) and \( P_i \) is the probability for symbol \( i \). Included in this category are widely known compression methods such as Huffman coding, Shannon-Fano encoding and Lempel-Ziv string encoding. These techniques are described in [6-8, 44, 45, 48, 57].

**Huffman coding** is a technique which reduces the average code length of symbols in an alphabet such as a human language alphabet or the data-coded alphabet ASCII. Huffman coding has a prefix property which uniquely encodes symbols to prevent false interpretations when deciphering the encoded symbols, such that an encoded symbol cannot be a combination of other encoded symbols. The binary tree that is used to store the encoded symbols is built bottom up, compared to the Shannon-Fano tree which is built top down [6, 44, 48, 57]. When the probability of each symbol appearing in the data stream has been determined, they are sorted in order of probability. The two symbols with the lowest probability are then grouped together to form a branch in the binary tree. The branch node is then assigned the combined probability value of the pair. This is iterated with the two nodes with the lowest probability until all nodes are connected and form the final binary tree. After the tree has been completed each edge is either assigned the value one or zero depending on if it is the right or left edge. It does not matter if the left edge is assigned one or zero as long as it is consistent for all nodes. The code for each symbol is then assigned by tracing the route, starting from the root of the tree to the leaf node representing the symbol.

**Shannon-Fano encoding** works in the same way as Huffman coding except that the tree is built top down. When the probability of each symbol has been determined and sorted, the symbols are split in two subsets which each form a child node to the root. The combined probability of the two subsets should be as equal as possible. This is iterated until each subset only contains one symbol. The code is created in the same way as with Huffman codes. Due to the way the Shannon-Fano tree is built it does not always produce the optimal result when considering the average code length as defined in Equation (2).

**Lempel-Ziv string encoding** creates a dictionary of encountered strings in a data stream. At first the dictionary only contains each symbol in the ASCII alphabet or the data-coded alphabet ASCII. Huffman coding has a prefix property which uniquely encodes symbols to prevent false interpretations when deciphering the encoded symbols, such that an encoded symbol cannot be a combination of other encoded symbols. The binary tree that is used to store the encoded symbols is built bottom up, compared to the Shannon-Fano tree which is built top down [6, 44, 48, 57].

### 5.3.6 Arithmetic encoding

When using Arithmetic encoding on a string, characters with high probability of occurring are stored using fewer bits while characters with lower probability of occurring are stored using more bits, which in the end results in fewer bits in total to represent the string [1, 44, 45, 58].

### 5.3.7 Context mixing and prediction

**Prediction** works by trying to predict the probability of the next symbol in the noncompressed data stream by first building up a history of already seen symbols. Each symbol then receives a value between one and zero that represents

<table>
<thead>
<tr>
<th>Original string</th>
<th>Compressed string</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAAAAAAAAAAT</td>
<td>C∅A10T</td>
</tr>
</tbody>
</table>

Table 3: Run-length Encoding example
the probability of the symbol occurring in the context. This way we can represent symbols in the specific context that has high occurrence using fewer bits and those with low occurrence using more bits [59].

**Context mixing** works by using several predictive models that individually predicts whether the next bit in the data stream will be zero or one. The result from each model are then combined by weighted averaging [60].

### 5.3.8 Burrows-Wheeler transform

Burrows-Wheeler Transform, BWT for short, does not actually compress the data but instead transforms the data to make it more suited for compression and was invented by M. Burrows and D. Wheeler in 1994 [17, 45]. This is done by performing a reversible transformation on the input string to yield an output string where several characters (or set of characters) are repeated. The transformation is done by sorting all the rotations of the input string in lexicographic order. The output string will then be the last character in each of the sorted rotations. BWT is effective when used together with techniques that encodes repeated characters in a form which requires less space.

### 5.3.9 Relative encoding

Relative encoding, also known as *delta filtering*, is a technique used to reduce the number of symbols needed to represent a sequence of numbers [41, 57]. For example, Relative encoding can be useful when transmitting temperature readings from a sensor since the difference between subsequent values is probably small. Each measurement, except the first one, is encoded as the relative difference between it and the preceding measurement as long as the absolute value is less than some predetermined value. An example can be seen in Table 4.

<table>
<thead>
<tr>
<th>16.0</th>
<th>16.1</th>
<th>16.4</th>
<th>16.2</th>
<th>15.9</th>
<th>16.0</th>
<th>16.2</th>
<th>16.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.0</td>
<td>.1</td>
<td>.3</td>
<td>-2</td>
<td>-.3</td>
<td>.1</td>
<td>.2</td>
<td>-.1</td>
</tr>
</tbody>
</table>

**Table 4:** Relative Encoding example

### 5.4 Suitable algorithms

In this section some suitable algorithms for our implementation will be described. These are the algorithms that were most often used in the studies we analysed. Figure 1 shows how some of the algorithms described in this section are related to each other and when they were developed.

#### 5.4.1 LZ77

LZ77 is the dictionary-based algorithm developed by A. Lempel and J. Ziv in 1977 [7]. This algorithm uses a dictionary based on a sliding window of the previously encoded characters. The output of the algorithm is a sequence of triples containing a length $l$, an offset $o$ and the next symbol $c$ after the match. If the algorithm can not find a match, $l$ and $o$ will both be set to 0 and $c$ will be the next symbol in the stream. Depending on the size of $l$ and $o$, the compression ratio and memory usage will be affected. If $o$ is small, the number of characters that can be pointed to will be small, reducing the size of the sliding window and in turn the memory usage [44].

#### 5.4.2 LZ78

The LZ78 algorithm was presented by A. Lempel and J. Ziv in 1978 [8]. Like LZ77, it is a dictionary-based algorithm, but with LZ78 the dictionary may contain strings from anywhere in the data. The output is a sequence of pairs containing an index $i$ and the next non-matching symbol $c$. When a symbol is not found in the dictionary, $i$ is set to 0 and $c$ is set to the symbol. This way the dictionary is built up. The memory usage of LZ78 might be more unpredictable than that of LZ77, since the size of the dictionary has no upper limit in LZ78, though there are ways to limit it. A benefit of LZ78 compared to LZ77 is the compression speed [44].

#### 5.4.3 LZSS

LZSS is an algorithm based on LZ77 that was developed by J. Storer and T. Szymanski in 1982 [26]. Like LZ77, LZSS also uses a dictionary based on a sliding window. When using LZSS, the encoded file consists of a sequence of characters and pointers. Each pointer consists of an offset $o$ and a length $l$. The position of the string which is pointed to is determined by $o$, and $l$ determines the length of the string. Depending on the size of $o$, the amount of characters that may be pointed to will vary. A large $o$ will be able to point to a larger portion of a file, but the pointer itself will take up more space. With a small $o$, there may not be enough data to find similar strings, which will impact the compression ratio. This behaviour is shown in a study by Y. Wiseman from 2007, where the best compression ratio was found with a pointer size of 18 to 21 bits [42]. In a similar way, the size of $l$ will also have to be adjusted to achieve good performance. If $l$ is too large, there may never be any recurring strings of that length, while if it is too small there may be recurring strings longer than the max value of $l$. This behaviour was also shown by Wiseman, where the best performance was found at $l = 5$. The optimal values for these parameters will

---

*Public domain graphic taken from [45]*
be dependent on the data being compressed. In the study by Wiseman the data was plain text from King James Bible.

5.4.4 LZW
LZW was developed by T. Welch in 1984, and was designed to compress without any knowledge of the data that was being compressed [25]. It is based on the LZ78 algorithm and is used for example in the GIF format. The dictionary used is initialized with the possible elements, while phrases of several elements are built up during compression [13]. It has somewhat fallen out of use because of patent issues, although the patents have now expired [27]. LZW applies the same principle of not explicitly transmitting the next non-matching symbol to LZ78 as LZSS does to LZ77 [44]. Just as in LZSS, the offset pointer size chosen affects the memory usage of the algorithm [42]. The compression ratio for LZW is often not as good as with many other algorithms, as seen in the study by S. Shanmugasundaram and R. LourduSamy, where the compression ratio for most types of data is worse compared to LZ78, LZFG, LZ77, LZSS, LZH and LZY [44]. For some data, for example files containing a lot of nulls, LZW may outperform LZSS as shown by Y. Wiseman [42].

5.4.5 LZMA
The Lempel-Ziv-Markov chain algorithm was first used in the 7z format in the 7-Zip program. It is based on LZ77 and uses a delta filter, a sliding dictionary algorithm and a range encoder. The delta filter is used to make the data better suited for compression with the sliding window dictionary. The output from the delta filter is in form of differences from previous data. The sliding dictionary algorithm is then applied to the output of the delta filter. Finally, the output from the sliding dictionary is used in a range encoder which encodes the symbols with numbers based on the frequency at which the symbols occur [41]. LZMA uses a lot of memory and requires a lot of CPU resources, but seems to yield a better compression ratio than most algorithms except some PPM variants [40, 49].

5.4.6 LZO
LZO is an algorithm developed by M. Oberhumner which is designed for fast compression and decompression [61]. It uses LZ77 with a small hash table to perform searches. Compression requires 64 KiB of memory while decompression requires no extra memory at all. The results from a study comparing the memory usage, speed and ratio of compress, PPMd, LZO, zlib and bzip2 by K. Barr and K. Asanović [11] confirms this. LZO is the fastest of the tested algorithms, with the least amount of memory used. The compression ratio was worse than the other algorithms, but still comparable with for example compress. This algorithm is also implemented in Intel Integrated Performance Primitives since version 7.0 [62], which means it might be even faster than in the benchmarks by Barr and Asanović if implemented correctly.

5.4.7 LZFX
LZFX [63] is a small compression library based on LZF by M. Lehmann. Like LZO, it is designed for high-speed compression. It has a simple API, where an input and output buffer and their lengths are specified. The hash table size can be defined at compile time. There are no other compression settings to adjust.

5.4.8 LZC
LZC was developed from LZW and is used in the Unix utility compress. It uses codewords beginning at 9 bits, and doubles the size of the dictionary when all 9-bit codes have been used by increasing the code size to 10 bits. This is repeated until all 16-bit codes have been used at which point the dictionary becomes static [11]. If a decrease in compression ratio is detected, the dictionary is discarded [27]. In the study by K. Barr and K. Asanović [11], they found that compress was relatively balanced compared to the other algorithms, not being the best or worst in any of the categories. The data used for compression in this study was 1 MB of the Calgary corpus and 1 MB of common web data.

5.4.9 LZ4
LZ4 is a very fast compression algorithms based on LZ77. Compressing data with LZ4 is very fast but decompressing the data is even faster and can reach speeds up to 1 GB/s, especially for binary data [64]. LZ4 is used in some well known applications like GRUB, Apache Hadoop and FreeBSD.

5.4.10 QuickLZ
QuickLZ is one of the fastest compression library in the world, compressing and decompressing data in speeds exceeding 300 Mbit per second and core. It was developed by L. Reinhold in 2006 [65]. It features an auto-detection of incompressible data, a streaming mode which results in optimal compression ratio for small sets of data (200-300 byte) and can be used with both files and buffers. QuickLZ is easy to implement, is open source and has a commercial and GPL license.

5.4.11 Gipfeli
A high-speed compression algorithm based on LZ77 which was created by R. Lenhardt and J. Alakuijala [39].

5.4.12 bzip2
bzip2 compresses files using move-to-front transform, Burrows-Wheeler transform, run-length encoding and Huffman coding [51]. In the study by K. Barr and K. Asanović, it was the one of the slowest and most memory requiring algorithms but offered high compression ratio.

5.4.13 PPM
The development of PPM algorithms began in the mid-1980s. They have relatively high memory usage and compression time, depending on the settings used, to achieve some of the highest compression ratios. PPM algorithms have been said to be the state of the art in lossless data compression [60]. One suitable PPM algorithm is the PPMd, or PPMII, algorithm by D. Sklarin, which seems to have good performance for both text and non-text files [24]. PPMd is one of the algorithms used in WinRAR [11]. K. Barr and K. Asanović compared this algorithm to LZO, bzip2, compress and zlib and showed that it had the best compression ratio of these algorithms [11]. The memory usage can be varied, but in these tests PPMd used more memory than the other algorithms. The only other algorithm that had lower rate of compression was bzip2.

5.4.14 PAQ
PAQ is an open source algorithm that uses a context mixing model to achieve compression ratios even better than PPM [60]. Context mixing means using several predictive models that individually predicts whether the next bit in the
data stream will be 0 or 1. These results are then combined by weighted averaging. Since many models are used in PAQ, improvements to these models should also mean a slight improvement for PAQ [43]. The high compression ratio comes at the cost of speed and memory usage [60].

5.4.15 DEFLATE
The DEFLATE algorithm was developed by P. Katz in 1993 [45]. As described in RFC1951 [52], the DEFLATE algorithm works by splitting the input data into blocks, which are then compressed using LZ77 combined with Huffman coding. The LZ77 algorithm may refer to strings in previous blocks, up to 32 kB before, while the Huffman trees are separate for each block. This algorithm is used in for example WinZip and gzip. Benchmarks on this algorithm, in form of the zlib library, were made by K. Barr and K. Asanović which showed that it had worse compression ratio than for example bzip2, but was faster and used less memory. However, it was not as fast and memory efficient as LZO.

6. LITERATURE STUDY CONCLUSIONS
This section will summarize the results of the literature study and include the algorithms chosen for integration and the motivation to why they were chosen.

6.1 Motivation
When comparing compression algorithms the most important factors are rate of compression, compression ratio and memory usage as describes in Section 5.2 on page 6. Most of the time there is a trade-off between these factors. A fast algorithm that uses minimal amounts of memory might have poor compression ratio, while an algorithm with high compression ratio could be very slow and use a lot of memory. This can be seen in the paper by K. Barr and K. Asanović which showed that it had worse compression ratio than for example bzip2, but was faster and used less memory. However, it was not as fast and memory efficient as LZO.

Our literature study concluded that compressing the data before transferring it over a network can be profitable under the right circumstances.

If the available bandwidth is low and the processing power of the system can compress the data in a short amount of time or significantly reduce the size of the data, the actual throughput can be increased. For example if one could compress the data without consuming any time at all and at the same time reduce the size of the data by a factor of two, the actual bandwidth would be increased by 100% since we are transferring twice the amount of data in the same amount of time.

An algorithm that has high compression ratio is desirable but these algorithms take more time than those with lower compression ratio, which means that it will take longer time before the data can begin its journey on the network. On the other hand, if the transfer rate of the network is high, compressing the data can negatively affect the effective throughput. Thus a fast algorithm with low compression ratio can be a bottleneck in some situations. By increasing the amount of allocated memory an algorithm has access to an increase in compression ratio can be achieved, however the amount of memory is limited and can be precious in some systems. The size and the content of the noncompressed data can also be a factor when it comes to compression ratio.

In our type of application, i.e. compressing the data, transferring it from one node to another followed by decompressing it, fast algorithms are usually the best. However there are some circumstances that can increase the transmission time and therefore change this. Adaptive compression is a technique used to adaptively change the compression algorithm used when these kind of circumstances changes, which in turn can increase the effective throughput.

To investigate the effect of all these factors, we tried to select one algorithm that performs well for each factor. A list of the most common algorithms was made, and we then looked at the properties of each of these algorithms. A key note to add is that we also made sure that we could find the source code for all the algorithms chosen.

6.2 Choice of algorithm and comparison
Based on the literature study we selected the algorithms seen in Table 5. Since the time frame of this thesis was limited, we also took into account the ease of integrating each algorithm. We also tried to pick algorithms from different branches as we in seen the compression hierarchy Figure 1 on page 8. One of our theories that was that since we were sending LINX IPC messages, the speed of the algorithm would be important because the messages would probably be quite short and contain specific data. This was also one of the conclusions we made from the literature study, but since we did our tests on different network bandwidths with specific message data and size we needed a verification of the conclusion. Due to this we selected some slow algorithms even though it contradicted the conclusion.

LZMA was chosen because of the benchmark results in [49] and [40], it also achieves better compression than a few other algorithms [45]. Ghosh made his own more optimized version of LZMA and showed that the algorithm still can be improved by parallelization [49], which should be optimal for the future if the trend of increasing the amount of cores in CPUs continues. The LZMA2 version also takes advantage of parallelization, however we could not find a multi-threaded version designed for Linux and it would be too time consuming to implement it ourselves. Our supervisor at Ericsson also suggested that we looked at LZMA. Another reason why we chose LZMA is because it has high compression ratio but is rather slow which goes against the conclusion we made with the literature study, thus we can then use LZMA to verify our conclusion.

LZW was chosen because it has decent factors overall. It is also based on LZ78 while LZMA and LZO are based on LZ77. The patent on LZW expired in 2003. Because of this very few of the papers in the literature study has used LZW (some of them have used LZC which derives from LZW) therefore it could be interesting to see how it will perform.

bzip2 was chosen because of the benchmarks in [11, 49]. It uses Move-To-Front transform, BWT, Huffman coding and

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Speed</th>
<th>Compression Ratio</th>
<th>Memory Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>LZO</td>
<td>Fast</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>bzip2</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>LZW</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>LZFX</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>LZMA</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>LZO</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 5: Comparison of compression speed (S), compression ratio (R) and memory usage (M) for algorithms.
LZ4 [51], and is completely separated from the LZ algorithms as seen in Figure 1 on page 8. Like LZMA, it is also a rather slow algorithm with high compression ratio, however it should be a lot faster than LZMA but still slower than LZFX [49].

LZFX [63] was chosen because it is very fast, which can be seen in the benchmarks made by [49]. The compression ratio is however very low. The source code is also very small and simple to use which made it optimal as a first test integration.

LZO was chosen for the same reasons as LZFX: it is fast but has low compression ratio and is easy to integrate. LZO and LZFX should have been optimal for our application according to the conclusion we made from the literature study, which was that fast algorithms are preferred.

LZ4 was chosen because it is very fast which can be seen in the benchmark by Collet [50]. It is also open source and easy to integrate.

Some suitable algorithms were discarded or replaced, like QuickLZ, PPMd, zlib and Gipfeli. The reason why we did not integrate QuickLZ was because we discovered it very late in the project. The source code for PPMd was too complex and time consuming to analyze due to the lack of comments and documentation, instead we chose bzip2. Gipfeli is written in C++ and therefore not supported “out of the box” in our implementation. zlib was discarded because it has properties comparable to some of the algorithms we chose; if we had chosen zlib we would have too many algorithms with the same properties.

7. METHOD
To determine the effect of compression when applied to LINX IPC messages that are transferred over a network, we first needed a suitable environment where the tests would be performed. We started by installing and configuring two servers where the tests would be performed. The idea was to construct a dedicated network where no other network traffic was present to maximize the available bandwidth and to make sure that each test was performed under the same conditions regardless of when it was conducted. To test the effect of different network bandwidths we configured the link speed of the servers interface connected to the data network to 10, 100 and 1000 Mbit/s and performed the tests for each bandwidth.

To get a general idea of how and where the actual compression and decompression was performed we needed to familiarize ourselves with the provided communication framework by analyzing the source code. We were provided with an early prototype that already had LZFX integrated, which gave us a general idea on how to integrate the other algorithms. The source code for the selected algorithms was analyzed and edited to fit the provided communication framework. The compression and decompression was integrated directly into the LINX library as an extra layer to extend the functions that are handling the Inter-Process Communication, as seen in Figure 2. The test application then used the LINX library to send IPC messages between the sender and receiver. The sender, called ping, compresses a message (if compression is selected) and sends the message to the receiver, called pong, which decompresses the message followed by immediately compressing the message again and sending it back to pong. Before sending the message, pong adds the current time to the message header. When the transfer was complete the application used this timestamp to calculate the Round-trip Time (RTT) of the message. We added a global variable in the LINX library that contained the compression ratio, which was used by pingpong to calculate the average compression ratio for consecutive messages compressed with the same algorithm as well as printing it out to the user. The message flow can be seen in Figure 2.

Some test cases were performed to determine the effect of compression when applied to LINX IPC messages that are transferred over a network.

7.1 Test cases
The real telecom message data was exported from a Wireshark® log. While analyzing the Wireshark log, we noticed that the messages were sent with a throughput of 14 Mbit/s. This could be because the bandwidth was low or the network load was high. However, we had 10, 100 and 1000 Mbit/s dedicated throughput when our tests were performed, i.e. no other traffic was present. Together with this information and the factors in Section 6 on the preceding page, we constructed the test cases that can be seen below.

For 10, 100, and 1000 Mbit/s network bandwidth:

- Send 5000, 10000 and 20000 messages, respectively, with telecom signal data of size 500, 700, 1000 and 1400 byte
- Compress and decompress the messages with LZO, LZFX, LZMA, bzip2, LZW, LZ4 and without compression
- Acquire the average round-trip time and compression ratio
- Calculate the effective throughput using the average round-trip time

Note that there was only one concurrent message on the network at any given time, i.e. we do not send a stream of messages. This means that one message was sent and the next message was not sent until the previous message returned.

8http://www.wireshark.org/
As a last test we determined the maximum throughput for our application by sending many large messages over a long period of time while at the same time monitoring the throughput using `iftop`. This was done to see if we could utilize one hundred percent of the maximum available bandwidth.

To verify that the available bandwidth was correct we used `iperf` in TCP mode. We used TCP mode since we use LINX with TCP connections.

### 7.2 Data working set

The data set used in the experiments was taken from a dump of traffic data that was acquired by sniffing the traffic of a node in a real telecom network. From this dump, 100 packets were exported as static arrays to a C header file using Wireshark. The exported packets were not filtered for any specific senders or receivers. To fill the payload of the messages in our experiment, we looped through the arrays in the header file and copied the data. Initial test runs showed that the protocol header of each packet could be compressed to a higher degree than the payload of the packet. Because of this, we excluded the headers of the packets to give the worst-case scenario. The total amount of data, excluding protocol headers, was approximately 20kB.

### 7.3 Formulas for effective throughput

In our experiment, the throughput $B$ is defined as

$$B = \frac{D_c}{t} \quad (3)$$

where $D_c$ is the size of the compressed data and $t$ is the time required to send that data between the two nodes. This means the time to compress and uncompress the data is also included in $t$. While running the tests for a specific bandwidth, $B$ should be constant and $D_c$ and $t$ should vary depending on the compression algorithm used.

The effective throughput $B_e$, also called goodput, is defined as

$$B_e = \frac{D}{t} \quad (4)$$

where $D$ is the size of the data before compression and $t$ is the same as in Equation (3). In our tests $D$ will be constant. If we use no compression, the compressed size of the data $D_c$ will be equal to the size of the noncompressed data $D$, which means that by using Equation (3) and Equation (4), we get $B = B_e$ in the case of sending noncompressed data. To calculate the change in effective throughput from using some compression algorithm $A$, we calculate the quotient $Q_A$ between $B_{eA}$ and $B_e$ where $B_{eA}$ is the effective throughput for algorithm $A$

$$Q_A = \frac{B_{eA}}{B_e} = \frac{D/t_A}{D/t_{UC}} \implies Q = \frac{t_{UC}}{t_A} \quad (5)$$

Here, $t_A$ is the time when using algorithm $A$ and $t_{UC}$ is the time when sending noncompressed data. The effective throughput for algorithm $A$ will then be

$$B_{eA} = Q_A B = \frac{t_{UC}}{t_A} B \quad (6)$$

### 8. IMPLEMENTATION

In this section we describe how we setup the test environment and implemented the compression algorithms chosen.
8.2 Compression algorithms

The algorithms were integrated directly into the LINX library, more specifically into ./liblinx/linx.c. The method linx_send_u_s has been extended to compress the messages with the selected algorithm while the linx_receive method handles the decompression. In these methods the RTT and compression ratio were also calculated. The test application, pingpong, that uses the LINX library to send and receive messages was used to select which compression algorithm to use, how many messages that should be sent, the content and size of each message and where to send the messages. Here we also calculated the average RTT and the average compression ratio. pingpong also fills the message payload with data. In our case we call the function fill_buffer where the first parameter fill_method determines which method to use. One of the methods is to use real telecom data by calling the function init_buffer_from_pkts, which is implemented in pkt1_to_100.h. This function fills the payload buffer with real telecom data as described in Section 7.2 on the preceding page.

8.2.1 LZO

The source code used for LZO was taken from the official website [61]. We used the lightweight miniLZO version since all that was needed was the compress and decompress functions. The files minilzo.c, minilzo.h, lzodefs.h and lzoconf.h were included directly into ./liblinx/linx.c. Compression was then done by using the lzo1x_compress function, while decompression was done by using the lzo1x_decompress function. Both functions take pointers to the input and output buffers, as well as the size of the input buffer by value and the size of the output buffer as a pointer. The number of bytes written to the output buffer will be written to the address of the output buffer pointer when the function returns. The compression function also takes a pointer to a memory area that is used as working memory. The size of the working memory used was the default size.

8.2.2 LZFX

For LZFX, we used the source code found on [63]. The files lzfxc.c and lzf.h were included in ./liblinx/linx.c without any modifications. Compression and decompression was then performed by calling the lzf_compress and lzf_decompress methods, respectively. Pointers to the input and output buffers are passed to both the decompress and compress functions. The size of the input buffer is sent by value, while the size of the output buffer is sent as a pointer. When the functions return, the number of bytes written to the output buffer is stored in the address of this pointer.

8.2.3 LZW

The source code used for LZW is based on M. Nelson’s example source code which was modified in 2007 by B. Banica to use buffers instead of files [66]. To be able to use the code in our application we made the following changes:

- Modified the source to work without the main-method so that we could use the encode and decode method directly, this was done by moving the memory allocation into encode and decode.
- Changed the interface for encode and decode to take a pointer to the output buffer and the size of the buffer instead of allocating the buffer in the functions.
- Made the function calls re-entrant by replacing most of the static variables with function parameters.
- Added checks to avoid reading or writing outside the buffers and some small optimizations.
- Change the way fatal errors was handled by returning a value instead of terminating the application. Zero means the execution was successful, negative one indicates that the output buffer was too small or the compressed size was larger than the original size and negative two are fatal errors which terminates our test application.

LZW does not take any other arguments, however it is possible to redefine the number of bits used for the code-words by changing the value of the BITS constant. We did some test runs and came to the conclusion that 9 bits was optimal for our data.

8.2.4 LZMA

The source code used for LZMA was the one included in the LZMA SDK version 9.20 by 7-zip [53]. The files needed to compress and decompress using LZMA were: LzFind.c, LzFind.h, LzHash.h, LzmaDec.c, LzmaDec.h, LzmaEnc.c, LzmaEnc.h and Types.h. To compress and decompress messages the methods LzmaEncode and LzmaDecode were used. LzmaEncode required additional properties to determine how the compression would be done, e.g. dictionary size, compression level, whether to use an end-mark or not etc. When calling LzmaDecode the properties used when encoding must be known. We chose to insert the properties in the beginning of each message. We performed some test runs with real telecom data to determine appropriate values for each property. The values we selected can be seen in Table 7.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>level</td>
<td>3</td>
</tr>
<tr>
<td>dictSize</td>
<td>65536</td>
</tr>
<tr>
<td>lc</td>
<td>3</td>
</tr>
<tr>
<td>lp</td>
<td>0</td>
</tr>
<tr>
<td>pb</td>
<td>2</td>
</tr>
<tr>
<td>algo</td>
<td>0</td>
</tr>
<tr>
<td>fb</td>
<td>32</td>
</tr>
<tr>
<td>bthMode</td>
<td>2</td>
</tr>
<tr>
<td>numHashBytes</td>
<td>2</td>
</tr>
<tr>
<td>mc</td>
<td>32</td>
</tr>
<tr>
<td>writeEndMark</td>
<td>1</td>
</tr>
<tr>
<td>numThreads</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7: LZMA encode and decode properties

8.2.5 bzip2

To integrate bzip2 we used version 1.0.6 of the library libbzip2 [51], which we compiled and installed on the system. Encode and decode methods were implemented into linx.c and the libbzip2 library is linked in when building the LINX library as well as the test application pingpong. The block size for compression was set to the smallest possible value, 100 kB, since the size of the messages that were compressed is at most a few kilobytes. The workFactor parameter is used to determine when to use a slower, but more deterministic, fallback algorithm. We tested different values
Maximum Throughput

The results from the tests when using a switch on the data network can be seen in Figure 4, 5 and 6, while the measurements from the point-to-point connection can be seen in Figure 7, 8 and 9. All the measurements were calculated according to Equation (6) on page 12. The lines represent the average effective throughput for one concurrent message when using the different compression algorithms and no compression. The available link speed can be seen at the top of each figure, which is also the theoretical maximum throughput. As a final test we measured the maximum throughput for the test application as described in Section 7.1 on page 11. The result of this test can be seen in Table 8.

<table>
<thead>
<tr>
<th>Connection type</th>
<th>Maximum Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switched</td>
<td>261 Mbit/s</td>
</tr>
<tr>
<td>Point-to-point</td>
<td>265 Mbit/s</td>
</tr>
</tbody>
</table>

Table 8: Maximum throughput for the test application with point-to-point and switched connection.

Figure 10 shows the average compression ratio for all the algorithms used when compressing LINX IPC messages of size 500, 700, 1000 and 1400 byte.

10. CONCLUSION

When compressing LINX IPC messages, some factors had impact on whether it was beneficial or not, in terms of effective throughput. If the time spent on transferring the messages was high, compared to the time spent compressing and decompressing the messages, an increase in efficient network throughput could be achieved. Regardless of if the time spent transferring the messages depends on low network bandwidth or a high number of hops, the compression and decompression time will be such a small part of the total transfer time that it will be profitable to use compression. This means that the choice of algorithm depends on the size of the messages, as well as the properties of the network, such as the complexity and available bandwidth. In our case the fastest algorithms, that still achieved a relatively high compression ratio, were best suited. This was also the conclusion we made from the literature study.

LZ4 and LZO performs almost equally and are the most effective of all the algorithms we tested. They are both designed to be very fast, just as LZFX. However, LZFX is always a few steps behind both LZ4 and LZO, and this gap seems to increase with higher link speed. This could be the effect of lower compression ratio, as seen in Figure 10 on page 16, or possibly slightly longer compression and decompression time. LZ4 was slightly better than LZO, most of the time achieving a few percent higher effective throughput, and in worst case performing equal to LZO.

The performance of LZW is low because the compression ratio does not increase much when the size of the message increases, compared to other algorithms. This is probably because we chose to use a low number of bits for the code-words, due to the small size of the messages.

LZMA achieved the highest compression ratio of all the tested algorithms, but since the compression and decompression time was high, we did not see any improvement of the effective throughput. However, what we can see was that LZMA gained more than the other algorithms from increased complexity in the network, which means that it might be the most beneficial algorithm in more complex networks.

bzip2 was the worst of the algorithms tested since it had too low compression ratio compared to the other algorithms. The compression and decompression time was also the longest of all algorithms.

Looking back at Table 5 on page 10 the predictions were correct for LZO, LZFX, LZMA and LZ4. bzip2 seemed to have a longer execution time than LZMA and the compression ratio was very low, while we expected it to be high. The achieved compression ratio for LZW was also lower than we had expected.

As discussed in Section 6 on page 10, the compression might become a bottleneck when transferring messages. When the link speed was set to 1000 Mbit/s, regardless of whether we used point-to-point or switched connection, we got negative effects when using any of the compression algorithms. In table 8 we can see that the maximum throughput for the test application was around 260 Mbit/s, which means that we never used the maximum available throughput when the link speed was set to 1000 Mbit/s. However, the throughput was approximately 14 Mbit/s when analysing the logs for real telecom traffic. This means it should be beneficial to use compression in the real environment since we saw improvement on bandwidths up to 100 Mbit/s.
Figure 4: Average effective throughput per message using various algorithms with 10 Mbit/s link speed and a switched network.

Figure 5: Average effective throughput per message using various algorithms with 100 Mbit/s link speed and a switched network.

Figure 6: Average effective throughput per message using various algorithms with 1000 Mbit/s link speed and a switched network.

Figure 7: Average effective throughput per message using various algorithms with 10 Mbit/s link speed.

Figure 8: Average effective throughput per message using various algorithms with 100 Mbit/s link speed.

Figure 9: Average effective throughput per message using various algorithms with 1000 Mbit/s link speed.
be smaller, which also means that the amount of time spent forwarding packages decreases. If the transmission time is long, compared to the compression and decompression time, it should be beneficial to use algorithms with high compression ratio. LZMA, as is, should be a good candidate when considering implementation of adaptive message compression in the future.

The maximum throughput for the test application was determined to be 261 Mbit/s with switched connection and 265 Mbit/s with point-to-point connection. The maximum throughput can be increased for the test application by removing unnecessary instructions and optimizing the code. A key note to add is that this was a prototype application, which means that the final implementation will not necessarily need to calculate the compression ratio, RTT and other diagnostic information. This also means that the performance for compressed messages will increase more than for noncompressed messages in the final implementation.

Since we decided not to use any kind of parallelization, the time to compress and decompress data with any of the algorithms chosen can be decreased by taking advantage of opportunities in the source code which can benefit from parallel execution. This however comes with the cost of unpredictable cache behaviour and increased complexity of the code. The hardware we used to perform the tests, as seen in Table 6 on page 12, might not be optimal in our case when parallel execution is absent, since the architectural design of the CPUs is based on using multiple cores simultaneously when executing. If parallelization was introduced when compressing and decompressing data, the total execution time should be decreased for compressed messages while the execution time for noncompressed messages should be the same. This in turn would increase the effective throughput when using Equation (6) on page 12.

We had hoped to be able to limit the available bandwidth to other speeds than 10, 100 or 1000 Mbit/s by using a switch with Quality of Service (QoS) support in the data network. We had set up the test environment in such a way, but when we started testing we noticed that the rate limit of the switch did not affect the results when sending small amounts of data. We suspect that this was because the rate limit in the switch is only an average over a period of time. The link speeds of the interfaces on the switch must still be set to 10, 100 or 1000 Mbit/s, which means that this is the rate at which a single packet will be sent on the link. To get the correct rate, a stream of packets must be sent. However when transferring a stream of messages, the RTT of each messages was not comparable to when sending a single message. This meant we had to limit our measurements to 10, 100 and 1000 Mbit/s bandwidth.

A prediction for the future is that slow algorithms, with high compression ratio, will gain more from the increase in CPU power over time, compared to fast algorithms with low compression ratio. Both network speeds and the number of transistors in a CPU increase at a very high rate, but upgrading CPUs to a newer generation is probably easier and less expensive than upgrading the entire network infrastructure to be able to handle higher speeds.

12. MDH THESIS CONCLUSION
The thesis project has worked excellent overall and we felt like we have learnt a lot, while at the same time gaining ex-

Figure 10: Compression ratio for all the algorithms using Equation (1) on page 6.

11. DISCUSSION
We can see in figure 4 to 9 that the effective throughput is consistently higher when using switched connections, compared to point-to-point connections. This means that the complexity of the network, i.e. more hops, has an impact on the effective throughput when using compression. The time to compress the message is constant, i.e. the number of hops has no impact on the compression time. However the time to transfer the message will increase, especially if the switches in the network use store-and-forward. Store-and-forward means that the switch must receive the whole frame before it begins to forward it to the recipient. A key note to add is that we were only using one switch, while in a real environment there might be several switches between the sender and receiver, thus increasing the transfer time even more.

When sending messages with 1400 byte payload size, the transfer time decreased for noncompressed messages when compared to messages of size 1000 byte. This was only noticeable when the link speed was set to 1000 Mbit/s. We think the decrease in time depends on the fact that the TCP message is split in two segments, since the default Maximum Transmission Unit (MTU) size is 1500 byte.

In Figure 10, we can see that the compression ratio for bzip2 was very low even when compared to the fastest algorithms, which should have the lowest compression ratio. This could be due to the fact that the data being compressed is not suitable for this algorithm, but according to Burrows and Wheeler [17], the Burrows-Wheeler transform should work well for both text and binary data. It might instead depend on the fact that each message that is being compressed is relatively small. bzip2 uses blocks of size 100 kB to 900 kB when compressing, which means it would probably be more efficient for larger amounts of data.

LZMA has the highest compression ratio among all the algorithms we tested. If the execution time could be decreased by parallelization while at the same time retaining the high compression ratio, the effective throughput could be increased and thus reduce the gap between LZMA and the fast algorithms. When sending messages with LINX IPC, the compression and decompression is only performed at the end-nodes, i.e. the compression and decompression time is independent of the network topology. Another advantage of algorithms with high compression ratio is when considering very complex networks. With higher compression ratio, the amount of data that needs to be forwarded at each hop will be smaller, which also means that the amount of time spent forwarding packages decreases. If the transmission time is long, compared to the compression and decompression time, it should be beneficial to use algorithms with high compression ratio. LZMA, as is, should be a good candidate when considering implementation of adaptive message compression in the future.

The maximum throughput for the test application was determined to be 261 Mbit/s with switched connection and 265 Mbit/s with point-to-point connection. The maximum throughput can be increased for the test application by removing unnecessary instructions and optimizing the code. A key note to add is that this was a prototype application, which means that the final implementation will not necessarily need to calculate the compression ratio, RTT and other diagnostic information. This also means that the performance for compressed messages will increase more than for noncompressed messages in the final implementation.

Since we decided not to use any kind of parallelization, the time to compress and decompress data with any of the algorithms chosen can be decreased by taking advantage of opportunities in the source code which can benefit from parallel execution. This however comes with the cost of unpredictable cache behaviour and increased complexity of the code. The hardware we used to perform the tests, as seen in Table 6 on page 12, might not be optimal in our case when parallel execution is absent, since the architectural design of the CPUs is based on using multiple cores simultaneously when executing. If parallelization was introduced when compressing and decompressing data, the total execution time should be decreased for compressed messages while the execution time for noncompressed messages should be the same. This in turn would increase the effective throughput when using Equation (6) on page 12.

We had hoped to be able to limit the available bandwidth to other speeds than 10, 100 or 1000 Mbit/s by using a switch with Quality of Service (QoS) support in the data network. We had set up the test environment in such a way, but when we started testing we noticed that the rate limit of the switch did not affect the results when sending small amounts of data. We suspect that this was because the rate limit in the switch is only an average over a period of time. The link speeds of the interfaces on the switch must still be set to 10, 100 or 1000 Mbit/s, which means that this is the rate at which a single packet will be sent on the link. To get the correct rate, a stream of packets must be sent. However when transferring a stream of messages, the RTT of each messages was not comparable to when sending a single message. This meant we had to limit our measurements to 10, 100 and 1000 Mbit/s bandwidth.

A prediction for the future is that slow algorithms, with high compression ratio, will gain more from the increase in CPU power over time, compared to fast algorithms with low compression ratio. Both network speeds and the number of transistors in a CPU increase at a very high rate, but upgrading CPUs to a newer generation is probably easier and less expensive than upgrading the entire network infrastructure to be able to handle higher speeds.

12. MDH THESIS CONCLUSION
The thesis project has worked excellent overall and we felt like we have learnt a lot, while at the same time gaining ex-
perience in how it is to work in our field of education. Problems always arise, but it was nothing we could not handle. For example, it was not easy to find open source algorithms which were efficient, written in C and had buffer to buffer support. It was also really hard to determine if the source code for an algorithm was efficient and would even work. This problem was solved by trial and error. We decided to use git as version handler, however it did not work as well as we thought. The initial repositories failed to maintain the structure of the framework that was provided by Ericsson. In the end we packed the framework versions in tar-balls and used git to maintain a repository of different versions of the framework. Limiting the physical bandwidth was not as easy as we had expected. In the end we decided to give up the idea of limiting the bandwidth, other than setting link speeds on the servers interface.

We had no problems setting up the test environment, including using NAT to get internet access for the servers, account administration on Linux etc. Implementing the algorithms was neither a problem, one of the reasons being the great support from Marcus, as well as the framework being well documented and easy to understand. Communication with our supervisors and examiner worked great and we felt very provided for. Ongoing feedback throughout the project resulted in higher motivation and a feeling that the work was of importance. Finding papers, books and other sources about compression and transferring data on networks was easy. This resulted in the vast amount of references which was used to gain knowledge about the subject. Getting all the pre-requirements from Ericsson, e.g. framework and real telecom data, needed to conduct the project worked without problems.

The work environment was great and we felt that the task was at an appropriate level of difficulty, while still being fun and interesting. The knowledge gained from earlier courses at MDH has been very useful in the project. For example Parallella system, Datakommunikation, Operativsystem, Datorarkitektur, Kompilatorteori, Datakommunikation i nätverk, Linux grundkurs, Avancerad C/C++ etc.

In the end we feel very satisfied with our work and hope the results will come in handy in the future.

13. FUTURE WORK

These are some topics that we did not have time to investigate in our thesis, but which may be of interest in the future:

- Implement more algorithms, maybe even our own version.
- Implement LINX IPC compression on the target hardware.
- Adaptive compression with several different algorithms.
- Investigate the energy usage of the algorithms due to the popularity of Green Power.
- Modify some promising algorithm based on the data that is being compressed.
- Hardware implementation of some algorithm.
- Implement parallel versions of all the algorithms tested.
- Test more fast algorithms (zlib, QuickLZ, Gipfeli etc.).
- Optimize the test application by removing calculations and unnecessary operations.
- Analyse the memory usage for different algorithms.
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