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Abstract

Dynamic panel data models are widely used by econometricians to study over time the economics of, for example, people, firms, regions, or countries, by pooling information over the cross-section. Though much of the panel research concerns inference in stationary models, macroeconomic data such as GDP, prices, and interest rates are typically trending over time and require in one way or another a nonstationary analysis. In time series analysis it is well-established how autoregressive unit roots give rise to stochastic trends, implying that random shocks to a dynamic process are persistent rather than transitory. Because the implications of, say, government policy actions are fundamentally different if shocks to the economy are lasting than if they are temporary, there are now a vast number of univariate time series unit root tests available. Similarly, panel unit root tests have been designed to test for the presence of stochastic trends within a panel data set and to what degree they are shared by the panel individuals.

Today, growing data certainly offer new possibilities for panel data analysis, but also pose new problems concerning double-indexed limit theory, unobserved heterogeneity, and cross-sectional dependencies. For example, economic shocks, such as technological innovations, are many times global and make national aggregates cross-country dependent and related in international business cycles.

Imposing a strong cross-sectional dependence, panel unit root tests often assume that the unobserved panel errors follow a dynamic factor model. The errors will then contain one part which is shared by the panel individuals, a common component, and one part which is individual-specific, an idiosyncratic component. This is appealing from the perspective of economic theory, because unobserved heterogeneity may be driven by global common shocks, which are well captured by dynamic factor models. Yet, only a handful of tests have been derived to test for unit roots in the common and in the idiosyncratic components separately. More importantly, likelihood-based methods, which are commonly used in classical factor analysis, have been ruled out for large dynamic factor models due to the considerable number of parameters.

This thesis consists of four papers where we consider the exact factor model, in which the idiosyncratic components are mutually independent, and so any cross-sectional dependence is through the common factors only. Within this framework we derive some likelihood-based tests for common and idiosyncratic unit roots. In doing so we address an important issue for dynamic factor models, because likelihood-based tests, such as the Wald test, the likelihood ratio test, and the Lagrange multiplier test, are well-known to be asymptotically most powerful against local alternatives.

Our approach is specific-to-general, meaning that we start with restrictions on the parameter space that allow us to use explicit maximum likelihood estimators. We then proceed with relaxing some of the assumptions, and consider a more general framework requiring numerical maximum likelihood estimation. By simulation we compare size and power of our tests with some established panel unit root tests. The simulations suggest that the likelihood-based tests are locally powerful and in some cases more robust in terms of size.
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1. Notation

The following abbreviations and symbols will be used in this summary:

- $E$: Expected value
- $Var$: Variance
- $Cov$: Covariance
- $sup$: Supremum
- $arg\max$: Argument of the maximum
- $arg\min$: Argument of the minimum
- $lim$: Limit
- $\sim$: "Distributed as"
- $\sim_{app}$: "Distributed approximately as"
- $\forall$: "For all"
- $\exists$: "There exists"
- $\in$: "Is an element of"
- $\subset$: "Is a subset of"
- $\mathbb{R}$: The set of real numbers
- $\mathbb{Z}$: The set of integers
- $N$: Number of panel individuals
- $T$: Time series end point
- $T \to$: Limit taken over $T$
- $N, T \to$: Joint limit, with limit taken over $T$ and $N$ simultaneously
- $(T, N)_s \to$: Sequential limit, with limit taken over $T$ followed by over $N$
- $p\to$: Convergence in probability
- $d\to$: Convergence in distribution
- $N_p(\mu, \Omega)$: A $p$-variate normal distribution with mean $\mu$ and variance $\Omega$
- $\chi^2_d$: A chi-square distribution with $d$ degrees of freedom

We will also use the following notation: For a matrix $A \in \mathbb{R}^{n \times n}$, $A > 0$ denotes positive definiteness, $|A|$ denotes the determinant, $\text{tr}(A)$ denotes the trace, and $\varphi_1(A) \geq \varphi_2(A) \geq \cdots \geq \varphi_n(A)$ denote the eigenvalues. For a matrix $A \in \mathbb{R}^{n \times m}$,
rk(A) denotes the rank, \( ||A|| = [\text{tr}(AA')]^{1/2} \) denotes the Frobenius norm, and \( A_v = \text{vec}(A) \) is the vectorization which stacks the columns in an \( nm \times 1 \) vector. Unless specified differently, \( [a_{i,j}]_{n \times m} \) is an \( n \times m \) matrix with element \( a_{i,j} \) corresponding to the \( i \)th row and \( j \)th column, \( \text{diag}(a_1, a_2, \ldots, a_n) \) is an \( n \times n \) diagonal matrix with entries \( a_1, a_2, \ldots, a_n \) and \( I_n \) is the \( n \times n \) identity matrix. For a stochastic process \( X_{N,T} \) and deterministic sequences \( a_{N,T} \) and \( b_{N,T} \), we say that \( X_{N,T} = O_p(a_{N,T}) \) if \( X_{N,T}/a_{N,T} \) is bounded in probability, \( X_{N,T} = o_p(a_{N,T}) \) if \( X_{N,T}/a_{N,T} \) converges in probability to zero, and \( b_{N,T} = O(a_{N,T}) \) if \( b_{N,T}/a_{N,T} \) is bounded for all \( N \) and \( T \).
2. Introduction

Panel unit root tests were first introduced to gain power by exploiting the cross-sectional dimension for otherwise relatively short time series. However, the increasing amount of available data has pushed the framework to consider very large panels with both the time dimension and cross-sectional dimension large. Also, the assumption of cross-sectional independence imposed by the first generation of tests has been deemed unrealistic for many panels in practice and documented to result in size distortions (e.g. O’Connel, 1998; Maddala and Wu, 1999; Strauss and Yigit, 2003; Urbain and Westerlund, 2006).

A popular approach to model the cross-sectional dependence among the second generation of panel unit root tests is to impose unobserved common factors. This is convenient for at least two reasons; (i) the unobserved common factors reduce the inference to concern the factor space, which generally is much smaller than the cross-sectional space; and (ii) this type of dependence is natural for a large set of economic models, as economic theory often predicts that shocks to a system will affect its individuals (e.g. countries) proportionally, and that a relatively small set of shocks may drive a large system (see e.g. Breitung and Eickmeier, 2006).

In this thesis we consider the exact factor model with orthogonal idiosyncratic components and propose likelihood based tests for common and idiosyncratic unit roots. To our knowledge this has not been done before, and the results should contribute to the challenging task of developing likelihood based unit root tests in dynamic factor models.
3. The likelihood trinity

Three likelihood based tests are frequently used in econometrics; the Likelihood ratio test, the Wald test, and the Lagrange multiplier test (Score test).\(^1\) Here we give a short summary of these tests. More extensive reviews can be found in e.g. Breusch and Pagan (1980), Buse (1982), Engle (1984), and Bera and Bilias (2001).

Let \( x \) be a real-valued \( n \times 1 \) random vector drawn from a joint density \( f(x|\theta) \) where \( \theta \) is a \( k \times 1 \) vector of parameters that lie in some parameter space \( \Theta \subset \mathbb{R}^k \). Suppose that under the null hypothesis \( \theta \in \Theta_0 \subset \Theta \), and that under the alternative hypothesis \( \theta \in \Theta_1 \subset \Theta \), where \( \Theta_0 \cup \Theta_1 = \Theta \). For a statistical test, the performance crucially depends on the size and the power of the test-statistic.\(^2\) Let \( C \) denote the critical region for some test-statistic \( \mathcal{T} : x \mapsto \mathbb{R} \). The size is given by the probability of rejecting a true null hypothesis,

\[
P(\mathcal{T} \in C | \theta \in \Theta_0),
\]

and the power is given by the probability of rejecting a false null hypothesis,

\[
P(\mathcal{T} \in C | \theta \in \Theta_1).
\]

Usually the null hypothesis only concerns a subset of the parameters such that the parameter vector may be partitioned as \( \theta = (\theta_1', \theta_2')' \), where \( \theta_2 \ (k_2 \times 1) \) is subject to restrictions and \( \theta_1 \ (k_1 \times 1) \) is left unrestricted. The null hypothesis may then be specified as

\[
H_0 : \theta_2 = \theta_2^0, \quad \theta_1 \text{ unrestricted}. \quad (3.1)
\]

Because any well-behaved test will have power tending to one when the sample size increases, it is common practice to look at the asymptotic and finite behavior under a shrinking neighborhood of \( \theta_2^0 \). The alternative hypothesis may then be specified as a sequence of local alternatives,

\[
H_1 : \theta_2^n = \theta_2^0 + \frac{c}{\sqrt{n}}, \quad \theta_1 \text{ unrestricted}, \quad (3.2)
\]

for some vector \( c \in \mathbb{R}^{k_2} \). A test that performs equally well in any direction \( c \), is an invariant test.

\(^1\) The Likelihood ratio test was introduced by Neyman and Pearson (1928), Wald tests are based on the analysis of Wald (1943), and the Lagrange Multiplier test is based on the two papers by Aitchison and Silvey (1958) and Silvey (1959) and is equivalent to the Score test of Rao (1948).

\(^2\) A test is a function, \( \mathcal{H} \) say, which maps the values of a test-statistic, \( \mathcal{T} \) say, to the set consisting of the decisions "not reject \( H_0 \)" (\( d_0 \)) and "reject \( H_0 \)" (\( d_1 \)); \( \mathcal{H} \circ \mathcal{T} : x \mapsto \{d_0, d_1\} \).
Let $L(\theta|x) = f(x|\theta)$ denote the likelihood as a function of $\theta$, conditional on $x$, and let $l(\theta|x) = \log L(\theta|x)$ denote the corresponding log-likelihood. Because the logarithmic function is monotonic, $l(\theta|x)$ and $L(\theta|x)$ share maximizing arguments, but the log-likelihood is usually much easier to maximize. Assuming certain regularity conditions are met, the log-likelihood maximizes at a point satisfying

$$V(\hat{\theta}) = \left. \frac{\partial l(\theta|x)}{\partial \theta} \right|_{\theta = \hat{\theta}} = 0,$$

where $V(\theta) = \frac{\partial l(\theta|x)}{\partial \theta}$ is the score and $\hat{\theta}$ is the maximum likelihood estimator (MLE) with variance given by the inverse of the Fisher information, $\text{Var}(\hat{\theta}) = J(\theta)^{-1}$, where

$$J(\theta) \equiv E\left(\frac{\partial^2 l(\theta)}{\partial \theta \partial \theta'}\right).$$

Let $\tilde{\theta}$ denote the MLE of $\theta$ subject to an $m \times 1$ ($m < k$) vector of constraints $h(\theta) = 0$, where $h(\theta) : \mathbb{R}^k \mapsto \mathbb{R}^m$. The Lagrange multiplier test aims to maximize the Lagrangian function

$$\mathcal{L} = l(\theta) - \kappa' h(\theta),$$

with respect to $\tilde{\theta}$, and $\kappa$, an $m \times 1$ vector of Lagrange multipliers. The first-order conditions are

$$\left. \frac{\partial \mathcal{L}}{\partial \theta} \right|_{\theta = \tilde{\theta}} = V(\tilde{\theta}) - H(\tilde{\theta})\tilde{\kappa} = 0,$$

$$\left. \frac{\partial \mathcal{L}}{\partial \kappa} \right|_{\theta = \tilde{\theta}} = h(\tilde{\theta}) = 0,$$

where $H(\theta) = \frac{\partial h(\theta)'}{\partial \theta}$ is a $k \times m$ matrix. It can be shown that, under certain regularity conditions, $C_n^{-1/2} V(\tilde{\theta}) \overset{d}{\rightarrow} N_k(0, \Sigma)$, where $C_n^{-1/2}$ is some suitable scaling matrix, and $\Sigma = \lim_{n \to \infty} C_n^{-1/2} J(\theta) C_n^{-1/2}$. The resulting statistic is

$$LM = \tilde{\kappa}' H(\tilde{\theta})' J(\tilde{\theta})^{-1} H(\tilde{\theta}) \tilde{\kappa} = V(\tilde{\theta})' J(\tilde{\theta})^{-1} V(\tilde{\theta}),$$

(3.3)

where the right part is known as the score statistic. If the constraints $h(\theta) = 0$ are true, then the score evaluated at the restricted MLE, $V(\tilde{\theta})$, will be close to the score evaluated at the unrestricted MLE, $V(\hat{\theta}) = 0$ (and likewise the lagrange multiplier $\tilde{\kappa}$ will be close to zero), and so the intuition behind the LM-test is to reject the constraints for large values of (3.3).

When restrictions are imposed only on a subset of the parameters, the statistic is simplified. Suppose we have a null hypothesis of the form (3.1) and let $\tilde{\theta} = (\tilde{\theta}_1', \tilde{\theta}_2^0)'$ denote the constrained MLE, where $\tilde{\theta}_1$ is the restricted MLE of $\theta_1$ under the null hypothesis and $\theta_2^0$ is the restriction imposed under the null
hypothesis. The null hypothesis may then be formulated as $H_0 : h(\theta) = 0$, where $h(\theta) = (0 \ I_{k_2})\theta - \theta_0^2 = \theta - \theta_0^2$ is a $k_2 \times 1$ vector. Partition the information matrix and its inverse as

$$J = \left( \begin{array}{cc} J_{11} & J_{12} \\ J_{21} & J_{22} \end{array} \right), \quad J^{-1} = \left( \begin{array}{cc} J_{11}^{-1} & J_{12}^{-1} \\ J_{21}^{-1} & J_{22}^{-1} \end{array} \right),$$

where $J_{11} = -E \left( \frac{\partial^2 l(\theta)}{\partial \theta_1 \partial \theta_1'} \right), J_{12} = -E \left( \frac{\partial^2 l(\theta)}{\partial \theta_1 \partial \theta_2'} \right) = J_{21}^{-1}$, and $J_{22} = -E \left( \frac{\partial^2 l(\theta)}{\partial \theta_2 \partial \theta_2'} \right)$. Under maximum likelihood estimation we have that $V(\theta) = \left[ 0, (\partial l(\theta)/\partial \theta_2)' \right]'$. Hence the LM statistic (3.3) becomes (in score form)

$$LM = \left( \frac{\partial l(\theta)}{\partial \theta_2} \right)' J_{22}^{-1} \left( \frac{\partial l(\theta)}{\partial \theta_2} \right) \bigg|_{\theta = \theta},$$

(3.4)

where, from a well-known result, $J_{22}^{-1} = (J_{22} - J_{21} J_{11}^{-1} J_{12})^{-1}$. If $J(\theta)$ is block-diagonal, then $J_{22}^{-1} = J_{22}^{-1}$. Although the statistic (3.4) is actually the score statistic by Rao (1948), we will continue to refer to it as an LM statistic.

By Taylor expansion of $h(\hat{\theta})$ around the hypothesized value $\theta_0$ it follows that, under the null hypothesis, $\sqrt{n}h(\hat{\theta}) \overset{d}{\to} N(0, H(\hat{\theta}) J(\hat{\theta})^{-1} H(\hat{\theta}))$. This leads to the Wald statistic, which is based only on the unrestricted MLEs, and is defined as

$$W = h(\hat{\theta})' \left[ H(\hat{\theta}) J(\hat{\theta})^{-1} H(\hat{\theta}) \right]^{-1} h(\hat{\theta}).$$

(3.5)

If the constraints $h(\theta) = 0$ are true, then $h(\hat{\theta}) = \hat{\theta}_2 - \theta_0^2$ will be close to zero, and so we reject also the Wald test for large values of (3.5).

The Likelihood ratio statistic is

$$LR = \frac{\sup_{\theta \in \Theta_0} \mathcal{L}(\theta | x)}{\sup_{\theta \in \Theta_1} \mathcal{L}(\theta | x)}.$$

(3.6)

If the constraints imposed under the null hypothesis are true, then the ratio (3.6) should be close to 1, and otherwise it will be less than 1. The statistic is usually expressed in logarithms, $LR = \sup_{\theta \in \Theta_0} l(\theta | x) - \sup_{\theta \in \Theta_1} l(\theta | x)$, where a large spread between the restricted likelihood and the unrestricted likelihood indicates a rejection of the constraints.

It is well known that, in well-behaved problems, the LM statistic, the Wald statistic, and the LR statistic have the same asymptotic distribution (sometimes after appropriate scaling or transformation) and equivalent asymptotic power characteristics. Especially, a test based on any of the three statistics is an asymptotically locally most powerful invariant test. However, the statistics might perform differently in small samples.
4. Background

4.1 Unit root tests

The interest here is on the autoregressive class of dynamic models.\textsuperscript{1} For the univariate case, the autoregressive process of order $k$, $\text{AR}(k)$, is

$$x_t = \pi + \rho_1 x_{t-1} + \rho_2 x_{t-2} + \cdots + \rho_k x_{t-k} + \varepsilon_t, \quad t \in \mathbb{Z},$$

(4.1)

where $\pi$ is a constant, $\rho_1, \rho_2, \ldots, \rho_k$ are coefficients, and $\varepsilon_t$ is identically and independently distributed (iid) over time. The process (4.1) can be efficiently summarized as $\rho(L)x_t = \pi + \varepsilon_t$, where $\rho(L)$ is a lag-polynomial such that $\rho(L) = 1 - \rho_1 L - \rho_2 L^2 - \cdots - \rho_k L^k$, where $L$ is the lag-operator with the property $\{\forall q \in \mathbb{Z} : L^q x_t = x_{t-q}\}$. The process is strictly stationary if, for any values $s_1, s_2, \ldots, s_n$, the joint probability distribution of $(x_t, x_{t+s_1}, x_{t+s_2}, \ldots, x_{t+s_n})$ depends only on the lag lengths $s_1, s_2, \ldots, s_n$ and not on the time ($t$). If the first two moments are finite, then strict stationarity implies weak stationarity (covariance stationarity), meaning, similarly, for any value $s$, that $E(x_t) = E(x_{t-s})$ and that the covariance $E(x_t - E(x_t)) (x_{t-s} - E(x_{t-s}))$ is independent of time and only depends on the lag-length $s$. If all the roots of the characteristic polynomial $A(z) = 1 - \rho_1 z - \rho_2 z^2 - \cdots - \rho_k z^k = 0$ lie outside the unit circle, then $x_t$ is weakly stationary. The assumption of a weakly stationary process is standard for many models, and is often necessary for estimation and prediction. Every weakly stationary AR($k$) process has an invertible infinite moving average representation, $\text{MA}(\infty)$, defined for the process (4.1) as

$$x_t = \rho(L)^{-1} \pi + \rho(L)^{-1} \varepsilon_t = \mu + \sum_{j=0}^{\infty} \psi_j \varepsilon_{t-j},$$

where $\rho(L)^{-1} = 1 + \psi_1 L + \psi_2 L^2 + \cdots$ has the property $\rho(L)^{-1} \rho(L) = 1$, $\mu$ is a constant, and the MA-coefficients are square summable, $\sum_{j=0}^{\infty} \psi_j^2 < \infty$.\textsuperscript{2} The restrictions on the MA coefficients are sometimes defined in terms of absolute summability, like $\sum_{j=0}^{\infty} |\psi_j| < \infty$, or $\sum_{j=0}^{\infty} j |\psi_j| < \infty$, which both imply square summability.

We have assumed here that the time series has started in the infinite past. However, in practice, a time series is only observed over a finite number of

\textsuperscript{1}Basic summaries of these models can be found in most time series textbooks, e.g. Hamilton (1994).

\textsuperscript{2}In fact, from a famous theorem by Wold (1938), every zero-mean weakly stationary process \{\textup{w}_t\} can be decomposed into an MA part and a deterministic part.
time periods, say \( t = 1, 2, \ldots, T \), where assumptions on the past will have an impact on inference. In this case, for a weakly stationary process, it is a necessary, but not sufficient, condition that the roots of \( A(z) \) lie outside the unit circle. We also need the distribution of the starting values \( x_0, x_{-1}, \ldots, x_{-k+1} \) (characterizing here the very immediate past) to coincide with the particular stationary distribution of \( x_t \).

Whenever the process (4.1) is nonstationary, the roots of the characteristic polynomial could either lie inside the unit circle (explosive), which is generally not an interesting case for economic time series, or they could lie on the unit circle. For the latter case we say that the process has one or more unit roots, where the number of unit roots decides of what order the process is integrated. We say that a process is integrated of order \( d \), denoted \( \sim I(d) \), if \( d \) is the minimum number of differences required to make the process stationary. If we define the difference operator as \( \Delta = (1 - L) \), where \( L \) is the lag-operator, then a process \( x_t \) is \( I(d) \) if \( \Delta^d x_t \sim I(0) \). It follows from the characteristic polynomial that \( A(1) = 0 \iff 1 - \rho_1 - \rho_2 - \cdots - \rho_k = 0 \). Hence if \( \sum_{m=1}^{k} \rho_m = 1 \), then \( x_t \) has at least one unit root. A process that is \( I(1) \) is often referred to as difference-stationary. Higher orders of integration are rarely of empirical interest, and \( I(0) \) processes and \( I(1) \) processes cover a wide range of variables of consideration for economic analysis.\(^3\)

Of special interest in this thesis is the AR(1) process, \( x_t = \pi + \rho x_{t-1} + \epsilon_t \), which is stationary for \(|\rho| < 1 \). If \( \rho = 1 \), then the AR(1) process has a unit root, which will give rise to a stochastic trend (as opposed to a deterministic trend) because the random shocks \( \epsilon_t \) will cumulate over time. The AR(1) process with a unit root is called a random walk if \( \pi = 0 \), and a random walk with drift if \( \pi \neq 0 \). The random walk with drift will have both a deterministic trend and a stochastic trend, which can be seen from rewriting the process recursively as

\[
\begin{align*}
x_t &= \pi + x_{t-1} + \epsilon_t \\
&= \pi + (\pi + x_{t-2} + \epsilon_{t-1}) + \epsilon_t \\
&= \pi + \pi + (\pi + x_{t-3} + \epsilon_{t-2}) + \epsilon_{t-1} + \epsilon_t \\
&= \ldots \\
&= x_0 + \pi t + \sum_{s=1}^{t} \epsilon_s,
\end{align*}
\]

where \( x_0 \) is some fixed starting value, \( \pi t \) is a deterministic trend of order \( O(t) \), and \( \sum_{s=1}^{t} \epsilon_s \) is a stochastic trend of order \( O_p(t^{1/2}) \). Hence, for the random walk with drift, the deterministic trend will asymptotically dominate the stochastic trend. Note that both the deterministic trend and the stochastic trend give rise to nonstationarity, but that they both stem from that \( \rho = 1 \), and \( x_t \) is still \( I(1) \). If \(|\rho| < 1 \), then there is neither a deterministic nor a stochastic trend,

\(^3\)We will refer to econometric applications through out this summary. Naturally, if the models we consider here are of interest for other areas, then we could simply change the economic interpretation into which ever interpretation is suitable.
and \( x_t \) is \( I(0) \). Similarly, a pure random walk will have a stochastic trend only, \( x_t = x_0 + \sum_{i=1}^{t} \epsilon_i \), and is \( I(1) \). Due to the cumulative property of the autoregressive process, it is usually fruitful to treat deterministic components outside the process, and think of a drift-less \( I(1) \) process. As described by, e.g., Granger (1986), series that are \( I(1) \) without drift have variances that depend on time and go to infinity as time goes to infinity, wander widely (appear to be trending), and have indefinitely long memory (random shocks have permanent effects), while series that are \( I(0) \) have finite variances, tend to fluctuate around the mean (mean-reverting), and have finite memory (random shocks have transitory effects).

A convenient property of the AR(\( k \)) process is that it may be decomposed as an AR(1) process with an AR(\( k-1 \)) error term (see e.g. Karanasos, 1998), such that (leaving out the constant)

\[
x_t = \rho x_{t-1} + z_t, \tag{4.2}
\]

\[
z_t = \phi_1 z_{t-1} + \phi_2 z_{t-2} + \cdots + \phi_{k-1} z_{t-k+1} + \epsilon_t, \tag{4.3}
\]

where \( \epsilon_t \) is iid. By expressing (4.2) in terms of \( z_{t-1}, z_{t-2} \) etc., and substituting into (4.3) we find that

\[
z_t = \phi_1 (x_{t-1} - \rho x_{t-2}) + \cdots + \phi_{k-1} (x_{t-k+1} - \rho x_{t-k}) + \epsilon_t, \tag{4.4}
\]

and substituting (4.4) back into (4.2) it follows that

\[
x_t = (\rho + \phi_1) x_{t-1} + (\phi_2 - \rho \phi_1) x_{t-2} + \cdots + (\phi_{k-1} - \rho \phi_{k-2}) x_{t-k+1} + (-\phi_{k-1} \rho) x_{t-k} + \epsilon_t.
\]

From the characteristic polynomial we then have that

\[
A(1) = 1 - (\rho + \phi_1) - (\phi_2 - \rho \phi_1) - \cdots - (\phi_{k-1} - \rho \phi_{k-2}) - (-\phi_{k-1} \rho)
= 1 - \rho + (\rho - 1) \sum_{m=1}^{k-1} \phi_m.
\]

Hence if \( \rho = 1 \), then \( A(1) = 0 \), which corresponds to a unit root. Because, assuming weak stationarity, the AR(\( k-1 \)) error term in (4.3) has an MA(\( \infty \)) representation, a common decomposition is of the type

\[
x_t = \gamma + \delta t + v_t, \quad t = 1, 2, \ldots, T, \tag{4.5}
\]

\[
v_t = \rho v_{t-1} + u_t,
\]

\[
u_t = C(L) \epsilon_t,
\]

where \( \gamma \) is a constant, \( \delta \) and \( \rho \) are coefficients, \( \epsilon_t \) is iid, \( C(L) = \sum_{j=0}^{\infty} c_j L^j \) with the sequence \( \{ c_j \}_{0}^{\infty} \) square summable, and the initial condition is set at \( t = 0 \). That is, \( x_t \) is decomposed into a deterministic part \( (\gamma + \delta t) \) and a stochastic part \( (v_t) \) with some initial value \( (v_0) \), and where the stochastic part is AR(1)
with an autocorrelated error ($u_t$). Of course, other types of dynamics, such as higher order trend polynomials, could be considered in a similar fashion. Note that treating the deterministic components outside the AR process leave them unaffected of the autoregressive parameter, so that when there is a unit root they will not cumulate into higher order deterministic components.

The process $x_t$ in (4.5) is nonstationary if $\delta \neq 0$ or $\rho = 1$. However, the source of non-stationarity matters. If $\delta \neq 0$ and $|\rho| < 1$, then $x_t$ is nonstationary due to a deterministic trend, but the deviations from this trend are stationary because $v_t \sim I(0)$. The process is then defined as trend-stationary. If $\delta = 0$ and $\rho = 1$, then $x_t$ is nonstationary due to the stochastic trend imposed by the nonstationary process $v_t$. These two cases could very well look similar in a graph. If $\delta \neq 0$ and $\rho = 1$, then $x_t$ has a deterministic linear trend where the deviations from this trend are nonstationary because $v_t \sim I(1)$. The classical hypotheses for this model would be $H_0 : \rho = 1, \delta = 0$ versus $H_0 : |\rho| < 1$, i.e. testing for a unit root versus a trend-stationary process. For statistics designed to test such a null hypothesis, the asymptotic properties will usually be dependent on nuisance parameters that are functions of the long-run variance of $u_t$.\footnote{The long-run variance of a stationary process $z_t$ is $\omega^2_z = \text{Var}(z_t) + 2 \sum_{h=1}^{\infty} \text{Cov}(z_t, z_{t-h})$.}

This is usually solved by using parametric or non-parametric methods (e.g. by the principles of Newey and West, 1987) to consistently estimate the nuisance parameters (see e.g. Phillips and Xiao, 1998, for a review on unit root tests).

Why are unit-roots important? In econometrics, time series are mainly used for forecasting and hypothesis testing, i.e. testing whether economic theory is supported by empirical data. If the data is nonstationary, but this property is ignored or overseen, then standard asymptotic theory relying on conventional laws of large numbers and central limit theorems does not apply, and inference will be misleading. Further, the potential benefits from policy actions, such as government spending, are fundamentally different if shocks to the economic system have non-transitory effects than if they have transitory effects. Applications of unit roots may be found within a number of economically oriented fields concerning variables of interest such as GDP, interest rates, inflation, exchange rates, asset prices, bond yields, unemployment, wages etc. (see e.g. Dolado, Jenkinson, and Sosvilla-Rivero, 1990, and references therein). Although there seems to be a general consensus on that most macroeconomic variables are trending, a great deal of the discussion has concerned, and still concerns, whether or not the trends are stochastic or deterministic. It could be argued that a time series is trend-stationary, perhaps with multiple trends-shifts, rather than exhibiting a stochastic trend (see e.g. Nelson and Plosser, 1982; Perron, 1989; Zivot and Andrews, 1992; Rudebusch, 1992; Lumsdaine and Papell, 1997; Papell and Prodan, 2007; Charles and Darné, 2012). As an illustration on these issues, Figure 4.1a-d show some different stationary and nonstationary series where we have simulated data from (4.5). For all series we let $\gamma = 20$ and $\varepsilon_t \sim N(0, \sqrt{50})$, where; for (a) $\delta = 0$, $\rho = 0.3$ (stationary);
for (b) $\delta = 0, \rho = 0.9$ (stationary); for (c) $\delta = 0.8, \rho = 0.8$ (nonstationary, but trend-stationary); and for (d) $\delta = 0, \rho = 1$ (nonstationary). Note how the stationary series (a) and (b) are clearly mean reverting, but also that the larger autoregressive parameter in (b) gives the series a longer swing because the shocks $\varepsilon_t$ have more persistent effects over time. The series in (c) and (d) are clearly different from the series in (a) and (b), and though (c) and (d) happen to look similar, they are fundamentally different. The series in (c) has a deterministic trend and could potentially be predicted around this trend, while the series in (d) has a stochastic trend, and its best prediction is never anything else but the last observed value.

In empirical macroeconomics it is common practice to isolate the cyclical (stationary) component of the model (see e.g. Campbell and Perron, 1991). That is, referring to model (4.5), we would seek either to locate $v_t$, or if $v_t \sim I(1)$, then we would seek to locate $u_t$. This will require to remove the nonstationarity parts, e.g. by differencing and/or de-trending in the spirit of Box and Jenkins (see e.g. Box, Jenkins, and Reinsel, 2008). Unit root tests may be considered key in this process. To see this, note that taking first-differences of (4.5) yields $\Delta x_t = \gamma - \gamma + \delta t - \delta (t - 1) + \Delta v_t = \delta + \Delta v_t$. If $v_t \sim I(1)$, then $\Delta v_t = u_t$, and so $\Delta x_t = \delta + u_t$ is stationary because $u_t \sim I(0)$. However, if
\( v_t \sim I(0) \), then we will have over-differenced the cyclical part, which will have led to a loss of information. Also, differencing stationary series leads to inferential problems related to noninvertible AR and MA representations (see e.g. Stock, 1994). In that case a proper procedure would be to only remove the deterministic trend by some de-trending procedure. Conversely, if \( v_t \sim I(1) \), then simply de-trending will leave us with a nonstationary component. Also, applying de-trending methods (parametric and non-parametric) to integrated processes are generally subject to inducing spurious cyclical behavior (see e.g. Harvey and Jaeger, 1993; Cogley and Nason, 1995, and references therein).

When independent nonstationary series are regressed on each other we will typically find nonsense correlations, i.e. that \( t \)-tests suggest that there is a significant statistical relationship between these variables when in fact there is not. This is called spurious regression and was found by simulation in Granger and Newbold (1974) and then theorized by, among others, Nelson and Kang (1984), Phillips (1986, 1998), Durlauf and Phillips (1988) and Marmol (1995).\(^5\) However, two or more nonstationary series may share stochastic trends (hence be dependent) such that a linear combination of them is stationary. The series are then cointegrated, where the cointegrating relationship represents a long-run steady-state solution and is closely related to the principles of economic equilibria (see e.g. Banerjee, Dolado, Galbraith, and Hendry, 1993). In the sense of Engle and Granger (1987), two series integrated of order 1, say \( x_{1,t} \sim I(1) \) and \( x_{2,t} \sim I(1) \), are cointegrated if for some \( \beta \), \( z_t = x_{1,t} - \beta x_{2,t} \) is stationary, \( z_t \sim I(0) \). If such a relationship exists, then any divergence of the two integrated variables from this steady-state will be stochastically bounded. This is appealing, because economic theory often predicts that even though certain variables drift apart in the short run, market mechanisms and policy actions typically bring them together again. Examples of cointegration can be found in the relationship between relative prices and nominal exchange rates, between disposable income and consumption, between money velocity and interest rates etc. (see e.g. Engle and Granger, 1991; Hatanaka, 1996; Juselius, 2006). Finding cointegrating relationships may significantly improve forecasting, and allows for hypothesis testing within error-correction models, which, as optional representations to the AR and MA representations, capture both short-run and long-run dynamics.

Unit root tests play an important role in the analysis of cointegration, because the existence of a cointegrating relationship within a set of variables requires at least two of the variables to be \( I(1) \) (excluding the trivial linear combination of \( I(0) \) variables). Conventionally, the individual series are pre-tested for unit roots. Also, a basic cointegration tests may be executed by testing the residuals from an ordinary least squares (OLS) regression for a unit root (residual based cointegration tests), where the null hypothesis "unit

\(^5\) Though Yule (1926) described this phenomenon long before. A nice review on spurious regression is provided by Ventosa-Santaulària (2009).
root" would be equivalent with "no cointegration". The OLS estimator of $\beta$ is in fact super-consistent under the alternative of "cointegration" as shown by Stock (1987), meaning that $|\hat{\beta} - \beta| = O_p(T^{-1})$ rather than the usual rate $O_p(T^{-1/2})$. However, due to the spurious regression under the null hypothesis, the critical values have to be adjusted (see e.g. Phillips and Ouliaris, 1990).


The vector autoregressive process is a common multivariate extension to the univariate autoregressive process. It has been extensively used for forecasting and hypotheses testing in macroeconomics ever since Sims (1980) introduced it in econometrics (see e.g. Stock and Watson, 2001). Let $x_t = (x_{1,t}, x_{2,t}, \ldots, x_{p,t})'$ be a $p \times 1$ vector of variables (these could be GDP, inflation, interest rates etc.). The vector autoregressive model of order $k$, VAR($k$), with fixed starting values $x_0, x_{-1}, \ldots, x_{-k+1}$, is (excluding deterministic terms)

$$x_t = P_1 x_{t-1} + P_2 x_{t-2} + \cdots + P_k x_{t-k} + \epsilon_t,$$

where $P_1, P_2, \ldots, P_p$ are $p \times p$ matrices of autoregressive coefficients and $\epsilon_t = (\epsilon_{1,t}, \epsilon_{2,t}, \ldots, \epsilon_{p,t})'$ is a $p \times 1$ vector of iid errors, with $E(\epsilon_t) = 0$ and $E(\epsilon_t \epsilon_s') = \Sigma_\epsilon > 0$ if $t = s$ and $0$ if $t \neq s$. The VAR($k$) is stationary if, for a suitable choice of starting values, the roots of $|A(z)| = 0$ lie outside the unit circle, where $A(z) = I_p - \sum_{m=1}^k P_m z^{-m}$ is the characteristic polynomial. If $z = 1$ is a root, then $x_t$ has a unit root, meaning that at least one variable in $x_t$ is integrated. The VAR(1) model is of some interest later on in this summary. It has a unit root if $|A(1)| = |I_p - P_1| = 0$. For the VAR(1) case this is equivalent to that $P_1$ has at least one eigenvalue that is equal to 1. Taking differences yields

$$\Delta x_t = \Gamma x_{t-1} + \epsilon_t,$$  \hspace{1cm} (4.6)

where $\Gamma = P_1 - I_p = -A(1)$. If $x_t \sim I(1)$, then $\Delta x_t \sim I(0)$, implying that also the right side of equation (4.6) must be stationary. In this case, (4.6) is the error-correction representation where $\Gamma$ is the error-correction term.\(^6\)

\(^6\)For VARs of higher order, or including deterministic components, there will be additional terms in the error-correction representation.
The analysis of interest lies in the rank of $\Gamma$. Let $q = \text{rk}(\Gamma)$. If $q = 0$, then $\Gamma = 0$, and the elements of $x_t$ are independent $I(1)$ processes because $\Delta x_t = \epsilon_t$ is white noise. If $q = p$, i.e. $\Gamma$ has full rank, then we have that $|\Gamma| = | - A(1) | \neq 0 \Rightarrow |A(1)| \neq 0$, and $x_t$ is stationary (assuming no explosive roots). Cointegration exists in between these two cases. If $1 \leq q < p$, then $\Gamma$ may be decomposed as $\Gamma = \alpha \beta'$, where $\alpha$ and $\beta$ are both full rank $p \times q$ matrices. In this case $x_t$ is $I(1)$, and there are $q$ linear combinations that are stationary, provided by $\beta' x_t \sim I(0)$. Thus $\beta$ holds the $q$ linearly independent cointegrating vectors as columns. Also, $\alpha$ is often called the adjustment matrix, because it specifies the speed by which the changes in $x_t$ adjust to the last periods equilibrium error. Conveniently, if $\Gamma$ has reduced rank, then the number of cointegrating vectors, $q$, plus the number of stochastic trends, say $h$, equals the number of $I(1)$ variables in $x_t$, $p = q + h$. A popular approach for cointegration analysis in VAR models is that of Johansen (1995), who provides likelihood based methods to estimate the spaces spanned by $\beta$ and $\alpha$. Another popular procedure, which will be referred to in Section 4.3.3, is that of Stock and Watson (1988), who derive statistics to decide the number of stochastic trends. Suppose $x_t$ is fully integrated, i.e. $x_{it} \sim I(1)$ for all $i = 1, 2, \ldots, p$. Then the change in $x_t$ can also be given an MA($\infty$) representation, $\Delta x_t = C(1) \epsilon_t$, where $C(1) = \sum_{j=1}^{\infty} C_j L^j$ with the sequence $\{C_j\}_{0}^{\infty}$ absolutely summable and $C(0) = I_p$. By recursive substitution in the MA representation we may find the representation

$$x_t = x_0 + C(1) \omega_t + D(L) \epsilon_t,$$

(4.7)

where $D(L) = (1 - L)^{-1} [C(L) - C(1)]$, and where $\omega_t = \sum_{s=1}^{t} \epsilon_s$ is a vector of (independent) random walks and therefore constitutes the vector of stochastic trends.\footnote{The representation (4.7) is sometimes called a multivariate Beveridge-Nelson decomposition due to a similar univariate decomposition by Beveridge and Nelson (1981).} If $\beta' x_t \sim I(0)$, then we must have that $\beta' C(1) = 0$, implying that every cointegrating vector lies in the left null space of $C(1)$, and that $C(1)$ has reduced rank, $\text{rk}(C(1)) = p - q = h$, the number of stochastic trends. Under the null hypothesis $H_0 : h = m$ versus the alternative hypothesis $H_1 : h < m$ for some $m$, Stock and Watson (1988) provide procedures to consistently estimate a matrix $\tilde{\beta}$ with the properties $\tilde{\beta}' \beta = 0$ and $\tilde{\beta}' \beta = I_m$, and propose to regress the transformation $W_t = \tilde{\beta}' x_t = \tilde{\beta}' x_0 + \tilde{\beta}' C(1) \omega_t + \tilde{\beta}' D(L) \epsilon_t$ onto its own lagged value $W_{t-1}$. If the autocorrelation from $D(L) \epsilon_t$ is controlled for, then under the null hypothesis the regression coefficient matrix should asymptotically have $m$ unit eigenvalues, while under the alternative it will have less than $m$ unit eigenvalues.
4.2 Panel unit root tests

A panel time series model is essentially one or more variables measured over time for different individuals (e.g. countries, regions, firms or industries). The main motivation for constructing a panel unit root test is to pool the information of the individuals (e.g. GDP measured over time for different countries) and thereby increase power against a stationary alternative. Let \( i = 1, 2, \ldots, N \) denote the number of individuals and \( t = 1, 2, \ldots, T \) the number of time points. The panel autoregressive model of order \( k \) has the form

\[
x_{i,t} = \rho_{i,1} x_{i,t-1} + \rho_{i,2} x_{i,t-2} + \cdots + \rho_{i,k} x_{i,t-k} + \epsilon_{i,t},
\]

where \( \rho_{i,1}, \rho_{i,2}, \ldots, \rho_{i,k} \) are the autoregressive coefficients for the \( i \)th individual and \( \epsilon_{i,t} \) is iid. As with the simple time series case we may include deterministic trends.

Panel unit root tests are broadly divided into homogenous and heterogeneous tests (see e.g. Banerjee, 1999; Breitung and Pesaran, 2008, for reviews). Consider, for simplicity, the AR(1) panel model with a homogenous autoregressive parameter, \( x_{i,t} = \rho x_{i,t-1} + \epsilon_{i,t} \). For suitable choices of starting values \( \{x_{i,0}, i = 1, 2, \ldots, N\} \), the panel is then stationary if \( |\rho| < 1 \). In principle, a homogenous panel unit root test (e.g. Harris and Tzavalis, 1999; Levin, Lin, and Chu, 2002; Herwartz and Siedenburg, 2008; Lopez, 2009) would be constructed around the hypotheses

\[
H_0 : \rho = 1, \quad H_1 : \rho < 1.
\]

That is, to test that every panel individual has a unit root versus that all individuals are stationary with the same autoregressive estimator. Consider next the analogous AR(1) panel model allowing for autoregressive heterogeneity, \( x_{i,t} = \rho_i x_{i,t-1} + \epsilon_{i,t} \). If the panel individuals are independent, then this is just \( N \) different univariate time series, albeit on the same variable of interest where the conditions for stationarity on the \( i \)th series coincide with those in Section 4.1. However, the set of variables \( \{x_{i,t}, i = 1, 2, \ldots, N\} \) will be nonstationary if the conditions are broken for any of the individual series. Let \( \mathbb{W} \) denote the set \( \{1, 2, \ldots, N\} \) and let \( \mathbb{M} \subseteq \mathbb{W} \) denote the set \( \{1, 2, \ldots, M\} \) where \( M = m(N) \) is some increasing function of \( N \) satisfying \( \lim_{N \to \infty} \frac{m(N)}{N} = \kappa, 0 < \kappa \leq 1 \). A heterogeneous test would, in principle, be constructed to test \( H_0 : \forall i \in \mathbb{W}, \rho_i = 1 \), i.e. the same null hypothesis as for a homogenous test, where at least the following alternative hypotheses may be encountered in the panel unit root literature:

\[
H_{1a} : \forall i \in \mathbb{W}, \rho_i < 1, \\
H_{1b} : \exists i \in \mathbb{W}, \rho_i < 1, \\
H_{1c} : \forall i \in \mathbb{M}, \rho_i < 1.
\]

That is, the alternative hypothesis is specified to allow the autoregressive coefficients to be different. The first alternative would under rejection of the null
hypothesis lead to the conclusion that all individuals are stationary. This type of alternative is specified by e.g. Maddala and Wu (1999). Analogously, the second alternative would lead to the conclusion that at least one of the individuals is stationary (e.g. Chang, 2004). However, as argued by Pesaran (2012), this type of alternative will only make sense for a fixed number of panel individuals, because tests adopting $H_{1b}$ will be subject to a loss of power as $N \to \infty$. It may be more natural to adopt the third alternative (e.g. Im, Pesaran, and Shin, 2003), and perhaps also try to estimate the proportion of stationary individuals (see e.g. Smeekes, 2010). For most panel unit root tests it seems these matters only concern the interpretation of a rejection of the null hypothesis rather than the mathematical execution. For instance, a homogenous test will generally have power also against a heterogenous alternative even when only a fraction of the individuals are stationary. However, just as much as this property has been highlighted it has also been questioned if it is desirable for a homogenous test. For discussions on homogeneity contra heterogeneity, see e.g. Karlsson and Löthgren (2000), Phillips and Sul (2003), Jönsson (2005), Pesaran (2012), and Westerlund and Breitung (2013).

The technical distinction between homogeneous and heterogenous tests lies in the way information is pooled. Homogenous tests typically exploit the procedures available in the dynamic panel literature around a pooled homogenous $\rho$ (see e.g. Arellano, 2003; Baltagi, 2008), and then build statistics from these procedures. Heterogenous tests generally rely on individual unit root tests, such as ADF, and then base the statistics on pooling over $N$. For example, Im, Pesaran, and Shin (2003) propose to estimate $N$ individual ADF $r$-statistics and then compute the average of these, and Maddala and Wu (1999) and Choi (2001) propose to pool the p-values of individual unit root tests in the sense of Fisher (1932). Appropriately standardized, these tests will converge to standard normal distributions as both $T$ and $N$ tend to infinity. Here there are mainly two ways to derive the asymptotic distribution under the null hypothesis (see Phillips and Moon, 1999, 2000). We may use sequential limits, where one index, perhaps $N$, is fixed, and the other, in this case $T$, is passed to infinity to arrive at an intermediate limit. By letting subsequently $N$ pass to infinity, we find a sequential limit. Here we denote this approach $(T,N)_{s} \to \infty$.

A more robust approach is a joint limit, where we let $N$ and $T$ pass to infinity simultaneously, perhaps with some restriction, such as $N/T \to 0$, or with some specified functional relation $T = f(N)$. Here we denote joint limit $N, T \to \infty$. When studying the power performance of panel unit root tests, analytically or by simulation, it is conventional to look at power under a sequence of local alternatives as specified in (3.2). For panels this usually takes the form $\rho_{i} = 1 - \frac{c}{T\sqrt{N}}$, where $c$ is some constant.

What is now called the first generation panel unit root tests assume that the panel individuals are mutually independent, implying in the model (4.8) that, for $\epsilon_{i,t} = (\epsilon_{1,t}, \epsilon_{2,t}, \ldots, \epsilon_{N,t})'$, $\text{Var}(\epsilon_{i,t})$ is diagonal. This has been deemed
unrealistic for most panels of economic data. For instance, nearby countries are likely to have economies that are interrelated. A second generation of tests has therefore focused on overcoming this issue, where a popular approach is to assume an error factor structure. This is done by e.g. Phillips and Sul (2003), Moon and Perron (2004) and Pesaran (2007), such that, in principle, the unobservable error term follows a dynamic factor structure

\[ \epsilon_{i,t} = \sum_{j=1}^{r} \lambda_{i,j} f_{j,t} + v_{i,t}, \]

where, for \( j = 1, 2, \ldots, r \) and \( i = 1, 2, \ldots, N \), \( f_{j,t} \) are unobservable dynamic factors, \( \lambda_{i,j} \) are the corresponding factor loadings and \( v_{i,t} \) are unobservable dynamic idiosyncratic (individual-specific) components. Because the panel individuals share the latent factors, \( x_{i,t} \) is cross-sectionally dependent. This imposes what Chudik, Pesaran, and Tosetti (2011) define as a strong cross-sectional dependence since the largest eigenvalue of the error covariance matrix will diverge to infinity as \( N \to \infty \).

A related issue, which is also the subject of this thesis, is to study the dynamic properties of the factor model itself. For instance Bai and Ng (2004, 2010) and Sul (2009) study raw factor models and derive unit root tests for the factors and the idiosyncratic components. We cover these topics in more detail in the following sections. Other second generation panel unit root tests, related to what we have discussed here, may be found in, e.g., Choi (2002), Chang (2002, 2004), Breitung and Das (2005), Shin and Kang (2006), Cerrato and Sarantis (2007), Chang and Song (2009), Wang, Wang, Yang, and Li (2010), Shin and Park (2010), and Palm, Smeekes, and Urbain (2011).

### 4.3 Factor models

Factor models have a long history in the statistical science and were originally developed as means to measure unobserved effects in psychology. In the classical factor model, \( p \) observable variables \( x = (x_1, x_2, \ldots, x_p)' \) are determined by a set of linear relationships through \( q \) unobservable common factors, \( f = (f_1, f_2, \ldots, f_q)' \), and \( p \) unobservable specific factors (idiosyncratic disturbances), \( u = (u_1, u_2, \ldots, u_p)' \), such that

\[ x = \Lambda f + u, \]

where \( \Lambda \) is a \( p \times q \) matrix of coefficients (factor loadings). The standard assumptions are that \( f \) and \( u \) are mutually independent with \( E(f) = 0 \) and \( E(u) = 0 \), in which case

\[ \Sigma = Var(x) = \Lambda \Theta \Lambda' + \Upsilon, \quad (4.9) \]

where \( \Theta = Var(f) \) and \( \Upsilon = Var(u) \). In exploratory factor analysis \( \Lambda \) is unrestricted (a priori) while \( \Theta \) is normalized, \( \Theta = I_q \), and \( \Upsilon \) is assumed diagonal.
For any given $\Sigma$ and $\Upsilon$ the factor loadings are then only uniquely defined up to postmultiplication by an orthogonal matrix $G$, since $(\Lambda G)(\Lambda G)' + \Upsilon = \Lambda \Lambda' + \Upsilon$. This is usually solved by imposing arbitrary identifying linear restrictions on $\Lambda$ (see e.g. Jöreskog, 1967). In confirmatory factor analysis $\Lambda$ and $\Theta$ are subject to prior linear restrictions (see e.g. Jöreskog, 1969, and Bekker, 1989).

### 4.3.1 Dynamic factor models

The idea that the behavior of a set of potentially many variables is driven by a relatively small set of common factors and some remaining individual-specific shocks, is also attractive in economic modeling with time series. For instance, in macroeconomics nearby countries of similar size are likely to be affected in similar ways from (unobservable) economic shocks appearing over time. Geweke (1977) therefore considered the one-factor multivariate time series model

$$x_t = (x_{1,t}, x_{2,t}, \ldots, x_{N,t})' = \Lambda f_t + u_t,$$

(4.10)

where $u_t = (u_{1,t}, u_{2,t}, \ldots, u_{N,t})'$ are zero-mean time-dependent (dynamic) idiosyncratic components, $f_t$ is a single zero-mean dynamic factor and $\Lambda$ is an $N \times 1$ matrix of factor loadings. Here the time index suggests that we need to make assumptions of how the time series behave over time. Assuming mutually independent and covariance stationary components, i.e. $E(f_t u_i, \tau) = 0$ for all $i, t, \tau$, and $Cov(f_t, f_{t+s})$ and $Cov(u_{i,t}, u_{i,t+s})$ only depend on $s$, and using the Wold decomposition theorem (see note 2 of this chapter), the model (4.10) may be given the dynamic representation

$$x_t = a(L)w_t + B(L)e_t,$$

(4.11)

where $a(L)$ is a finite lag polynomial vector, $w_t$ is a scalar white noise process, $B(L)$ is a finite diagonal lag polynomial matrix, and $e_t$ is a vector white noise process. Geweke (1977) then showed that exploratory likelihood based inference, similar to Jöreskog (1967), can be made in the frequency domain by the use of Fourier transforms. Parallel, Sargent and Sims (1977) considered the multi-factor version of (4.11) and, subsequently, Geweke and Singleton (1981) considered confirmatory dynamic factor analysis. The dynamic factor model has since then been developed under many different assumptions and restrictions, e.g. by Chamberlain (1983), Chamberlain and Rothschild (1983), Molenaar (1985), Connor and Korajcyk (1986), Peña and Box (1987), Molenaar, Goijer, and Schmitz (1992) and Forni, Hallin, Lippi, and Reichlin (2000, 2004).

Forni, Hallin, Lippi, and Reichlin (2000) state the generalized dynamic factor model,

$$x_t = A(L)w_t + \nu_t,$$

(4.12)

8 See also Peña and Poncela (2004) for an overview.
where \( A(L) \) is a lag polynomial matrix with square summable coefficients, \( w_t = (w_{1,t}, w_{2,t}, \ldots, w_{q,t})' \) is a \( q \)-dimensional orthonormal white noise vector, where \( w_{j,t} \) \( (j = 1, 2, \ldots, q) \) are usually referred to as common shocks, and \( \nu_t = (\nu_{1,t}, \nu_{2,t}, \ldots, \nu_{N,t})' \) is a zero-mean stationary vector process. Their model is generalized in the sense that it incorporates many of the preceding models as special cases. They too consider estimation in the frequency domain with the use of spectral analysis.

Conversely, working from (4.12), if the lags are finite, then the model can be given the representation (4.10) (but with potentially several factors). This is then coined the static representation, in the sense that the loadings only have contemporaneous effects. However, the factors may still be dynamic, e.g. AR processes, which would then add a dynamic structure to the static model. It can be shown (see e.g. Bai and Ng, 2008) that if the generalized dynamic factor model (4.12) with \( s \) lags has \( q \) common shocks, then the static representation has \( r = q(s + 1) \) factors. In general the dynamic factor model and the static factor model produce quite similar forecasts, but the static representation is often used for estimation purposes, because it allows for estimation in the time domain instead of the more complicated frequency domain.

4.3.2 The static representation

The static factor model (or static representation) with dynamic factors and dynamic idiosyncratic components is the focus of this thesis, so we go through it in some more detail. In its simplest form, without any deterministic components, it is

\[
x_t = \Lambda f_t + u_t,
\]

where \( f_t = (f_{1,t}, f_{2,t}, \ldots, f_{r,t})' \) is an \( r \times 1 \) vector of unobservable dynamic factors, \( u_t = (u_{1,t}, u_{2,t}, \ldots, u_{N,t})' \) is an \( N \times 1 \) vector of unobservable dynamic idiosyncratic components and \( \Lambda = (\lambda_1, \lambda_2, \ldots, \lambda_N)' \) is the \( N \times r \) matrix of static factor loadings, where \( \lambda_i = (\lambda_{i,1}, \lambda_{i,2}, \ldots, \lambda_{i,r})' \).

As with the classical factor model the usual assumption is that \( f_t \) and \( u_t \) are independently distributed, in which case the contemporaneous covariances are

\[
\Sigma_{xx} = \text{Var}(x_t) = \Lambda \Sigma_{ff} \Lambda' + \Sigma_{uu}, \quad \text{where} \quad \Sigma_{ff} = \text{Var}(f_t) \quad \text{and} \quad \Sigma_{uu} = \text{Var}(u_t).
\]

Without loss of generality we may assume that \( \Sigma_{ff} = I_r \), because unless we impose additional restrictions, the factors and the factor loadings are not separately identified. Also, as \( N \to \infty \) the covariance structure is not identified unless we impose some restrictions on \( \Sigma_{xx} \) such that the covariances coming from the common factors are distinguished from the idiosyncratic covariances. The typical assumptions are; (a) that the factors are pervasive, in the sense that as \( N \) grows large, \( N^{-1} \Lambda' \Lambda \) converges to some positive definite matrix implying that the eigenvalues of \( \Lambda' \Lambda \) (likewise the non-zero eigenvalues of \( \Lambda \Lambda' \)) are \( O(N) \); and (b) that the eigenvalues of \( \Sigma_{uu} \) are uniformly bounded. This is the essence of the approximate factor model by Chamberlain and Rothschild.
(1983), which allows the idiosyncratic components to be stationary dynamic processes. If $\Sigma_{uu}$ is restricted to be diagonal, then we have the exact (or strict) factor model. Hence, the exact factor model is nested within the approximate factor model (see e.g. Bai, 2003).

The standard procedure to estimate the factors and the factor loadings is by the method of principal components (PC). Let $X = (x_1, x_2, \ldots, x_T)$ be the $N \times T$ matrix of the observed panel data, $F = (f_1, f_2, \ldots, f_T)$ be the $r \times T$ matrix of latent factors, and $\Lambda$ be defined as before. The principal components estimators are the arguments that minimize the total sum of squares,

$$\{ \hat{F}, \hat{\Lambda} \}_{PC} = \arg \min_{\hat{F}, \hat{\Lambda}} \text{tr}[(X - \Lambda F)(X - \Lambda F)']^2,$$ (4.14)

subject to the constraint $T^{-1}FF' = I_r$. The solutions are given by $\hat{F}_{PC} = T^{1/2}\hat{W}$ and $\hat{\Lambda}_{PC} = T^{-1/2}X\hat{W}$, where $\hat{W}$ is the $T \times r$ matrix with columns consisting of the orthonormal eigenvectors associated with the $r$ largest eigenvalues of the $T \times T$ matrix $XX'$ (see e.g. Stock and Watson, 2002; Bai, 2003; Breitung and Tenhofen, 2011). Bai (2003) shows that if $\hat{f}_i$ and $\Lambda$ can be consistently estimated by principal components, up to some invertible $r \times r$ transformation, such that for all $t$, $\hat{f}_{i,t,PC} \overset{p}{\to} Hf_i$ as $N, T \to \infty$, if $\sqrt{N}/T \to 0$, and for all $i$, $\hat{\Lambda}_{i,PC} \overset{p}{\to} H^{-1}\lambda_i$ as $N, T \to \infty$, if $\sqrt{T}/N \to 0$, for some invertible matrix $H$. A stronger result is that the common component $c_{i,t} = f_i'\lambda_i$ is consistently estimated by $\hat{c}_{i,t,PC} = \hat{f}_{i,PC}'\hat{\Lambda}_{i,PC}$, as $N, T \to \infty$ without any further restrictions on the relationship between $N$ and $T$.

We may also consider maximum likelihood estimation, though full maximum likelihood estimation has long been seen as intractable and computationally infeasible due to the large number of parameters. Assuming $f_i$ is iid $N(0, I_r)$ and $u_t$ is iid $N(0, \Sigma_{uu})$, the log-likelihood is

$$l(\theta|X) = -\frac{NT}{2} \log 2\pi - \frac{T}{2} \log |\Sigma_{xx}| - \frac{T}{2} \text{tr}(\Sigma_{xx}^{-1}S),$$ (4.15)

where $\Sigma_{xx}$ was defined before and $S = T^{-1}XX'$ is the $N \times N$ sample covariance matrix. A special case which is of interest in this thesis is when $\Sigma_{uu} = \sigma^2 I_N$ (the exact factor model with spherical noise), in which case the factor model breaks down to the classical factor model with covariance of the form (4.9). It is well-known (see e.g. Anderson, 2003, p. 69) that (4.15) maximizes when $\hat{\Sigma}_{xx} = S$, which under the normalization that $\Lambda' \Lambda$ is a diagonal matrix yields the explicit solutions

$$\hat{\sigma}_{ML}^2 = \frac{1}{N} \text{tr} \left( S - \hat{\Lambda}_{ML}'\hat{\Lambda}_{ML} \right),$$ (4.16)

$$\hat{\Lambda}_{ML} = \hat{\Lambda} \left( \hat{\Phi} - \hat{\sigma}_{ML}^2 I_r \right)^{1/2},$$ (4.17)

$$\hat{F}_{ML} = X\hat{\Lambda} \left( \hat{\Phi} - \hat{\sigma}_{ML}^2 I_r \right)^{1/2} \hat{\Phi}^{-1},$$
where \( \hat{\Phi} = \text{diag}[\hat{\varphi}_1(S), \hat{\varphi}_2(S), \ldots, \hat{\varphi}_r(S)] \) are the \( r \) largest eigenvalues of \( S \) and \( \hat{A} \) are the associated normalized eigenvectors, implying \( \hat{\Phi}'\hat{A} = \mathbb{I}_r \) (see e.g. Doz, Giannone, and Reichlin, 2012; Stoica and Jansson, 2009). Also, it is well-known (see e.g. Fernández-Macho, 2000) that the static representation has a state space representation that allows for maximum likelihood estimation to be achieved based on iterative procedures from the Kalman filter, which may be executed using the EM algorithm. This is necessary if we do not have spherical noise in the idiosyncratic component, i.e. if \( \Sigma_{uu} \neq \sigma^2 I_N \). The EM algorithm is carried out by alternating the following two steps until convergence:

1. **Expectation (E) step:** the conditional expectation of the log-likelihood is calculated using the previous iteration, \( \theta(j) \):

   \[
   l^*(\theta, \theta(j)) = \mathbb{E}[l(X|\theta)|\theta(j)].
   \]

2. **Maximization (M) step:** the parameters are estimated again by maximizing the expected log-likelihood:

   \[
   \theta(j + 1) = \arg\max_{\theta} l^*(\theta, \theta(j)).
   \]

The iteration needs to be initiated to find \( \theta(1) \). For dynamic factor models, the typical choice of initial estimation is the PC estimator (4.14). The iteration is repeated until \( \|\theta(j + 1) - \theta(j)\| \) reaches some sufficiently small tolerance level.

Recently, Doz, Giannone, and Reichlin (2012) have considered (quasi) maximum likelihood estimation in a misspecified exact factor model, where the true model is the approximate factor model. That is, they falsely treat the idiosyncratic components as orthogonal. Assuming that the idiosyncratic components are iid and that the factors follow a stationary VAR model, they show that the factors are consistently estimated with quasi-MLE up to an invertible transformation as \( N, T \to \infty \). Bai and Li (2012b,a) extend the results in Doz, Giannone, and Reichlin (2012) by considering a more general quasi maximum likelihood approach. Let \( \Phi_t = E(u_t u_t') \), which allows for time heteroscedasticity. Also, suppose the factors are fixed constants and let \( M_{ff} = \frac{1}{T - 1} \sum_{t=1}^{T} (f_t - \bar{f}_t)(f_t - \bar{f}_t)' \), where \( \bar{f}_t = (T - 1) \sum_{t=1}^{T} f_t \) and suppose that \( \lim_{T \to \infty} M_{ff} \) exists and is positive definite. They consider maximizing the objective function

\[
 l = -\frac{1}{2N} \log |\Sigma_{zz}| - \frac{1}{2N} \text{tr}(\Sigma_{zz}^{-1} M_{zz}),
\]

where \( \Sigma_{zz} = \Lambda M_{ff} \Lambda' + \tilde{\Phi} \), where \( \tilde{\Phi} \) is a diagonal matrix holding the diagonal elements of \( T^{-1} \sum_{t=1}^{T} \Phi_t \). Bai and Li (2012a) show that, under quite general forms of idiosyncratic autocorrelation, time heteroscedasticity and cross-
sectional correlations (admitting an approximate factor model), the quasi-MLEs are consistent and have the following convergence rates:

\[
\frac{1}{N} \sum_{i=1}^{N} \frac{1}{\phi_i^2} \| \hat{\lambda}_i - \lambda_i \|^2 = O_p(T^{-1}) + O_p(N^{-2}), \\
\frac{1}{N} \sum_{i=1}^{N} (\hat{\phi}_i^2 - \phi_i^2)^2 = O_p(T^{-1}) + O_p(N^{-2}), \\
\| \hat{M}_{ff} - M_{ff} \|^2 = O_p(T^{-1}) + O_p(N^{-2}),
\]

which are faster than the PC estimators. If the exact factor model is the true factor model, then the convergence rates are \(O_p(T^{-1})\) as shown by Bai and Li (2012b), i.e. the \(O_p(N^{-2})\) term then falls out. The results hold also if the factors have arbitrary dynamic properties with \(E|f_t|^4 < \infty\).

Similar setups have been considered by e.g. Engle and Watson (1981), Watson and Engle (1983), Stock and Watson (1989), Camba-Mendez, Kapetanios, Smith, and Weale (2001), and Jungbacker and Koopman (2008). However, they consider only estimation and forecasting in stationary dynamic factor models. To our knowledge unit root testing in the static factor model, exact or approximate, based on maximum likelihood or quasi-maximum likelihood have not been pursued.

4.3.3 The Bai and Ng procedure

The main motivation to assume a factor structure in panel data may have been to control for a cross-sectional dependence. However, Bai and Ng (2004, 2010) point out that the non-stationarity in the model might also arise from stochastic trends in the factors. They assume the following model (excluding deterministic trends)

\[
x_{i,t} = \mu_i + \lambda_i’ f_t + u_{i,t}, \\
(1 - L)f_t = C(L)v_t, \\
u_{i,t} = \rho_i u_{i,t-1} + \varepsilon_{i,t},
\]

where \(\varepsilon_{i,t}\) is allowed to be autocorrelated and cross-sectionally dependent, \(v_t\) is an \(r \times 1\) iid vector, and \(C(L) = \sum_{m=0}^{\infty} C_m L^m\) is an \(r \times r\) lag polynomial matrix, with \(\sum_{m=0}^{\infty} m ||C_m|| < \infty\) (implies square summability). Under the additional assumption that \(\text{rk}(C(1)) = r_1\), where \(0 \leq r_1 \leq r\), this setup allows for \(r_1\) stochastic trends among the factors.

By taking first-differences the constant term in (4.18) is removed, \(\Delta x_{i,t} = \lambda_i' \Delta f_t + \Delta u_{i,t}\), and because \(\Delta f_t = (\Delta f_{1,t}, \Delta f_{2,t}, \ldots, \Delta f_{r,t})' \sim I(0)\) and \(\Delta u_{i,t} \sim I(0)\), the model also becomes stationary and therefore allows for estimation by principal components. For notational convenience, let \(y_{i,t} = \Delta x_{i,t}, z_{i,t} = \Delta u_{i,t}, \) and \(g_t = \Delta f_t\). We may solve (4.14) with respect to the differenced panel data to find \(\{\hat{g}_t, \hat{\Lambda}\}_{PC}\) whereby the idiosyncratic components, in first-differences,
are left as residuals, \( \tilde{z}_{it} = y_{it} - \tilde{\lambda}_i' g_t \). Unit root tests are then performed on the re-accumulated factors and idiosyncratic components, \( \tilde{f}_t = \sum_{s=2}^{T} \tilde{g}_s \) and \( \tilde{u}_{it} = \sum_{s=2}^{T} \tilde{z}_{it} \), which tests are shown by Bai and Ng (2004) to be asymptotically independent. To test for idiosyncratic unit roots they suggest to pool individual unit root tests and propose the Fisher-type statistic

\[
P^c_{\tilde{u}} = \frac{-2 \sum_{i=1}^{N} \log p^c_{\tilde{u}}(i) - 2N}{\sqrt{4N}} \xrightarrow{d} N(0, 1), \quad \text{as } N \to \infty, \tag{4.19}
\]

where \( p^c_{\tilde{u}}(i) \) are p-values of idiosyncratic ADF tests.

To test for non-stationarity in the factors they suggest a univariate ADF test in case \( r = 1 \). For \( r > 1 \) they propose a sequential procedure to determine the number of stochastic trends among the factors based on Stock and Watson (1988) (see Section 4.1). The most general statistic is \( MQ^c_r \) (Bai and Ng, 2004, p. 1133), which nonparametrically corrects for error autocorrelation of arbitrary form. This statistic is calculated as follows: Start with the hypothesis \( H_0 : r_1 = m = r \), where \( m \) is the hypothesized number of stochastic trends and \( r \) is the number of factors. Demean the estimated factors as \( \tilde{f}_t = \tilde{f}_t - \tilde{\bar{f}}_t \), where \( \tilde{f}_t = (T-1)^{-1} \sum_t^T \tilde{f}_t \) and let \( \tilde{B}_t^f = \tilde{\beta}_1' \tilde{f}_t \), where \( \tilde{\beta}_1 \) are the \( m \) eigenvectors associated with the \( m \) largest eigenvalues of \( T^{-2} \sum_{t=2}^{T} \tilde{f}_t \tilde{f}_t' \). Next, let \( \tilde{e}_t^c \) be the residuals from estimating a VAR(1) model for \( \tilde{B}_t^f \), and calculate

\[
\tilde{\Sigma}_1^c = \sum_{j=1}^{J} K(j) \left( T^{-1} \sum_{t=2}^{T} \tilde{e}_{t-j}^c \tilde{e}_{t-j}' \right),
\]

where, for \( j = 0, 1, \ldots, J \), \( K(j) = 1 - j/(J+1) \) are Bartlett Kernel weights with truncation lag \( J \) chosen such that \( J/\min(\sqrt{N}, \sqrt{T}) \to 0 \) as \( J, N, T \to \infty \). Finally, let \( v_c^c(m) \) be the smallest eigenvalue of

\[
\tilde{\Phi}_c^c(m) = \frac{1}{2} \left[ \sum_{t=2}^{T} \left( \tilde{B}_t^f \tilde{B}_{t-1}^f + \tilde{B}_{t-1}^f \tilde{B}_t^f \right) \right] - T \left( \tilde{\Sigma}_1^c + \tilde{\Sigma}_1^c \right)^{-1} \left( \sum_{t=2}^{T} \tilde{B}_t^f \tilde{B}_{t-1}^f \right)^{-1},
\]

and calculate the test-statistic \( MQ^c_r(m) = T \left[ v_c^c(m) - 1 \right] \). The idea here is to use the Kernel estimation to remove the difference between the long-run residual variance and the short-run residual variance, and then test if the eigenvalues of the VAR(1) coefficient matrix are significantly different from unity, suggesting that there are less than \( m \) stochastic trends in the space spanned by the factors. The critical values are found from Bai and Ng (2004, Table 1, p. 1136). If \( H_0 : r_1 = m \) is rejected, then repeat for \( H_0 : r_1 = m - 1 \) until the number of stochastic trends is decided.

\( ^9 \)Before extracting the factors (or factor loadings), the number of factors has to be chosen. Bai and Ng (2002) propose decision criteria that has become very popular. See also Bai (2004), Peña and Poncela (2006), Bai and Ng (2007), Hallin and Liska (2007), Onatski (2010) and Kapetanios (2010).
4.3.4 The Moon and Perron tests

Moon and Perron (2004) consider the model

\[ x_{i,t} = \mu_t + x_{i,t}^0, \]
\[ x_{i,t}^0 = \rho_i^0 x_{i,t-1}^0 + \xi_{i,t}, \]
\[ \xi_{i,t} = \lambda_i^0 f_i^0 + u_{i,t}^0, \]

with initial condition \( x_{i,0}^0 = 0 \). They propose two statistics to test \( H_0 : \rho_i^0 = 1 \) for all \( i \), by projecting the panel data onto the space orthogonal to the factor loadings \( \Lambda^0 \). In what follows, let \( \bar{X} = (x_1, x_2, \ldots, x_N) \) be the \( T \times N \) matrix with columns \( x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,T})' \), and let \( \bar{X}_{-1} = (x_{-1,1}, x_{-1,2}, \ldots, x_{-1,N}) \) be the \( T \times N \) matrix with columns \( x_{-1,i} = (x_{i,0}, x_{i,1}, \ldots, x_{i,T-1})' \). Define analogously the \( T \times N \) matrix of errors in (4.20) as \( \bar{\Xi} = (\xi_1, \xi_2, \ldots, \xi_N) \), where \( \xi_i = (\xi_{i,1}, \xi_{i,2}, \ldots, \xi_{i,T})' \), and consider the estimator \( \hat{\bar{\Xi}} = \bar{X} - \hat{\rho}_{pool}^0 \bar{X}_{-1} \), where \( \hat{\rho}_{pool}^0 = \text{tr}(\bar{X}_{-1}' \bar{X}) / \text{tr}(\bar{X}_{-1}' \bar{X}_{-1}) \) is the pooled autoregressive estimator. Here the errors follow a factor model. As such, we may apply principal components and solve (4.14) with respect to the errors \( \hat{\Xi} \) and estimate the factors \( \hat{\Lambda}_{PC} \) and the factor loadings \( \hat{\Lambda}_{PC} = (\hat{\Lambda}_1, \hat{\Lambda}_2, \ldots, \hat{\Lambda}_N)' \). From this, Moon and Perron (2004) define the re-scaled estimated loadings \( \hat{\Lambda} = \hat{\Lambda}_{PC} (\hat{\Lambda}_{PC}' \hat{\Lambda}_{PC})^{-1/2} \). Next, let \( u_{i,t}^0 \) have variance \( \sigma_{u_i^0}^2 \), long-run variance \( \omega_{u_i^0}^2 \) (see footnote 4 of this chapter), and one-sided long-run variance \( \zeta_{u_i^0} = (\omega_{u_i^0}^2 - \sigma_{u_i^0}^2) / 2 \), and define the average moment estimators

\[ \hat{\omega}_{u_i^0}^2 = \frac{1}{N} \sum_{i=1}^{N} \hat{\omega}_{u_i^0}^2, \]
\[ \hat{\kappa}_{u_i^0}^4 = \frac{1}{N} \sum_{i=1}^{N} \hat{\omega}_{u_i^0}^4, \]
\[ \hat{\zeta}_{u_i^0} = \frac{1}{N} \sum_{i=1}^{N} \hat{\zeta}_{u_i^0} \]

where \( \hat{\omega}_{u_i^0}^4 = (\hat{\omega}_{u_i^0}^2)^2 \). Also, define the pooled (de-factored and autocorrelation-adjusted) autoregressive estimator

\[ \rho_{pool}^* = \frac{\text{tr} \left( \bar{X}_{-1} Q_{\hat{\Lambda}} \bar{X}' \right) - NT \hat{\zeta}_{u_i^0}}{\text{tr} \left( \bar{X}_{-1} Q_{\hat{\Lambda}} \bar{X}_{-1}' \right)}, \]

where \( Q_{\hat{\Lambda}} = I_N - P_{\hat{\Lambda}} \), where \( P_{\hat{\Lambda}} = \hat{\Lambda} (\hat{\Lambda}' \hat{\Lambda})^{-1} \hat{\Lambda}' \) is the matrix that projects onto the space orthogonal to \( \hat{\Lambda} \). Moon and Perron (2004) propose the statistics

\[ t_a = \frac{T \sqrt{N} (\hat{\rho}_{pool}^* - 1)}{\sqrt{2 \hat{\kappa}_{u_i^0}^4 / \hat{\omega}_{u_i^0}^4}}, \]
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and
\[ t_b = T \sqrt{N(\hat{\rho}^*_\text{pool} - 1)} \left( \frac{\hat{\omega}^2_0}{\hat{\kappa}^2_0} \right) \sqrt{\frac{1}{T^2N} \text{tr} \left( \hat{X}^{-1}_- Q \hat{X}'^{-1} \right)}, \]  
(4.25)

where \( \hat{\omega}^2_0 = \sqrt{\hat{\omega}^2_0}, \hat{\kappa}^2_0 = (\hat{\omega}^2_0)^2 \), and \( \hat{\kappa}^2_0 = \sqrt{\hat{\kappa}^4_0} \). Under the null hypothesis \( \rho^0_i = 1 \) for all \( i \), the statistics (4.24) and (4.25) tend to the standard normal distribution as \( N, T \to \infty \) with \( N/T \to 0 \).

The model (4.20) considered by Moon and Perron (2004) and the model (4.18) considered by Bai and Ng (2004) are closely related. If \( x_{i,0} = x^0_{i,0} = 0 \) for all \( i \), and if we impose the restriction \( \rho_i = \rho_i^0 = \rho \) for all \( i \), then the models are parametrically equivalent with \( (1 - \rho L)\mathbf{f}_i = \mathbf{f}^0_i \) and \( (1 - \rho L)u_{i,t} = u^0_{i,t} \). That is, if the factors and the idiosyncratic components are restricted to have the same order of integration under homogeneity. If we impose heterogeneity, then the models are only approximately equivalent in the parameters. However, the assumptions made on the processes are somewhat different. In principle, Moon and Perron (2004) make the same assumption for \( \mathbf{f}^0_i \) as Bai and Ng (2004) do for \( (1 - L)\mathbf{f}_i \).

### 4.3.5 Bai and Ng revisited

Based on the procedures of Moon and Perron (2004), Bai and Ng (2010) propose two pooled unit root tests applied to the idiosyncratic terms in (4.18) estimated as \( \hat{\mathbf{u}}_{i,t} = \sum_{s=2}^{T} \hat{\mathbf{z}}_{i,s} \), where \( \hat{\mathbf{z}}_{i,t} \) is found from the procedures explained in Section 4.3.3. Let \( \hat{\mathbf{u}}_{-1} \) and \( \hat{\mathbf{u}} \) be the \((T - 2) \times N\) matrices defined analogously to \( \mathbf{X}_{-1} \) and \( \mathbf{X} \) in Section 4.3.4 (or if the index in levels starts at \( t = 0 \), then \( \hat{\mathbf{u}}_{-1} \) and \( \hat{\mathbf{u}} \) are \((T - 1) \times N\) matrices), and let \( \hat{\rho}^+ \) be the bias-adjusted pooled OLS estimator of \( \rho \) in \( \hat{\mathbf{u}}_{i,t} = \rho \hat{\mathbf{u}}_{i,t-1} + \varepsilon_{i,t} \),

\[
\hat{\rho}^+ = \frac{\text{tr}(\hat{\mathbf{u}}_{-1}' \hat{\mathbf{u}} - NT \hat{\zeta}_e)}{\text{tr}(\hat{\mathbf{u}}_{-1}' \hat{\mathbf{u}}_{-1})},
\]

where \( \hat{\zeta}_e = N^{-1} \sum_{i=1}^{N} \hat{\mathbf{z}}_{e,i} \) is the analog to (4.23) based on the residuals \( \hat{\varepsilon}_{i,t} = \hat{\mathbf{u}}_{i,t} - \hat{\rho} \hat{\mathbf{u}}_{i,t-1} \), where \( \hat{\rho} = \text{tr}(\hat{\mathbf{u}}_{-1}' \hat{\mathbf{u}}) / \text{tr}(\hat{\mathbf{u}}_{-1}' \hat{\mathbf{u}}_{-1}) \) is the standard pooled OLS estimator. Based on the same residuals, \( \hat{\varepsilon}_{i,t} \), define analogously to (4.21) and (4.22) the average moment estimators \( \hat{\omega}^2_e = \frac{1}{N} \sum_{i=1}^{N} \hat{\omega}^2_{e,i} \) and \( \hat{\kappa}^4_e = \frac{1}{N} \sum_{i=1}^{N} \hat{\kappa}^4_{e,i} \). Bai and Ng (2010) propose the following two statistics:

\[
P_a = \frac{T \sqrt{N(\hat{\rho}^+ - 1)}}{\sqrt{2 \hat{\kappa}^2_e / \hat{\omega}^2_e}}, \tag{4.26}
\]

\[
P_b = T \sqrt{N(\hat{\rho}^+ - 1)} \left( \frac{\hat{\omega}^2_e}{\hat{\kappa}^2_e} \right) \sqrt{\frac{1}{T^2N} \text{tr}(\hat{\mathbf{u}}_{-1}' \hat{\mathbf{u}}_{-1})}, \tag{4.27}
\]
where as before \( \hat{\omega}_\varepsilon = \sqrt{\hat{\omega}_\varepsilon^2}, \hat{\omega}_\varepsilon^4 = (\hat{\omega}_\varepsilon^2)^2, \) and \( \hat{\kappa}_\varepsilon^2 = \sqrt{\hat{\kappa}_\varepsilon^4}. \) Under the null hypothesis \( \rho_i = 1 \) for all \( i, \) the statistics (4.26) and (4.27) tend to the standard normal distribution as \( N, T \to \infty \) with \( N/T \to 0. \)

### 4.4 Contributions of this thesis

We consider the factor model (4.13) (including a constant term) with cross-sectionally independent idiosyncratic terms, and derive some likelihood-based tests for unit roots in the common and idiosyncratic components. To our knowledge, unit root tests based on maximum likelihood in this setting has not been attempted before. An attractive property of likelihood-based tests is that they are generally powerful against local alternatives. The simulation studies in this thesis support this, and suggest also that the tests are robust in terms of size compared with existing second generation panel unit root tests.

We propose that more general tests that allow for moderate idiosyncratic cross-sectional dependencies, time heteroscedasticity, and other type of dynamics, can be treated in a quasi-likelihood setting following the same principles as in this thesis. As such, the results presented here should contribute to the development of unit root tests in dynamic factors models based on maximum likelihood.
5. Main results

5.1 Framework

We consider the multivariate process

\[ x_t = (x_{1,t}, x_{2,t}, \ldots, x_{N,t})' = \mu + \Lambda f_t + u_t, \tag{5.1} \]

where \( \mu = (\mu_1, \mu_2, \ldots, \mu_N)' \) is a vector of constants, \( u_t = (u_{1,t}, u_{2,t}, \ldots, u_{N,t})' \) is a vector of independent idiosyncratic components, \( f_t = (f_{1,t}, f_{2,t}, \ldots, f_{r,t})' \) is a vector of independent dynamic common factors and \( \Lambda \) is the \( N \times r \) matrix of factor loadings. Only \( x_t \) is observed, while all components on the right side of Equation (5.1) are unobservable. In panel notation, the model (5.1) may be written as

\[ x_{i,t} = \mu_i + \lambda_i f_t + u_{i,t}, \quad i = 1, 2, \ldots, N; t = 1, 2, \ldots, T, \]

where \( \mu_i \) is the individual-specific constant, \( \lambda_i = (\lambda_{i,1}, \lambda_{i,2}, \ldots, \lambda_{i,r})' \) is the \( r \times 1 \) vector of factor loadings associated with the \( i \)th individual, and \( u_{i,t} \) is the dynamic idiosyncratic component. Here we make the following general assumptions:

**Assumption 5.1** The idiosyncratic components are Gaussian AR(1), \( u_{i,t} = \rho_i u_{i,t-1} + \varepsilon_{i,t} \), where \( \rho_i \in (-1, 1] \), \( \varepsilon_{i,t} \sim N(0, \sigma_{\varepsilon_i}^2) \) are iid with \( \sigma_{\varepsilon_i}^2 < \infty \), and \( E(\varepsilon_{i,t} \varepsilon_{l,s}) = 0 \) for all \( i \neq l (i, l = 1, 2, \ldots, N) \) and all \( t, s = 1, 2, \ldots, T \).

**Assumption 5.2** The factors are Gaussian AR(1), \( f_{j,t} = \alpha_j f_{j,t-1} + \nu_{j,t} \), where \( \alpha_j \in (-1, 1] \), \( \nu_{j,t} \sim N(0, 1) \) are iid, and \( E(\nu_{j,t} \nu_{q,s}) = 0 \) for all \( j \neq q (j, q = 1, 2, \ldots, r) \) and all \( t, s = 1, 2, \ldots, T \).

**Assumption 5.3** The factor loadings are non-random with \( ||\lambda_i|| < \infty \), where \( \frac{1}{N} \sum_{i=1}^{N} \lambda_i \lambda_i' \) converges to a positive definite matrix \( \Sigma_\Lambda \).

**Assumption 5.4** The errors \( \nu_{j,t} \) and \( \varepsilon_{i,t} \) are mutually independent at all leads and lags, such that \( E(\nu_{j,t} \varepsilon_{i,s}) = 0 \) for all \( j = 1, 2, \ldots, r, t = 1, 2, \ldots, N \) and all \( t, s = 1, 2, \ldots, T \).

**Assumption 5.5** For stationary processes \( f_{j,t} \) and \( u_{i,t} \), the starting values \( f_{j,0} \) and \( u_{i,0} \) come from the stationary distributions, while for non-stationary processes they are \( O_p(1) \).

Under Assumption 5.1 the idiosyncratic components are allowed to be cross-sectionally heteroscedastic but time heteroscedasticity is ruled out. Also, because the errors \( \varepsilon_{i,t} \) are independent over \( i = 1, 2, \ldots, N \) we have the exact
factor model. By assumption 5.2 the factors are defined analogously to the idiosyncratic components, where the unit variance in the errors $v_{j,t}$ can be made without loss of generality as explained in Section 4.3. The normality assumptions will allow us to obtain the likelihood. Assumption 5.3 implies that $\mathbf{A}$ has rank $r$ (full rank) and that the eigenvalues of $\mathbf{A}'\mathbf{A}$ are $O(N)$, which together with Assumption 5.4 is standard in factor analysis to identify the covariance structure (see Section 4.3.2). Assumption 5.5 assures us that the time series processes are well-defined with respect to their initial values.

Assumptions 5.1 and 5.2 will be specified somewhat differently in the respective papers due to that we will consider different hypotheses. In Paper I and II we fix $\alpha = 1$ and test for idiosyncratic unit roots, while in Paper II we propose two additional tests where we, respectively, fix $\rho = 1$ and test for common unit roots, and then leave the alternative unrestricted and test for "not $\alpha = 1, \rho = 1"$. In Paper IV we allow the factors to have quite general forms of dynamics and test for idiosyncratic unit roots, where the test is shown to be asymptotically independent of the distribution of the factors.

Our likelihood based analysis rests on the same observation as is made by Kruiniger (2008). Let, for notational convenience, $T^* = T - 1$, and let $\mathbf{D}$ be the first-difference-matrix

$$
\mathbf{D} = \begin{pmatrix}
-1 & 1 & 0 & \cdots & 0 \\
0 & -1 & 1 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & -1 & 1
\end{pmatrix}.
$$

Also, for the $i$th idiosyncratic component, let $\mathbf{u}_i = (u_{i,1}, u_{i,2}, \ldots, u_{i,T})'$. Consider first the case when $\mathbf{u}_i$ has a unit root, i.e. $\rho_i = 1$. After taking differences we have that $\mathbf{D}\mathbf{u}_i \sim N_T(0, \sigma_{\varepsilon,i}^2 \mathbf{I})$. Consider next the case when $\mathbf{u}_i$ is stationary, i.e. $|\rho_i| < 1$. If the starting value is chosen such that $E(u_{i,0}) = 0$ and $\text{Var}(u_{i,0}) = \sigma_{\varepsilon,i}^2/(1 - \rho_i^2)$, then we have that, in levels, $\mathbf{u}_i \sim N_T(0, \sigma_{\varepsilon,i}^2 \Pi(\rho_i))$, where $\Pi(\rho_i) = [\Pi_{k,m}^i]_{T \times T}$ is an autocovariance matrix with

$$
\Pi_{k,m}^i = \begin{cases}
\frac{1}{1 - \rho_i^2} & \text{for } k = m \\
\frac{\rho_i |k-m|}{1 - \rho_i^2} & \text{for } k \neq m
\end{cases}.
$$

This matrix may be found explicitly from, e.g., van der Leeuw (1994) or Karanasos (1998). It is now straightforward to show that $\mathbf{D}\mathbf{u}_i \sim N_{T^*}(0, \sigma_{\varepsilon,i}^2 \Psi(\rho_i))$, where $\Psi(\rho_i) = [\Psi_{k,m}^i]_{T^* \times T^*}$ with

$$
\Psi_{k,m}^i = \begin{cases}
\frac{1}{1 + \rho_i} & \text{for } k = m \\
\frac{\rho_i |k-m|-1(1-\rho_i)}{1 + \rho_i} & \text{for } k \neq m
\end{cases}.
$$

(5.2)
The autocovariance matrix $\Psi$ has the following convenient properties; (a) $\Psi(1) = I_{T^*}$, i.e. it is correctly defined in the non-stationary point; and (b) it is infinitely many times continuously differentiable at and in the neighborhood of the unit root $\rho_i = 1$ (see Kruiniger, 2008, Lemma 7). It is thus well-defined for a likelihood based analysis.

Likewise, for the $j$th factor, let $f_j = (f_{j,1}, f_{j,2}, \ldots, f_{j,T})'$. If there is a unit root in $f_j$, then $Df_j \sim N_{T^*} (0, \Psi (\alpha_j))$, where $\Psi (\alpha_j) = [\Psi_{k,m}]_{T^* \times T^*}$ has the same elements as (5.2), but with parameter $\alpha_j$.

**Assumption 5.6** The idiosyncratic components and the factors are separate homogenous groups; $\rho_i = \rho$ for all $i$, and $\alpha_j = \alpha$ for all $j$.

Assumption 5.6, which may be relaxed, simplifies the analysis. Imposing this assumption will affect power, but not size. The findings in this thesis are that the impact on power is small close to the unit root, which is generally of most interest.

Consider now the following null hypothesis:

$$H_0 : \rho = 1, \alpha = 1,$$

which under Assumptions 5.1-5.6 may be equivalently stated as

$$H_0 : u_{i,t} \sim I(1), f_{j,t} \sim I(1), \text{for all } i \text{ and all } j.$$

Let $X = (x_1, x_2, \ldots, x_T)$ be the $N \times T$ matrix of observed panel data and let $Y = XD'$ be the $N \times T^*$ matrix of differenced panel data. In stacked form, $Y_v = \text{vec}(Y) = (y'_2, y'_3, \ldots, y'_T)'$, the differenced data has covariance matrix

$$\Sigma = E (Y, Y'_v) = [\Psi (\alpha) \otimes \Lambda \Lambda'] + [\Psi (\rho) \otimes \Sigma_{\epsilon \epsilon}],$$

where $\otimes$ denotes the Kronecker product and $\Sigma_{\epsilon \epsilon} = \text{diag}(\sigma_{\epsilon,1}^2, \sigma_{\epsilon,2}^2, \ldots, \sigma_{\epsilon,N}^2)$. Also, let $\theta = (\Lambda', \sigma_{\epsilon,1}^2, \sigma_{\epsilon,2}^2, \ldots, \sigma_{\epsilon,N}^2, \alpha, \rho)'$ be the parameter vector holding the $K = Nr + N + 2$ parameters imposed under Assumptions 5.1-5.6, and let $\tilde{\theta} = (\tilde{\Lambda}', \tilde{\sigma}_{\epsilon,1}^2, \tilde{\sigma}_{\epsilon,2}^2, \ldots, \tilde{\sigma}_{\epsilon,N}^2, 1, 1)'$ be the vector of restricted MLEs under the null hypothesis. Assuming normality, the log-likelihood with respect to the differenced and stacked data is

$$l (\theta) = -\frac{NT^*}{2} \log 2\pi - \frac{1}{2} \log |\Sigma| - \frac{1}{2} Y'_v \Sigma^{-1} Y_v. \quad (5.3)$$

Under the null hypothesis $\rho = \alpha = 1$ we have that

$$\Sigma = (I_{T^*} \otimes \Lambda \Lambda') + (I_{T^*} \otimes \Sigma_{\epsilon \epsilon}) = I_{T^*} \otimes \Omega, \quad (5.4)$$
where $\Omega = \Lambda \Lambda' + \Sigma_{\epsilon\epsilon}$, such that, using some well-known results for the Kronecker product (see e.g Magnus and Neudecker, 2001, p. 28-31),

$$l(\theta) = -\frac{NT^*}{2} \log 2\pi - \frac{1}{2} \log |\Omega|^{T*} - \frac{1}{2} \text{vec}(\text{vec}(Y))' \left( I_{T^*} \otimes \Omega^{-1} \right) \text{vec}(Y)$$

That is, the likelihood is the same as (4.15). If we impose yet another assumption that the idiosyncratic components are cross-sectionally homoscedastic, i.e. $\sigma_{\epsilon,i}^2 = \sigma_{\epsilon}^2$ for all $i = 1, 2, \ldots, N$ implying $\Sigma_{\epsilon\epsilon} = \sigma_{\epsilon}^2 I_N$, then, under the restrictions of the null hypothesis, we have an explicit MLE of $\Omega$, $\hat{\Omega}_{ML} = \hat{\Omega}(\hat{\theta}) = \hat{\Lambda} \hat{\Lambda}' + \tilde{\sigma}_{\epsilon}^2 I_N$, where $\tilde{\sigma}_{\epsilon}^2$ and $\hat{\Lambda}$ are the MLEs defined in (4.16) and (4.17) respectively. If we let $\Sigma_{\epsilon\epsilon}$ be a diagonal matrix with distinct elements, then a quasi-MLE of $\Omega$ under the null hypothesis may be found from the EM algorithm described in Section 4.3.2. For future reference we define the MLE of $\Omega$ under the null hypothesis, under both idiosyncratic homoscedasticity and heteroscedasticity, as

$$S_{01} = \Omega(\hat{\theta}).$$

**Assumption 5.7** The idiosyncratic components are cross-sectionally homoscedastic; $\sigma_{\epsilon,i}^2 = \sigma_{\epsilon}^2$ for all $i$.

Assumption 5.7 is maintained through Papers I-III. Imposing this assumption simplifies the analysis and makes the derivations of the asymptotic distributions of the proposed unit root tests rather straightforward. The results are still important, because relaxing Assumption 5.7 (and Assumption 5.6) is likely to result in test-statistics with similar asymptotic distributions. In Paper IV we relax Assumption 5.7.

Lastly, consider the sample covariances $Y_v Y'_v$, which consists of the $T^*2$ blocks $S_{t,s} = y_t y'_s$ for $t, s = 2, 3, \ldots, T$, where each block is of size $N \times N$. For these blocks we define the key products

$$S_0 = \sum_{t=2}^{T} S_{t,t} = \sum_{t=2}^{T} y_t y'_t = YY',$$  

and

$$S_{00} = \sum_{t=2}^{T} \sum_{s=2}^{T} S_{t,s} = \sum_{t=2}^{T} \sum_{s=2}^{T} y_t y'_s = \left( \sum_{t=2}^{T} y_t \right) \left( \sum_{t=2}^{T} y_t \right)'.$$  

(5.6)

(5.7)
5.2 Paper I

We fix \( \alpha_j = 1 \) for all \( j = 1, 2, \ldots, r \), and consider the hypotheses

\[
H_0 : \rho = 1 | \forall j, f_{j,i} \sim I(1), \\
H_1 : \rho < 1 | \forall j, f_{j,i} \sim I(1).
\]

That is, the parameter vector may be partitioned as \( \theta = (\theta'_1, \theta'_2)' \), where \( \theta_1 = (\Lambda'_i, \sigma^2_{\varepsilon})' \) and \( \theta_2 = \rho \). Let \( \tilde{\theta} = (\hat{\Lambda}_i, \hat{\sigma}^2_{\varepsilon}, 1)' \) be the constrained MLE under the null hypothesis. We show that the lower right part of the information matrix (see Chapter 3) is the scalar \( J^{22} = J^{22}_{22}(1 - \frac{1}{T}) \), where \( J^{22} = -E(\partial^2 I(\theta)/\partial \rho^2) \), and derive the "square-root" LM-statistic

\[
\vartheta_a = \frac{\partial I}{\partial \rho} \sqrt{J^{22}} \bigg|_{\theta = \tilde{\theta}} = \frac{T^* \text{tr} (S^{-1}_{01}) - 2 \text{tr} (S^{-1}_{01}S_0S^{-1}_{01}) + \text{tr} (S^{-1}_{01}S_{00}S^{-1}_{01})}{\sqrt{2T^*(T^* - 1) \text{tr} (S^{-1}_{01}S^{-1}_{01})}},
\]

where \( S_{01}, S_0 \) and \( S_{00} \) are given by (5.5), (5.6) and (5.7) respectively. For any fixed \( N > r \) the asymptotic distribution of this statistic as \( T \) tends to infinity is a weighted sum of independent \( \chi^2 \) (chi-square with one degrees of freedom) variables:

\[
\vartheta_a \xrightarrow{d} \frac{1}{\sqrt{2 \sum_{i=1}^{N} w_i^2}} \left( \sum_{i=1}^{N} w_i \chi^2_{1,i} - \sum_{i=1}^{N} w_i \right), \text{ as } T \to \infty,
\]

where \( \chi^2_i \) are independent over \( i = 1, 2, \ldots, N \) with weights \( w_i = \sigma^2_{\varepsilon}/(\eta_i + \hat{\sigma}^2_{\varepsilon}) \) for \( 1 \leq i \leq r \) and \( w_i = 1 \) for \( r < i \leq N \), where \( \sigma^2_{\varepsilon} \) is the idiosyncratic error variance imposed under Assumption 5.7 and \( \eta_i = \varphi_i(\Lambda'\Lambda) \). This weighted \( \chi^2 \)-distribution is non-standard, and the critical values will depend on the estimated weights \( \hat{w}_i \). However, we show that it can be suitably approximated by

\[
\vartheta_a \xrightarrow{\text{app}} \frac{1}{\sqrt{2d_1}} \left( \chi^2_{d_1} - d_1 \right),
\]

with \( d_1 = \left[ \text{tr}(\Omega^{-1}) \right]^2/\text{tr}(\Omega^{-1}\Omega^{-1}) \), where \( \Omega \) is the contemporaneous covariance matrix in (5.4). Letting sequentially also \( N \) tend to infinity, the distribution of the test-statistic is standard normal, \( \vartheta_a \xrightarrow{d} N(0, 1) \) as \( (T, N) \to \infty \).

By simulation we show that \( \vartheta \) has nice properties even for finite samples except when \( N \) is large and \( T \) is small, or if \( N \) is not large enough relative to \( r \). We also show that \( \vartheta \) has higher power than the pooled Fisher-type test (4.19) when the factors are integrated. Especially, our test statistic seems to have quite substantially higher local power, where we compare the rejection rate versus a sequence of local alternatives as described in Section 4.2. Further, the simulations suggest that the test-statistic is robust against the conditioning on integrated factors, and that it has nice size and power properties also for stationary factors as long as the panel dimensions are large enough.
5.3 Paper II

We consider the same restrictions as in Paper I, and evaluate, by simulation, the power of the log-likelihood ratio test

$$LR = \sup_{\theta \in \Theta_0} l(\theta|Y) - \sup_{\theta \in \Theta_1} l(\theta|Y),$$

where $\Theta_0$ is the parameter space under the null hypothesis, where $\rho = 1$, and $\Theta_1$ is the parameter space under the alternative hypothesis, where $\rho \in (-1, 1)$. Assuming normality, the maximizing arguments may then be found by minimizing the negative of the log-likelihood (5.3). Under the null hypothesis the MLE of $\Omega$ is found from (5.5) with the explicit MLEs (4.16) and (4.17), while under the alternative hypothesis it has to be found numerically.

We compare power of the likelihood ratio test (LR) with the analogous LM-test in Paper I (LM) and the Fisher-type test (4.19) proposed by Bai and Ng (2004) (BN). Our results suggest that LR and LM have higher power than BN, and while LR and LM are equivalent in terms of power for large samples, their performance in small samples depend on which dimension is small. When the time dimension is small, LM is more powerful than LR, while the benefit of LR seems to be for a small cross-section and large enough $T$. Figure 5.1 shows the size-adjusted power of the three tests for some finite samples.

Figure 5.1. Size-adjusted power of LR, LM and BN when $r = 1$ for $T = 30, 60$ and $N = 10, 30$. 
5.4 Paper III

In Paper III we consider, opposite to paper I and II, a homogenous test for unit roots in the factors by keeping $\rho_i = 1$ fixed for all $i$. The hypotheses are then

\[ H_0 : \alpha = 1 | \forall i, u_{i,t} \sim I(1), \]
\[ H_1 : \alpha < 1 | \forall i, u_{i,t} \sim I(1). \]

That is, the parameter vector may be partitioned as $\theta = (\theta_1', \theta_2')'$, where $\theta_1 = (\Lambda_1', \sigma_\epsilon^2)'$ and $\theta_2 = \alpha$. We show that for any fixed $N$ as $T \to \infty$, the information matrix is block-diagonal such that the "square root" LM-statistic is, approximately,

$$\vartheta_b = \left. \frac{\partial l}{\partial \alpha} \sqrt{J_{22}} \right|_{\theta = \hat{\theta}} = \left. \frac{\partial l}{\partial \alpha} \sqrt{J_{22}^{-1}} \right|_{\theta = \hat{\theta}},$$

in the sense that $|\vartheta_b - \vartheta_b^*| = o_p(1)$, where $J_{22} = -E (\partial^2 l(\theta) / \partial \alpha^2)$. Deriving the score and information we have that

$$\vartheta_b^* = \frac{T^* \text{tr}(\hat{MS}_{01}^{-1}) - 2 \text{tr}(\hat{MS}_{01}^{-1}S_{01}^{-1}) + \text{tr}(\hat{MS}_{01}^{-1}S_{00}S_{01}^{-1})}{\sqrt{2T^* \text{tr}(\hat{MS}_{01}^{-1}\hat{MS}_{01}^{-1})}},$$

where $M = \Lambda\Lambda'$, and $S_{01}$, $S_0$ and $S_{00}$ are given by (5.5), (5.6) and (5.7) respectively. Similar to Paper I, the asymptotic distribution of $\vartheta_b^*$ as $T \to \infty$ is a weighted chi-square distribution,

$$\vartheta_b^* \overset{d}{\to} \frac{1}{\sqrt{2\sum_{j=1}^{r} \bar{w}_j^2}} \left( \sum_{j=1}^{r} \bar{w}_j \chi_{1,j}^2 - \sum_{j=1}^{r} \bar{w}_j \right), \quad (5.9)$$

where $\chi_{1,j}^2$ are independent over $j = 1, \ldots, r$ with weights $\bar{w}_j = \eta_j / (\sigma_\epsilon^2 + \eta_j)$, where $\sigma_\epsilon^2$ is the idiosyncratic error variance imposed under Assumption 5.7 and $\eta_j = \varphi_j(\Lambda'\Lambda)$. Here the weights $\bar{w}_j$ have the properties that $\bar{w}_j + w_j = 1$ for $j = 1, 2, \ldots, r$, where $w_j$ are the first $r$ weights in (5.8). From Assumption 5.3 it follows that the eigenvalues of $\Lambda'\Lambda$ (and likewise the $r$ non-zero eigenvalues of $\Lambda\Lambda'$) are $O(N)$, with the result that, as $(T,N)_s \to \infty$, $\vartheta_b^* \overset{d}{\to} \frac{1}{\sqrt{2r}}(\chi_r^2 - r)$. For small $N$ the distribution (5.9) is suitably approximated with

$$\vartheta_b^* \overset{ap}{\sim} \frac{1}{\sqrt{2d_2}}(\chi_{d_2}^2 - d_2),$$

where $d_2 = \text{tr}\left((\Lambda\Lambda'\Omega^{-1})\right)^2 / \text{tr}\left((\Lambda\Lambda'\Omega^{-1}\Lambda\Lambda'\Omega^{-1})\right)$.

In addition, we propose two tests with the hypotheses $H_0 : \alpha = 1, \rho = 1$ versus $H_1 : \alpha < 1$ and/or $\rho < 1$, which are essentially combinations of $\vartheta_b$ in Paper I and $\vartheta_b^*$ in Paper III. By simulation we show that the proposed statistics have higher local power than the $MQ_c$-statistic of Bai and Ng (2004) presented
in Section 4.3.3, which appears to have virtually no power against locally stationary factors. Further, though we do not provide a formal proof, the simulation results suggest that \( \vartheta^*_b \) is robust to the conditioning on \( I(1) \)-idiosyncratic components.

5.5 Paper IV

We consider a similar setup as in Paper I, but relax the assumption of cross-sectional homoscedasticity in the idiosyncratic components. That is, we let \( \Sigma_{\varepsilon \varepsilon} = \text{diag}(\sigma^2_{\varepsilon,1}, \sigma^2_{\varepsilon,2}, \ldots, \sigma^2_{\varepsilon,N}) \). Also, we treat the \( I(1) \) factors as a misspecification, which we show our statistic to be robust against in large panels. Let \( \Sigma_{gg} = \text{Var}(g_t) \), where \( g_t = \Delta f_t \). Assumption 5.2 is replaced with the more general assumption:

Assumption 5.2* (difference-stationary factors) The factors admit the representation \( (1-L)f_t = C(L)v_t \), where \( C(L) = \sum_{m=0}^{\infty} C_m L^m \) is an \( r \times r \) lag polynomial matrix, and where

(i) \( v_t \sim N_r(0, \Sigma_{vv}) \) is iid, where \( E||v_t||^4 < \infty \),
(ii) \( \Sigma_{gg} = \sum_{m=0}^{\infty} C_m \Sigma_{vv} C_m' > 0 \),
(iii) \( \sum_{m=0}^{\infty} m ||C_m|| < \infty \),
(iv) \( \text{rk}(C(1)) = r_1 \), where \( 0 \leq r_1 \leq r \).

Assumption 5.2* is the same dynamic assumption made on the factors in Bai and Ng (2004), except we assume normally distributed shocks. It allows for \( r_1 \) stochastic trends among the factors, where \( 0 \leq r_1 \leq r \). We also impose the following misspecification:

Misspecification 5.1 The differenced factors are multivariate white noise, drawn from the normal distribution, \( \Delta f_t \sim N_r(0, I) \).

Under Misspecification 5.1 the parameter vector may be partitioned as \( \theta = (\theta_1', \theta_2')' \), where \( \theta_1 = (\Lambda_v', \sigma^2_{\varepsilon,1}, \sigma^2_{\varepsilon,2}, \ldots, \sigma^2_{\varepsilon,N})' \) and \( \theta_2 = \rho \). We then consider the hypotheses

\[ H_0 : \rho = 1, \]
\[ H_1 : \rho < 1. \]

We show that as \( T \to \infty \), the information matrix is block-diagonal, and we consider again the approximate "square-root" LM-statistic

\[ \vartheta = \frac{\partial l}{\partial \rho} \sqrt{J_{22}} \bigg|_{\theta = \tilde{\theta}} \approx \vartheta^* = \frac{\partial l}{\partial \rho} \sqrt{J_{22}^{-1}} \bigg|_{\theta = \tilde{\theta}}, \]
in the sense that \(|\vartheta - \vartheta^*| = o_p(1)|$, where \(J_{22} = -E(\partial^2 l(\theta)/\partial \rho^2)\). Here \(\vartheta^*\) has the decomposition

\[
\vartheta^* = \frac{T^* \text{tr} \left( \hat{\Sigma}_{ee} S_{01} \right) - 2 \text{tr} \left( \hat{\Sigma}_{ee} S_{01}^{-1} S_0 S_0^{-1} \right) + \text{tr} \left( \hat{\Sigma}_{ee} S_{01}^{-1} \hat{\Sigma}_{ee} S_{01}^{-1} \right)}{\sqrt{2T^* \text{tr} \left( \hat{\Sigma}_{ee} S_{01}^{-1} \hat{\Sigma}_{ee} S_{01}^{-1} \right)}},
\]

where \(S_0\) and \(S_{00}\) are given by (5.6) and (5.7), and \(S_{01} = \tilde{\Lambda} \tilde{\Lambda}' + \hat{\Sigma}_{ee}\) with \(\hat{\Sigma}_{ee} = \text{diag}(\tilde{\sigma}_{\varepsilon,1}^2, \hat{\sigma}_{\varepsilon,2}^2, \ldots, \hat{\sigma}_{\varepsilon,N}^2)\), where \(\tilde{\Lambda}\) and \(\hat{\Sigma}_{ee}\) can be found from the EM algorithm. The asymptotic distribution of the test-statistic is

\[
\vartheta^* \xrightarrow{d} \sqrt{\frac{1}{2 \sum_{i=1}^{N} w_i^2}} \left( \sum_{i=1}^{N} w_i \chi^2_{1,i} - \sum_{i=1}^{N} w_i \right),
\]

(5.10)

where \(\chi^2_{1,i}\) are independent over \(i = 1, 2, \ldots, N\) with associated weights

\[
w_i = \begin{cases} (1 + \eta_i)^{-1} & \text{if } 1 \leq i \leq r, \\ 1 & \text{if } r < i \leq N, \end{cases}
\]

where \(\eta_i = \varphi_i (\Lambda' \Sigma_{ee}^{-1} \Lambda) (\eta_1 \geq \eta_2 \geq \cdots \geq \eta_r \geq 0)\). As before, for small \(N\) the distribution (5.10) is suitably approximated with

\[
\vartheta^* \xrightarrow{d} \frac{1}{\sqrt{2d_3}} (\chi^2_{d_3} - d_3),
\]

where \(d_3 = \left[ \text{tr}(\Sigma_{ee} \Omega^{-1}) \right]^2 / \text{tr}(\Sigma_{ee} \Omega^{-1} \Sigma_{ee} \Omega^{-1})\), while for large \(N\) it is standard normal, \(\vartheta^* \xrightarrow{d} N(0, 1)\), as \((T, N)_s \to \infty\).

A key result in this paper is that we prove that the LM-type test is asymptotically independent of the distribution of the factors as long as they fall under Assumption 5.2*, meaning that if Misspecification 5.1 is violated, then it still holds that \(\vartheta^* \xrightarrow{d} N(0, 1)\) as \((T, N)_s \to \infty\).

In a simulation study we compare size and power with the Fisher-type test (4.19) proposed by Bai and Ng (2004), the statistics (4.24) and (4.25) of Moon and Perron (2004), and the statistics (4.26) and (4.27) of Bai and Ng (2010). The results suggest that; (a) the LM-statistic and the Fisher-type statistic are quite robust in terms of size, while the other statistics at times are grossly oversized; (b) when the factors are stationary, the LM-statistic is under-sized for small samples, but tend to nominal size as the sample size grows, verifying that the LM-statistic is robust against Misspecification 5.1; and (c) the LM-statistic is locally most powerful of the considered statistics in a shrinking neighborhood of the null hypothesis as \(N\) and \(T\) grow large.
6. Future research

The results provided in this thesis are derived under rather strict assumptions. As such, there is a need to generalize the tests. For instance, it is desirable to relax the assumption of AR(1) dynamics, to allow for parameter heterogeneity, and to allow for deterministic trend components. I will make a few short remarks concerning these issues:

- **AR(p) processes:** To allow for higher order dynamics a common way is to non-parametrically adjust for autocorrelation by estimation of long-run variances. However, we could also consider a parametric approach using a similar procedure as in this thesis. For example, consider the AR(2) case, which, assuming Gaussian errors, can be decomposed as

\[
\begin{align*}
    u_{i,t} &= \rho_i u_{i,t-1} + \epsilon_{i,t}, \\
    \epsilon_{i,t} &= \gamma_i \epsilon_{i,t-1} + \nu_{i,t},
\end{align*}
\]

where \(|\gamma_i| < 1\) and \(\nu_{i,t}\) is iid \(N(0, \sigma_i^2)\), and where the unit root hypothesis corresponds to \(\rho_i = 1\), \(\forall i\). If we let \(\Psi(\rho_i, \gamma_i)\) denote the autocovariance matrix for the differenced AR(2) process, then \(\Psi(1, \gamma_i) = \Pi(\gamma_i)\), where \(\Pi\) is the autocovariance matrix for a stationary AR(1) process in levels. Here the \(N\) nuisance parameters \(\gamma_i\) will have to be concentrated out. For the AR(\(p\)) case there will be \(N(p-1)\) such nuisance parameters. The recent results in Bai and Li (2012b,a) offer a potential way of consistently estimating these nuisance parameters.

- **Heterogeneity:** Consider for simplicity the tests derived in Paper I and Paper IV. If we allow for heterogeneity, the effective part of the information matrix will no longer be a scalar, but will instead be an \(N \times N\) matrix. That is, we need to take the inverse of a matrix of infinite size as \(T, N \to \infty\). This will require some special attention to derive the asymptotic distributions when considering sequential, or perhaps joint, limits. Also, the "square-root" LM-type statistics will no longer be possible to consider. Instead we will have to look at the full LM test.

- **Trend components:** The demeaning procedure in Bai and Ng (2004), \(\Delta x_{i,t} - \overline{\Delta x_i}\), where \(\overline{\Delta x_i} = 1/(T-1) \sum_{t=2}^{T} \Delta x_{i,t}\), will remove a trend component from the data, but would not work for the LM-type tests considered here, because in the limit as \(T \to \infty\), the stochastic part of the statistics comes from \(S_{00}\), which will then sum to zero. The trend component would have to be treated as a constant in the differenced data and be included in the likelihood function.
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