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Abstract: Adaptive dynamics is a mathematical framework for studying evolution. It extends evolutionary game theory to account for more realistic ecological dynamics and it can incorporate both frequency- and density-dependent selection. This is a practical guide to adaptive dynamics that aims to illustrate how the methodology can be applied to the study of specific systems. The theory is presented in detail for a single, monomorphic, asexually reproducing population. We explain the necessary terminology to understand the basic arguments in models based on adaptive dynamics, including invasion fitness, the selection gradient, pairwise invasibility plots (PIP), evolutionarily singular strategies, and the canonical equation. The presentation is supported with a worked-out example of evolution of arrival times in migratory birds. We show how the adaptive dynamics methodology can be extended to study evolution in polymorphic populations using trait evolution plots (TEPs). We give an overview of literature that generalises adaptive dynamics techniques to other scenarios, such as sexual, diploid populations, and spatially-structured populations. We conclude by discussing how adaptive dynamics relates to evolutionary game theory and how adaptive-dynamics techniques can be used in speciation research.
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1. Introduction

The basic principle of evolution, survival of the fittest\(^1\), was outlined by the naturalist Charles Darwin in his 1859 book *On the origin of species*. Though controversial at the time, the central ideas remain largely unchanged to this date, even though much more is now known about the biological basis of inheritance and the intricacies of natural and sexual selection. Darwin expressed his arguments verbally, but many attempts have since then been made to formalize the theory of evolution. The most well known are population genetics ([1]), quantitative genetics ([2,3]) and evolutionary game theory ([4,5]). These frameworks emphasize different aspects of the evolutionary process. For example, population genetics employs realistic mechanisms of inheritance to explicitly study changes in allele frequencies but usually simplifies the ecology. Evolutionary game theory, in contrast, ignores genetic detail but incorporates frequency dependence, the ecologically realistic feature that the success of any given strategy depends on the frequency at which strategies are played in the population.

Adaptive dynamics is a set of techniques developed more recently, largely during the 1990s, for understanding the long-term consequences of small mutations in the traits expressing the phenotype. The number of papers using adaptive dynamics techniques is increasing steadily as adaptive dynamics is gaining ground as a versatile tool for evolutionary modeling, with applications in a range of diverse areas including speciation and diversification ([6–9]), evolution of cooperation ([10–14]), and epidemiology ([15–18]). The key feature of adaptive dynamics is that it links population dynamics to evolutionary dynamics and thereby incorporates and generalizes the fundamental idea of frequency-dependent selection from game theory. As a consequence of this close linkage between ecological and evolutionary dynamics, a population that initially consists of individuals with a common trait can gradually diversify into several sub-populations each holding a different trait. Other surprising evolutionary outcomes have also been documented, including evolutionary suicide ([19,20]) and Red-Queen dynamics ([21–23]).

To facilitate the analysis of systems with eco-evolutionary feedbacks, adaptive dynamics makes use of terminology and concepts that are not found in traditional ecological and evolutionary textbooks. Using adaptive dynamics to analyze even rather simple models can therefore prove daunting for the first time. Previous literature describes and discusses the tools for adaptive dynamics analysis from different perspectives. The foundational papers by Metz *et al.* [24], Dieckmann and Law [25], Metz *et al.* [26], and Geritz *et al.* [27] introduce the elements of adaptive dynamics, including graphical tools for assessing evolutionary endpoints. An overview of adaptive dynamics concepts along with its historical background and its relationship to other frameworks is given by McGill and Brown [28]. A critical overview of adaptive dynamics and its use, especially in the context of speciation research, is provided by Waxman and Gavrilets [29]. This literature does not always provide a comfortable inroad for prospective practitioners, however. Literature on adaptive dynamics can be relatively technical, which may discourage readers. The few non-technical introductory texts that have been written (e.g., Metz [30]) do not offer much practical guidance for how to carry out the mathematical analysis.

\(^1\)To be precise, the phrase “survival of the fittest” was coined by the philosopher Herbert Spencer and adopted by Darwin from the fifth edition of *On the origin of species*
Responding to the need for a broadly accessible introduction to adaptive dynamics, this paper provides a step-by-step guide on how adaptive dynamics can be used to analyze eco-evolutionary models. The paper is aimed at students and researchers wanting to learn adaptive dynamics to the level necessary to follow the arguments made in adaptive-dynamics studies. In the next section we introduce the fundamental concepts behind adaptive dynamics. Then, in Section 3, the theory is presented in detail for monomorphic populations. In particular, we will explain the invasion fitness, pairwise invasibility plots, the selection gradient, evolutionarily singular strategies, and the canonical equation. Brief descriptions of these terms are given in Table 1. To facilitate comprehension of the material, Section 4 contains a worked-out example on evolution of arrival time in birds, which illustrates how adaptive dynamics techniques are used in practice. Section 5 then extends the ideas developed for monomorphic populations to polymorphic populations and introduces trait evolution plots. We round off our presentation by discussing how adaptive dynamics relates to evolutionary game theory and what role it could play in speciation research. Finally, we give recommendations for further reading and highlight selected extensions of adaptive dynamics theory.

2. Fundamental Concepts

The two fundamental ideas of adaptive dynamics are (i) that the resident population can be assumed to be in a dynamical equilibrium when a new mutant type appears and (ii) that the eventual fate of such mutant invasions can be inferred from the initial growth rate of the mutant population while it is still rare compared with the resident type. When used in concert, these two assumptions amount to a separation of the slower evolutionary time scale from the faster ecological time scale. The initial growth rate of the mutant is generally known as its invasion fitness. Sometimes the dimensionless basic reproduction ratio, the expected total number of offspring that a rare mutant individual will have in its lifetime, is used as a proxy for invasion fitness. The logarithm of the basic reproduction ratio has the same sign as the invasion fitness and can thus be used to infer many aspects of the evolutionary dynamics. It does not give any information on how fast a mutant type can invade the resident population, but the basic reproduction ratio can in many applications be related to the invasion fitness by dividing its logarithmic value with the mean age at reproduction.

The first step in an adaptive-dynamics analysis is to identify the traits that are undergoing evolutionary change. These trait should be specified quantitatively, at the individual level ([31]). One then develops a mathematical model of the demographic dynamics that accounts for the relevant exogenous and endogenous factors affecting individual life history. In simple models of density-dependent growth, the environment could consist of the population size, measured either in abundance or biomass, and in consumer-resources models it could consist of the availability of the different resources.

With the demographic model in place, it is possible to determine the invasion fitness, the initial growth rate of a rare mutant invading a resident population. Depending on model complexity, this may be straightforward or very challenging, but once determined all techniques of adaptive dynamics can be applied independent of the underlying model. In the next section we will introduce these techniques for monomorphic populations.
Table 1. Brief explanation of the principal terms used in adaptive dynamics.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canonical equation</td>
<td>Differential equation describing a deterministic approximation of evolutionary dynamics with small mutational steps.</td>
</tr>
<tr>
<td>Convergence stable strategy</td>
<td>Singular strategy that, within a neighborhoods, is approached gradually.</td>
</tr>
<tr>
<td>Continuously stable strategy (CSS)</td>
<td>Singular strategy that is both convergence stable and evolutionarily stable.</td>
</tr>
<tr>
<td>Dimorphic population</td>
<td>Population with individuals having either of two distinct trait values.</td>
</tr>
<tr>
<td>Evolutionarily singular strategy</td>
<td>Trait value at which the selection gradient vanishes.</td>
</tr>
<tr>
<td>Evolutionarily stable strategy (ESS)</td>
<td>Trait value that cannot be invaded by any nearby mutant.</td>
</tr>
<tr>
<td>Invasion fitness</td>
<td>The expected growth rate of a rare mutant.</td>
</tr>
<tr>
<td>Monomorphic population</td>
<td>Population consisting of individuals with only one distinct trait value.</td>
</tr>
<tr>
<td>Pairwise invasibility plot (PIP)</td>
<td>Graphical illustration of invasion success of potential mutants when the population is monomorphic.</td>
</tr>
<tr>
<td>Per capita growth rate</td>
<td>The expected rate at which an individual produces offspring. Can be determined by dividing the population growth rate by the number of individuals.</td>
</tr>
<tr>
<td>Polymorphic population</td>
<td>Population with individuals having either of several distinct trait values.</td>
</tr>
<tr>
<td>Selection gradient</td>
<td>Slope of the invasion fitness at the resident trait value. Gives information on the direction and speed of evolutionary change.</td>
</tr>
<tr>
<td>Trait evolution plot (TEP)</td>
<td>Graphical illustration of invasion success of potential nearby mutants when the population is dimorphic.</td>
</tr>
</tbody>
</table>

3. Monomorphic Evolution

To see how the fundamental concepts introduced above are used, it makes sense to start with the simplest case of a monomorphic population, i.e., a population that consists of individuals with identical trait values. If not explicitly stated differently, we will assume a single trait value and we write $r$ and $m$ for the trait value of the monomorphic resident population and that of an invading mutant respectively.

3.1. Invasion Fitness and the Selection Gradient

The invasion fitness $s_r(m)$ is defined as the expected per capita growth rate of an initially rare mutant in the environment set by the resident, which simply means the frequency of each trait value whenever this suffices to infer all other aspects of the equilibrium environment, such as the demographic composition and the availability of resources. For each resident trait value $r$, the invasion fitness can be thought of as the fitness landscape experienced by initially rare mutants. Importantly, the fitness
landscape changes with each successful invasion (see Figure 1), in contrast to the classical view of evolution as an optimization process towards ever higher fitness.

**Figure 1.** Plot of the invasion fitness \( s_r(m) \), the expected growth rate of a rare mutant in the environment set by the resident (solid lines), as a function of the mutant trait value \( m \), for two illustrative cases. The dashed lines denote the local tangent of \( s_r(m) \) at \( m = r \) where its slope corresponds to the selection gradient \( s'_r(r) \). (a) The population is monomorphic and consists only of individuals with trait value \( r_1 \). Mutants with higher trait values have positive expected growth rate and can hence invade. (b) A mutant with trait value \( r_2 \) has invaded and successfully replaced the resident. Since the population now consists of individuals with a new trait value, \( r_2 \), the fitness landscape itself has changed. Note that the invasion fitness vanishes exactly when the mutant trait value equals that of the resident, i.e., \( m = r_1 \) and \( m = r_2 \) for panel (a) and (b) respectively.

![Figure 1](image1.png)

We will always assume that the resident is at its demographic attractor, and as a consequence \( s_r(r) = 0 \) for all \( r \) as otherwise the population would grow indefinitely.

The selection gradient is defined as the slope of the invasion fitness at \( m = r \), \( s'_r(r) \) (see Figure 1). If the sign of the selection gradient is positive (negative), mutants with slightly higher (lower) trait values may successfully invade. This follows from the linear approximation \( s_r(m) \approx s'_r(r)(m - r) \), which holds whenever \( m \approx r \). Assuming that mutations are small such that they occur relatively close to the resident trait value, the selection gradient thus determines the direction of evolutionary change.

### 3.2. Deriving the Invasion Fitness and the Selection Gradient from a Demographic Model

To illustrate the concepts introduced above, consider a population of \( n \) individuals that reproduce at a rate \( b \) and succumb at the density-dependent rate \( dn \). The number of individuals \( n(t) \) at time \( t \) then grows logistically according to the differential equation \( n'(t) = n(t)(b - n(t)d) \). The equilibrium population density \( n^* \) is found by solving \( 0 = n^*(b - d n^*) \) with the non-trivial solution \( n^* = b/d \). Though not
relevant here, we note that the number of parameters can be reduced to 1 through a change of unit (see e.g., [32,33]).

Next, assume that the birth-rate is subject to evolutionary change without constraints. For this end, we extend the model to include two populations, a resident population \( n_r \) and a mutant population \( n_m \) with respective birth rates \( r \) and \( m \). Writing \( n(t) = n_r(t) + n_m(t) \) for the total population size we have

\[
\begin{align*}
    n'_r(t) &= n_r(t) (r - dn(t)) , \\
    n'_m(t) &= n_m(t) (m - dn(t)) . \\
\end{align*}
\]

(1)

The outcome of competition between the resident and the mutant population can in principle be determined by analyzing the dynamical system above. In this stylized system, that approach actually works. For more complex systems, a rigorous mathematical analysis usually requires a major effort, if it does not fail outright. An adaptive-dynamics analysis sidesteps this difficulty by assuming that the mutant is initially so rare that it has no impact on the per capita growth rates and that the resident is at its demographic equilibrium, i.e., we assume that \( n(t) = n_r(t) \) and \( n_r(t) = r/d \) respectively. We now define the invasion fitness \( s_r(m) \) of the mutant as its per capita growth rate \( n'_m/n_m \) under these two simplifying assumptions,

\[
s_r(m) = \frac{n'_m(t)}{n_m(t)} = m - dn(t) = m - r .
\]

At this point, it is useful to verify that \( s_r(r) = 0 \) and that the mutant population size \( n_m(t) \) does not appear in the expression for the invasion fitness. We must have \( s_r(r) = 0 \) since a mutant identical to the resident would on average neither grow nor decline in numbers, and \( n_m(t) \) cannot appear in the invasion fitness since we have assumed the mutant to be so rare that it has no impact on the per-capita growth rates\(^2\). We can now find the selection gradient by differentiating with respect to the mutant trait value \( m \) and evaluating at the resident trait value \( m = r \). This yields,

\[
s'_r(r) = 1 - 0 = 1 .
\]

As expected, the birth rate would in this example evolve towards ever higher values. We can change this by introducing a mortality cost \( c(r) \) of higher birth rates,

\[
\begin{align*}
    n'_r(t) &= n_r(t) (r - c(r) - dn(t)) , \\
    n'_m(t) &= n_m(t) (m - c(m) - dn(t)) , \\
\end{align*}
\]

(2)

yielding through the same steps as above the invasion fitness

\[
s_r(m) = m - c(m) - r + c(r) .
\]

Again, we verify that \( s_r(r) = 0 \). The selection gradient finally becomes:

\[
s'_r(r) = 1 - c'(r) ,
\]

which shows that the selection gradient vanishes (i.e., is equal to 0) when \( c'(r) = 1 \).

---

\(^2\)In structured population models, there will be an initial transient phase during which the per capita growth rate depends on the population structure, whether the population is structured in space, size, stage, or according to another characteristic. The invasion fitness then has to be defined as the long-term per capita growth rate of the mutant population.
3.3. Evolutionarily Singular Strategies and the Fitness Landscape

What will happen if $s'_r(r)$ vanishes? Seemingly, evolution should come to a halt at such a point. While this is a possible outcome, the general situation is more complex. Traits or strategies $r^*$ for which $s'_r(r^*) = 0$ are known as evolutionarily singular strategies. Near such points the fitness landscape as experienced by a rare mutant is locally “flat”. Figure 2 shows the three qualitatively different ways in which this can occur. Of these, only the two non-degenerate cases corresponding to fitness maxima and fitness minima are of interest here. This is because, in degenerate cases, finite evolutionary steps would lead past the local “flatness”. Figure 2a shows a fitness maximum. This is known as an evolutionarily stable strategy (ESS)\(^3\) because, once it is established, it cannot be invaded by nearby mutants. In contrast, Figure 2b shows a fitness minimum at which disruptive selection will occur and the population eventually branches into two morphs and thus becomes dimorphic. This process, known as evolutionary branching, will be further discussed in Section 5.2.

**Figure 2.** Three qualitatively different singular strategies. (a) A local fitness maximum representing a possible endpoint of evolutionary change. (b) A local fitness minimum at which evolutionary branching can occur. (c) A degenerate case where the criteria from Section 3.5 fail because the second order derivative of $s_r(m)$ vanishes. These cases are without real-world significance, since finite evolutionary steps will lead evolution past these points.

---

\(^3\)Metz [34] argues that the name evolutionarily stable strategy (ESS) is a partial misnomer as the strategy does not need to be evolutionarily attracting. Since the ESS concept is deeply ingrained, it has been proposed that the meaning of the acronym should be altered to evolutionarily steady strategy. An ESS that is also evolutionarily attracting is called a continuously stable strategy (CSS).
3.4. Pairwise Invasibility Plots

The evolutionary dynamics can be studied graphically. Recall that the invasion fitness represents the fitness landscape as experienced by a rare mutant. In a large (effectively infinite) population, only mutants with trait values \( m \) for which \( s_r(m) \) is positive are able to successfully invade. The usual outcome of a successful invasion is that the mutant replaces the resident, and the fitness landscape as experienced by a rare mutant changes. Pairwise invasibility plots (PIPs) are often used to study the consequences of a series of invasions. These plots show, for each resident trait value \( r \), all mutant trait values \( m \) for which \( s_r(m) \) is positive. Figure 3 shows PIPs corresponding to the example birth-death model considered in Section 3.2. The green area marked with “+” corresponds to pairs \( r \) and \( m \) for which a mutant with trait value \( m \) can successfully invade a resident population with trait value \( r \), i.e., for which \( s_r(m) > 0 \). Note that \( s_r(m) \) is zero along the diagonal \( m = r \). In these PIPs, the fitness landscapes as experienced by a rare mutant (see Figure 1) correspond to vertical lines along which the resident trait value \( r \) is constant.

**Figure 3.** Pairwise invasibility plots (PIPs) of the example birth-death model in Section 3.2 with birth rate as the evolving trait value. Green regions represent combinations \((r, m)\) for which a mutant with trait value \( m \) can invade a resident population consisting of individuals with trait value \( r \), i.e., for which \( s_r(m) > 0 \). (a) PIP without constraints in birth rate, as given by (1). The birth rate can evolve to ever higher values. (b) PIP with costs of higher birth rate, as given by (2) with \( c(r) = 10^{-1} \exp(r) \). The singular point is both evolutionarily and convergence stable and is located at \( r \approx 2.3 \). Note that diagonal corresponds to \( s_r(r) = 0 \).
Figure 4. Four logical combinations of evolutionary stability and convergence stability for a singular strategy. (a) Evolutionarily stable and convergence stable. A possible endpoint of evolution: the strategy can be attained gradually and then it will resist any invaders successfully. (b) Evolutionarily stable but not convergence stable. Such singular strategies should rarely be realized in nature: although the strategy cannot be invaded once it is realized, evolution starting from any nearby strategy will gradually lead away from the singular strategy. (c) Convergence stable but not evolutionarily stable. A scenario where a population can become dimorphic: the singular strategy can be established gradually, but then it can be invaded by mutants both above and below the resident strategy at the same time. (d) Neither evolutionarily stable nor convergence stable. As in (b), a monomorphic population will evolve away from the singular strategy. It is still possible that a dimorphic population will arise, if coexistence is supported (see Section 5), but it is likely to happen through a large mutational step rather than the gradual process of evolutionary branching.
The evolutionarily singular strategies in a PIP are found where the boundary of the region of positive invasion fitness intersects the diagonal. The singular strategy in Figure 4b is a fitness maximum, i.e., an evolutionarily stable strategy, since the invasion fitness is negative both above and below the singular strategy. It is also a convergence stable strategy since nearby monomorphic populations can be invaded by mutants closer to the strategy (i.e., it is an attractor of monomorphic evolutionary dynamics with small mutational steps). Figure 4 shows that all four logical combinations of evolutionary stability and convergence stability can be realized. The singular strategies in the two PIPs in the first row are evolutionarily stable while those in the second column are convergence stable. A singular strategy that is both evolutionarily stable and convergence stable is a possible endpoint of evolutionary change, while a convergence stable strategy that is a fitness minimum is an evolutionary branching point at which the population eventually becomes dimorphic.

3.5. Evolutionary Stability Analysis

Singular strategies can be located and classified once the invasion fitness is known. To locate singular strategies, it is sufficient to find the points for which the selection gradient vanishes, i.e., to find \( r^* \) such that \( s'_{r^*}(r^*) = 0 \). These can be then classified using the second derivative test from basic calculus. If the second derivative of the invasion fitness evaluated at \( m = r^* \) is negative (positive), the strategy represents a local fitness maximum (minimum). Hence, for an evolutionarily stable strategy \( r^* \) we have

\[
    s''_{r^*}(r^*) < 0.
\] (3)

If this does not hold, the strategy is evolutionarily unstable and, provided that it also convergence stable, evolutionary branching will eventually occur. For a singular strategy \( r^* \) to be convergence stable, monomorphic populations with slightly lower or slightly higher trait values must be invadable by mutants with trait values closer to \( r^* \). For this to happen, the selection gradient \( s'_r(r) \) must be positive in a neighborhood of \( r^* \) for \( r < r^* \) and negative for \( r > r^* \). This means that the slope of the selection gradient \( s'_r(r) \) as a function of \( r \) at \( r^* \) is negative, or equivalently that

\[
    \left. \frac{d}{dr} s'_r(r) \right|_{r=r^*} < 0.
\] (4)

The criterion for convergence stability given above can also be expressed using second derivatives of the invasion fitness, and the classification can be refined to span more than the simple cases considered here, as discussed in Appendix A (see also Metz et al. [26] and Geritz et al. [27]). However, for practical purposes, the concept of singular strategies as points where the invasion gradient vanishes and the basic criteria given by equations 3 and 4 for evolutionary and convergence stability are often sufficient.

3.6. Modeling Gradual Evolution

The evolutionary process can be envisaged as a sequence of successfully established mutations. This process is strictly directional in large populations as only mutants with positive invasion fitness can invade. The most common way to model directional evolutionary change is a differential equation on the form,

\[
    r'(t) = Cs'_r(r),
\] (5)
in which the trait value evolves in the direction of positive invasion fitness. The nature of the coefficient $C$ depends on the assumptions that are made about the evolutionary process, but it is always positive and will thus not affect the final evolutionary outcome.

The most common assumption in adaptive dynamics is mutation-limited evolution with small mutational steps. Under these assumptions, Dieckmann and Law [25] (see also Champagnat et al. [35]) have shown that the coefficient $C$ equals the product of the mutation rate, mutation variance, population size, and a factor $1/2$ (as, on average, only half of all mutations that arise have positive invasion fitness and thus a chance of being established). The dynamical system with this coefficient is known as the canonical equation of adaptive dynamics. A structurally similar equation applicable to sexually reproducing populations have been introduced in the context of quantitative genetics by Lande [2] and later extended to frequency-dependent selection by Iwasa et al. [36].

While the canonical equation is often used to study evolutionary change, this is by no means necessary. In many cases, the eventual evolutionary outcome is independent of mutational step size and can for monomorphic evolutionary dynamics be determined directly from the pairwise invasibility plot. For polymorphic populations, Ito and Dieckmann [37] have developed an oligomorphic stochastic model for the evolutionary dynamics (see also Dieckmann et al. [38]). An efficient implementation of this method for small mutational steps, which make use of a second-order approximation of the invasion fitness landscape, is given by Brännström et al. [9]. Recently, Sasaki and Dieckmann [39] have developed a framework termed oligomorphic dynamics that brings adaptive dynamics closer to quantitative genetics.

4. Example: Evolution of Arrival Time of Migratory Birds

To illustrate how the introduced techniques for analyzing evolutionary change can be used in practice, we here analyze a simplified variant of a model from Johansson and Jonzén [40]. This example also illustrates how to work with models in discrete time. The model describes the evolution of arrival times of migratory birds at their breeding grounds. Early arrival compromises reproductive success by subjecting adults to harsh winter-like conditions. By arriving late, on the other hand, birds may miss the peak abundance of easily accessible insect larvae to feed their young. One might think that evolution should cause birds to arrive at the time that is optimal for the population, but as we will see, competition between individuals for nesting sites causes birds to arrive earlier while conditions are still harsh.

We write $x$ for the arrival time of a resident population of migratory birds and assume that the birds compete among each other for a total of $K$ available territories. Missing out on a territory means foregoing reproduction that year, so competition for territories is expected to be intense. We assume that the probability of securing a territory is proportional to a bird’s competitive ability $C(x)$ and that a bird with a territory gives rise to an average of $R(x)$ offspring. A life-history trade-off now arises if we assume that $C(x)$ decreases with the arrival time $x$, giving a competitive advantage to early-arriving birds, while $R(x)$ has a maximum at an optimal arrival time $x_{\text{opt}}$. At what time should a bird arrive to maximize its expected reproductive success?
To answer this question, we first assume that there are more individuals than available territories and that individuals survive from one year to the next with probability $p$. The demographic dynamics of the resident is then simply

$$n_{t+1} = KR(x) + pn_t.$$

We find the fixed point by substituting $n_{t+1} = n_t = n^*$, which gives $n^* = KR(x)/(1 - p)$. It is easy to verify that the fixed point is stable\(^4\). Note that the arrival time that maximizes the population size is $x_{\text{opt}}$.

We now consider an invasion by a mutant bird with population size $n'_t$ and arrival time $x'$, giving the joint demographic dynamics

$$n_{t+1} = KR(x) + pn_t,$$

$$n'_{t+1} = KR(x') + pn'_t.$$

As the dynamical system is in discrete time, we define the invasion fitness $w_x(x')$ as the yearly growth rate (geometric growth rate) of an initially rare mutant. It should be noted that the discrete-time invasion fitness is dimensionless, unlike the continuous-time counterpart $s$, which has unit 1/time. The two are related as $s = (\log w)/\Delta t$, where $\Delta t$ is the time interval on which the discrete-time invasion fitness is based.

Assuming that the resident is at its demographic attractor and that the mutant is so rare that it has a negligible influence on per capita growth rates, we have

$$w_x(x') = \frac{n'_{t+1}}{n_t} = K \frac{n'_t C(x')}{n^* C(x)} R(x') + p = (1 - p) \frac{C(x') R(x')}{C(x) R(x)} + p.$$

Since we are basing the invasion fitness on the yearly geometric growth rate, the condition that corresponds to the assumption that the resident is at its demographic equilibrium is $w_x(x) = 1$. It is easily verified that this is the case, so we can feel more confident in the correctness of our derivation.

Next, we determine the selection gradient. Differentiating the invasion fitness with respect to the mutant trait value $x'$ and evaluating at $x = x'$, we get

$$w'_x(x) = (1 - p) \left( \frac{C'(x)}{C(x)} + \frac{R'(x)}{R(x)} \right).$$

A later arrival time is favored whenever the relative decrease in competitive ability, $C'(x)/C(x)$, is smaller than the relative increase in reproductive success, $R'(x)/R(x)$. We can thus see selection is a tug of war between the need to secure a territory and the desire to maximize the number of offspring from the breeding site.

To move further, we make the specific assumption that the competitive ability decreases exponentially with arrival time and that the reproductive success of territory owners is given by a Gaussian function (see Figure 5),

$$C(x) = \exp(-ax) \quad \text{and} \quad R(x) = R_0 \exp \left( -\frac{(x - x_{\text{opt}})^2}{2\sigma^2} \right),$$

\[^4\]The fixed point is stable since the slope of $n_{t+1}$ seen as a function of $n_t$ at $n_t = n^*$ is exactly equal to $p$, which is positive and less than 1 in magnitude.
where $R_0$ is the maximal reproductive output, $x_{\text{opt}}$ is the optimal arrival time for reproduction, and $\sigma$ corresponds to the length of the benign summer-like season. Using that $C'(x) = -aC(x)$ and $R'(x) = -(x - x_{\text{opt}})R(x)/\sigma^2$, we get

$$D(x) = w'_x(x) = -(1 - p) \left( a + \frac{x - x_{\text{opt}}}{\sigma^2} \right).$$

The selection gradient is linear and decreasing so there is exactly one evolutionarily singular strategy, which must be convergence stable. Solving $D(x^*) = 0$ for this singular strategy gives $x^* = x_{\text{opt}} - a\sigma^2$.

A direct calculation now shows that $w''_{x^*}(x^*) < 0$ so $x^*$ is an evolutionarily stable strategy, in fact a continuously stable strategy.

**Figure 5.** In many territorial animals, there is a prior residence effect by which the first individual to occupy a territory often gets the upper hand in the competition. (a) In the model in Section 4, it is assumed that reproductive output $R$ (orange line) is maximized for arrival at day $x_{\text{opt}}$. Early-arriving individuals have a higher competitive ability $C$ (blue line), which makes them more able to obtain territories. (b) Two individuals of blue tit (*Cyanistes caeruleus*), a partial migratory bird, competing over a nest box in the beginning of the breeding season (photo: Niclas Jonzén).

We conclude that, due to the individual advantage of arriving earlier relative to the rest of the population, the evolutionarily stable strategy occurs some time before the arrival date $x_{\text{opt}}$ that maximizes the population size. This is an example of the tragedy of the commons in evolution (cf. [41]).

**5. Polymorphic Evolution**

The normal outcome of a successful invasion is that the mutant replaces the resident. However, other outcomes are also possible ([42]), in particular both the resident and the mutant may persist and the
population then becomes dimorphic. Assuming that a trait persists in the population if and only if its expected growth-rate when rare is positive, the condition for coexistence among two traits $r_1$ and $r_2$ is

$$s_{r_1}(r_2) > 0 \text{ and } s_{r_2}(r_1) > 0,$$

where $r_1$ and $r_2$ are often referred to as morphs. Such a pair is a protected dimorphism. The set of all protected dimorphism is known as the region of coexistence. Graphically, the region of coexistence consists of the overlapping parts when a pairwise invasibility plot is mirrored over the diagonal (see Figure 6).

**Figure 6.** Illustration of the graphical method for obtaining the region of coexistence. (a) A pairwise invasibility plot from the Snowdrift game [10]. (b) The same pairwise invasibility plot mirrored over the main diagonal. (c) The first two panels overlaid in which the region of coexistence is visible as the green (dark gray) area. Note that protected dimorphisms are possible even though the singular strategy is evolutionarily stable and selection thus stabilizing.

5.1. Invasion Fitness and Selection Gradients in Polymorphic Populations

The invasion fitness is generalized to dimorphic populations in a straightforward manner, as the expected growth rate $s_{r_1,r_2}(m)$ of a rare mutant in the environment set by the two morphs $r_1$ and $r_2$. The slope of the local fitness landscape for a mutant close to $r_1$ or $r_2$ is now given by the selection gradients

$$s'_{r_1,r_2}(r_1) \text{ and } s'_{r_1,r_2}(r_2).$$

In practice, it is often difficult to determine the invasion fitness analytically, and one often has to resort to numerical analysis.

5.2. Evolutionary Branching

The emergence of protected dimorphism near singular strategies during the course of evolution is not unusual, but its significance depends on whether selection is stabilizing (invasion-fitness maximum) or
disruptive (invasion-fitness minimum). In the latter case, the traits of the two morphs will diverge in a process often referred to as evolutionary branching. Metz et al. [26] and Geritz et al. [27] present a compelling argument that disruptive selection only occurs near fitness minima. To understand this heuristically, consider a dimorphic population \( r_1 \) and \( r_2 \) near a singular strategy which is a fitness maximum. By continuity \( s_{r_1}(m) \approx s_{r_1,r_2}(m) \) and, since \( s_{r_1,r_2}(r_1) = s_{r_1,r_2}(r_2) = 0 \), the fitness landscape for the dimorphic population must be a perturbation of that shown in Figure 2a with the region of positive invasion fitness between \( r_1 \) and \( r_2 \). Selection is thus stabilizing.

### 5.3. Trait Evolution Plots

Evolution after evolutionary branching is illustrated using trait evolution plots. These show the region of coexistence, the direction of evolutionary change, and whether strategies at which the selection gradient vanishes are fitness maxima or minima. Evolution may well drive the dimorphic population outside the region of coexistence, in which case one morph goes extinct and the population once again becomes monomorphic.

**Figure 7.** Levene’s soft selection model studied by Geritz et al. [27]. (a) Pairwise invasibility plot showing the evolutionary dynamics for a monomorphic population. Since selection at the convergence stable singular strategy is disruptive, the population eventually becomes dimorphic with evolutionary dynamics given by the trait evolution plot. (b) Trait evolution plot showing the direction of evolutionary change. Thick lines are evolutionarily stable isoclines, where directional selection in one of the two morphs ceases. In this case, the trait evolution plot shows the final evolutionary outcome to be a stable protected dimorphism located at the intersection of the two isoclines. The green area is the region of coexistence, as described in Figure 6.
Figure 7 shows an example of a trait evolution plot. The lines are evolutionary isoclines where one of the two selection gradients vanishes. These are found by solving

\[ s'_{r_1,r_2}(r_1) = 0 \text{ or } s'_{r_1,r_2}(r_2) = 0. \]

An isocline can be either a fitness maximum or fitness minima for mutants close to the morph (in fact the situation is exactly identical to the monomorphic case if we consider the other morph as being a constant part of the environment). We recommend using the same conventions as Geritz et al. [27], that is, using thin lines to denote fitness minima, and thick lines for fitness maxima.

5.4. Evolutionarily Singular Coalitions

An intersection of two isoclines is known as a singular coalition ([26,27]). If the strategies \( r_1 \) and \( r_2 \) at the intersection are evolutionarily stable strategies when considered separately with the other trait value fixed, the coalition is not invadable and represent a possible endpoint where evolutionary change ceases. To test for stability, the analytical condition for evolutionary stability can be applied to each morph, however there is no single natural generalization of a convergence stable strategy ([26,27]) and convergence stability is in practice often most easily inferred directly from the trait evolution plot. See Leimar [43] for a detailed discussion of convergence stability in multidimensional trait spaces.

5.5. Connection of the Isoclines to the Boundary

The boundaries of the region of coexistence are extinction threshold for morphs, and hence for a dimorphic population \( r_1 \) and \( r_2 \) the boundary where \( r_2 \) becomes extinct is given implicitly by \( s_{r_1}(r_2) = 1 \) and for points in the region of coexistence close to this boundary the approximate relationship \( s_{r_1,r_2}(m) \approx s_{r_1}(m) \) holds. This simple observation has implications for the connection of the isoclines to the boundary. If \( s'_{r_1,r_2}(r_1) = 0 \) on the boundary we also have \( s'_{r_1}(r_1) = 0 \), so \( r_1 \) must be a singular strategy of a monomorphic population.

The isoclines defined by \( s'_{r_1,r_2}(r_2) = 0 \) connects to the boundary where it has a vertical tangent. The reason is that at every other point on the boundary, the selection gradient for \( r_2 \) points towards the interior of the region of coexistence (either up or down). If the isocline would connect to such a point, it would divide the region into two areas where the selection gradient for \( r_2 \) points in opposing directions, and one of these would not be towards the interior, which is a contradiction. By symmetry we get corresponding results for the other isoclines. For a more detailed discussion see Geritz et al. [27].

5.6. Further Evolutionary Branching

Evolutionary branching in a morph \( r_1 \) under small but fixed mutational steps may occur whenever the fitness landscape as given by the function \( s_{r_1,r_2}(m) \) has a local minimum at \( r_1 \). The most likely evolutionary branching point is an invadable singular coalition, but evolutionary branching could also happen along an isocline if the community stays close enough for a sufficiently long time, as might be the case when the isocline is nearly vertical or horizontal. In other cases, directional selection is likely to move the community away from the isocline before the process of evolutionary branching can unfold.
6. Discussion

It is late afternoon and only hours remain until we have to cease writing and submit this manuscript for publication. Thankfully, most of what we have wanted to say has already been presented in the previous sections and all that remains is now to give our personal views on two selected topics and to offer recommendations for further reading on the rapidly developing field of adaptive dynamics.

6.1. Relation to Evolutionary Game Theory

The archetypal situation in evolutionary game theory is a population of individuals choosing between two or more pure strategies. The classical hawk-dove game, introduced by Maynard Smith and Price [44], assumes pairwise encounters between individuals. In each such encounter, an individual acts aggressively (hawk) with probability \( r \) and timidly (dove) with probability \( 1 - r \). The frequencies of the strategies conventionally change according to the replicator equations. Although these equations do not consider the density of individuals, it is possible to derive an invasion fitness using adaptive dynamics techniques (see Appendix B of Brännström et al. [13] for an example of how the replicator equations can be derived from an underlying demographic model). This invasion fitness then has the following form,

\[
s_r(m) = mP_H(r) + (1 - m)P_D(r),
\]

in which \( P_H(r) \) and \( P_D(r) \) are the frequency-dependent payoffs corresponding to the pure hawk and pure dove strategy respectively. The key aspect to note is that the invasion fitness is linear in the mutant trait value. As a direct consequence, it vanishes entirely at evolutionarily singular strategies. It is no longer possible to talk about fitness minima or maxima and subtle second-order techniques that consider a finite but small number of mutant individuals are needed to assess whether the singular strategy is evolutionarily stable. In evolutionary game theory, the vanishing fitness landscape is enshrined in the Bishop–Cannings theorem ([45]). In the unifying framework of adaptive dynamics, it is but a degeneracy that arises because the invasion fitness is linear in the mutant trait value. For further reading on the relation between adaptive dynamics and evolutionary game theory, we recommend Meszéna et al. [46] and Dieckmann and Metz [47].

6.2. Role in Speciation Research

One of the most exciting findings of adaptive dynamics is evolutionary branching, the process by which an initially monomorphic population can become dimorphic through small mutational steps (see Section 5.2). If individuals in a sexually reproducing population are sufficiently picky in their choice of mates, a similar scenario unfolds as demonstrated by Dieckmann and Doebeli [6]. That being said, the likelihood that this process would unfold in nature remains vigorously debated. One of the most important contested points concerns whether the required degree and cost of assortative mating can realistically be expected in natural populations (see, e.g., Gavrilets [48]).

We do not wish to place ourselves in the line of fire. Rather, we want to highlight the usefulness of adaptive dynamics in elucidating the ecological conditions that support species coexistence over evolutionary timescales. In the classical picture of speciation, an ancestral population becomes spatially
separated. The two populations evolve in different directions and, over time, they might accumulate Dobzhansky–Muller incompatibilities. If, at some later time, these populations come into secondary contact, the potentially accumulated incompatibilities would severely reduce the fitness of any hybrid offspring, so-called post-zygotic isolation. Selection might then promote mechanisms that prevent the formation of hybrid offspring, so-called pre-zygotic isolation. In this scenario, two new species have emerged from one.

The above process, known as allopatric speciation, could conceivably work if the population becomes spatially segregated and the environments that the two subpopulations encounter are sufficiently different, for example if they contain different resources, henceforth apples and pears. Should the two environments contain both apples and pears, which we find more likely, the story would be more complicated. It would take a stroke of luck to ensure that one subpopulation specializes on apples with the other specializing on pears. An outcome that we find more plausible is that two subpopulations remain generalists, consuming both apples and pears. They might still acquire Dobzhansky–Muller incompatibilities and pre-zygotic isolation could potentially evolve upon secondary contact. What comes next, however, depends on the ecology. Under disruptive selection, we might see the emergence of two ecologically differentiated species. The period in allopatry has then become the tool that facilitates evolutionary branching, but the ecological side of the story remains unchanged.

Complete spatial segregation is probably unlikely and several mechanisms exist that can enable speciation in the presence of some degree of gene flow ([49]). This includes divergence hitchhiking and genomic hitchhiking that suppresses the effective migration rates for genes in part or in all of the genome ([50]), and genomic conflict that might facilitate reproductive isolation ([51]). In all of these cases, adaptive dynamics is useful for understanding when the ecology would facilitate divergence and the eventual coexistence of species over evolutionary time scales. A concerted use of adaptive dynamics and quantitative genetics would furthermore enable different scenarios of speciation to be tested and critically compared. In this sense, adaptive dynamics should have an important role to play in modern speciation research.

6.3. Recommendations for Further Reading

A good introductory text to adaptive dynamics is Diekmann [52], which presents the basics of monomorphic evolution using many instructive examples. The next natural step is Metz et al. [26] and Geritz et al. [27], which describe the theory in depth. To better understand how the techniques can be used in studying more complex models, a manuscript studying a sample model such as Geritz et al. [53] or Brännström and Dieckmann [11] may prove helpful. The latter work builds on techniques presented in Brännström and Sumpter [54] and the results have been generalized in Brännström et al. [9]. The canonical equation is introduced by Dieckmann and Law [25], studied in more detail by Champagnat et al. [35] and extended to physiologically structured populations by Durinx and Metz [55] and Durinx et al. [56]. Champagnat et al. [57] puts this into context by comprehensively considering different ways in which microscopic stochastic processes can be studied on a macroscopic scale.

Several extensions of adaptive dynamics have been considered over the last two decades. Table 2 gives a selected overview of some of the more prominent developments. A list of articles related to adaptive
dynamics is also maintained by Eva Kisdi at mathstat.helsinki.fi/~kisdi/addyn.htm. Adaptive dynamics is an active area of research, so be sure to check the forward citations for the latest developments.

Table 2. Salient extensions of adaptive dynamics theory ordered according to topic.

<table>
<thead>
<tr>
<th>Type of generalization</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit genetics and standing genetic variation</td>
<td>[39,58–61]</td>
</tr>
<tr>
<td>Mathematical underpinnings</td>
<td>[42,62–65]</td>
</tr>
<tr>
<td>Multiple species</td>
<td>[9,66–68]</td>
</tr>
<tr>
<td>Multiple traits and function-valued traits</td>
<td>[43,69–71]</td>
</tr>
<tr>
<td>Physiologically structured populations</td>
<td>[55,56]</td>
</tr>
<tr>
<td>Sexually-reproducing populations</td>
<td>[72]</td>
</tr>
<tr>
<td>Spatially-structured populations</td>
<td>[73–75]</td>
</tr>
<tr>
<td>Stochastic environments</td>
<td>[76–78]</td>
</tr>
<tr>
<td>Trade-off analysis</td>
<td>[79–83]</td>
</tr>
</tbody>
</table>
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A. Appendix: Local Classification of Singular Strategies

We here give a brief mathematical derivation of criteria that can be used to check whether a singular strategy is evolutionarily stable, convergence stable, and whether protected dimorphisms (two coexisting populations with different trait values) are possibility near the singular strategy. The arguments build on Metz et al. [26] and Geritz et al. [27] and we refer to these papers for further details.

As stated in Section 3.3, a singular strategy \( r^* \) is evolutionarily stable (an ESS) provided that it is a local maximum of \( s_{r^*}(m) \). Readers who have taken an introductory course in calculus might recognize that \( r^* \) is a critical point of \( s_{r^*}(m) \). The evolutionarily stability can thus be assessed using the second derivative test from calculus. Writing the invasion fitness \( s_{r^*}(m) \) as a function of two variables, \( s_{r}(m) \equiv s(r,m) \), we can thus express the ESS criterion as the requirement that the second derivative in the mutant direction evaluated at the singular strategy is positive:

\[
\frac{\partial^2 s}{\partial m^2}
\bigg|_{r=m=r^*} < 0 \quad \text{(ESS criterion)}.
\]
For a singular strategy to be convergence stable, the selection gradient needs to point towards the singular strategy, i.e., its sign must change from positive to negative when going through $r^*$. Hence, the selection gradient $s'_r(r)$ must be a decreasing function near the singular strategy,

$$\frac{d}{dr} s'_r(r) = \left. \frac{\partial^2 s}{\partial r^2} \right|_{r=m=r^*} + \left. \frac{\partial^2 s}{\partial m \partial r} \right|_{r=m=r^*} < 0. \tag{6}$$

Since $s_r(r) = 0$ we have

$$0 = \left( \frac{d}{dr} \right)^2 s_r(r) = \left. \frac{\partial^2 s}{\partial r^2} \right|_{m=r} + 2 \left. \frac{\partial^2 s}{\partial m \partial r} \right|_{m=r} + \left. \frac{\partial^2 s}{\partial m^2} \right|_{m=r} \tag{7}$$

and thus (6) can be rewritten as

$$\left. \frac{\partial^2 s}{\partial r^2} \right|_{r=m=r^*} > \left. \frac{\partial^2 s}{\partial m^2} \right|_{r=m=r^*} \quad \text{(convergence stability).} \tag{8}$$

If a singular strategy is convergence stable but not evolutionarily stable, selection is disruptive near the singular strategy and evolutionary branching will eventually occur. However, even with stabilizing selection, protected dimorphism may occur near a singular strategy provided there are points near the singular strategy where both $s(r, m)$ and $s(m, r)$ are positive. This means that the line $m-r^* = -(r-r^*)$ passing through the singular strategy at an angle of $-45$ degrees must locally be in a region where $s$ is positive. Thus, $s(r, 2r^* - r)$ must have a minimum at $r^*$, meaning that at this point its second derivative is positive. Hence,

$$\left. \frac{\partial^2 s}{\partial m^2} \right|_{r=m=r^*} - 2 \left. \frac{\partial^2 s}{\partial r \partial m} \right|_{r=m=r^*} + \left. \frac{\partial^2 s}{\partial r^2} \right|_{r=m=r^*} > 0,$$

which using again (7) gives the criterion

$$\left. \frac{\partial^2 s}{\partial m^2} \right|_{r=m=r^*} > \left. \frac{\partial^2 s}{\partial r^2} \right|_{r=m=r^*} \quad \text{(dimorphism criterion)}$$

for protected dimorphisms to exist near the singular strategy.
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