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Abstract 

Optical networks based on Wavelength Division Multiplexing (WDM) technology show 
many clear benefits in terms of high capacity, flexibility and low power consumption. All 
these benefits make WDM networks the preferred choice for today’s and future transports 
solutions which are strongly driven by a plethora of emerging online services.  
 
In such a scenario, capability to provide high capacity during the service provisioning phase is 
of course very important, but it is not the only requirement that plays a central role. Traffic 
dynamicity is another essential aspect to consider because in many scenarios, e.g., in the case 
of real time multimedia services, the connections are expected to be provisioned and torn 
down quickly and relatively frequently. High traffic dynamicity may put a strain on the 
network control and management operations (i.e., the overhead due to control message 
exchange can grow rapidly) that coordinate any provisioning mechanisms. Furthermore, 
survivability, in the presence of new failure scenarios that goes beyond the single failure 
assumption, is still of the utmost importance to minimize the network disruptions and data 
losses. In other words, protection against any possible future failure scenario where multiple 
faults may struck simultaneously, asks for highly reliable provisioning solutions.  
 
The above consideration have a general validity i.e., can be equally applied to any network 
segment and not just limited to the core part. So, we also address the problem of service 
provisioning in the access paradigm. Long reach Passive Optical Networks (PONs) are 
gaining popularity due to their cost, reach, and bandwidth advantages in the access region. In 
PON, the design of an efficient bandwidth sharing mechanism between multiple subscribers 
in the upstream direction is crucial. In addition, Long Reach PONs (LR-PONs) introduces 
additional challenges in terms of packet delay and network throughput, due to their extended 
reach. It becomes apparent that effective solutions to the connection provisioning problem in 
both the core and access optical networks with respect to the considerations made above can 
ensure a truly optimal end-to-end connectivity while making an efficient usage of resources. 
 
The first part of this thesis focuses on a control and management framework specifically 
designed for concurrent resource optimization in WDM-based optical networks in a highly 
dynamic traffic scenario. The framework and the proposed provisioning strategies are 
specifically designed with the objective of: (i) allowing for a reduction of the blocking 
probability and the control overhead in a Path Computation Element (PCE)-based network 
architecture, (ii)  optimizing resource utilization for a traffic scenario that require services 
with diverse survivability requirements which are achieved by means of  dedicated and shared 
path-protection, and (iii) designing provisioning mechanism that guarantees high connection 
availability levels in Double Link Failures (DLF) scenarios. The presented results show that 
the proposed dynamic provisioning approach can significantly improve the network blocking 
performance while making an efficient use of primary/backup resources whenever protection 
is required by the provisioned services. Furthermore, the proposed DLF schemes show good 
performance in terms of minimizing disruption periods, and allowing for enhanced network 
robustness when specific services require high connection availability levels. 
 
In the second part of this thesis, we propose efficient resource provisioning strategies for LR-
PON. The objective is to optimize the bandwidth allocation in LR-PONs, in particular to: (i) 
identify the performance limitations associated with traditional (short reach) TDM-PON 
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based Dynamic Bandwidth Allocation (DBA) algorithms when employed in long reach 
scenarios, and (ii) devise efficient DBA algorithms that can mitigate the performance 
limitations imposed by an extended reach. Our proposed schemes show noticeable 
performance gains when compared with conventional DBA algorithms for short-reach PON 
as well as specifically devised approaches for long reach.  
 
Keywords: wavelength switched optical networks, passive optical networks, long-reach PON, 
path computation element, dedicated path protection, shared path protection, double link 
failures, time-division multiplexing PON, dynamic bandwidth allocation. 
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Chapter 1  
 
 

Introduction 
 
 
There is an array of new and exciting multimedia-driven applications emerging in the web-era 
that require huge amounts of bandwidth on-demand to operate. It has been forecasted that in 
the coming years the most dominant type of traffic will be video-based originating from 
online streaming services (e.g., YouTube, Netflix and Hulu) or from specialized applications 
like multiparty high-definition (HD) video conferencing, and video streaming for cloud based 
gaming. On the other hand, broadband penetration is increasing at a rapid pace in different 
regions of the world. Currently available broadband network technologies struggle to satisfy 
the huge bandwidth demands imposed due to the network growth further fueled by the 
emergence of new multimedia intensive online applications running on top of these networks. 
Optical networks are ideally suited as the underlying network infrastructure to fulfill these 
huge dynamic on-demand bandwidth requirements in both core and access parts of the 
network hierarchy. But to make it really happen, the efficient use of the valuable network 
resources during the dynamic provisioning phase must be addressed in both optical core and 
access networks. In other words, if we look at the big picture, dynamic bandwidth 
provisioning problem is significant to address at both fronts: core and access to maximize the 
performance benefits.  
 
In the context of core segment, the networks based on wavelength division multiplexing 
(WDM) [1] technology are an ideal candidate because of their inherent advantage to provide 
the high bandwidth as well as several other benefits including protocol level transparency and 
reach. WDM technology is at the heart of Wavelength Switched Optical Networks (WSON) 
[2] containing both data and a control plane. Data plane provides end-to-end optical 
connections (i.e., a lightpath) at wavelength granularity while control plane is concerned with 
the automated provisioning, control and management functions to ensure a smooth operation 
of the network. On the access networks front, passive optical networks (PONs) are an 
attractive choice because of their high bandwidth, long reach and cost benefits related to 
deployment and maintenance. In particular, PON with extended reach, referred to as long-
reach PON (LR-PON) is considered as an attractive candidate for the future deployment since 
it allows large coverage and access node consolidation. Both WSON in core and LR-PON in 
access networks require specialized provisioning strategies to be designed and deployed to 
maximize the resource utilization efficiency, and other key network performance metrics. 
Network control overhead is another issue inherent to the dynamic provisioning problem and 
should be effectively addressed to ease strain on the control plane in dynamic networks. 
Furthermore, to maximize the availability of data connections, survivability is a critical issue 
to be catered for particularly in the core part of the network where even small disruptions may 
cause huge data loss. 
 
In WSON, one of the most important challenges to overcome is the resource efficient 
provisioning of the connection requests in a dynamic scenario while maximizing the number 
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of connection requests that are successfully provisioned satisfying the associated set of 
network constraints and policies. To enable really efficient dynamic connection provisioning 
in WSON and tackle the above mentioned challenges, first a suitable dynamic network 
control and management approach and associated architecture need to be identified. There are 
several existing network control and management architectures but fundamentally all of them 
are based on one of the two basic approaches [3], one is the distributed paradigm popularized 
by the Generalized Multi-protocol Label Switching (GMPLS) [4] and second is the 
centralized provisioning approach which is based on the Path Computation Element (PCE) [5] 
concept. Distributed approach is preferable in terms of scalability while centralized approach 
enables stronger methods for optimization of resources. In most realistic networking scenarios, 
network service providers prefer the simplicity and robustness of centralized control and 
management over the complicated decentralized nature of the distributed approach. Another 
important issue related to dynamic provisioning is the control overhead generated during the 
normal network operation. Particularly, the network control overhead can grow rapidly 
because of the network dynamism. Furthermore, the higher the number of control packets 
generated in the network - the more computational strain they put on the network nodes 
processing these packets.  
 
In addition to the dynamic connection provisioning, survivability [6][7][8][9] is of critical 
importance in optical networks in particular because of the very high transmission capacity of 
these networks even small disruptions due to failures can cause significant data loss 
potentially resulting in broken service level agreements (SLAs) with the end-customers and 
lost revenue for network service providers. Survivability refers to the ability of a network to 
provide resiliency against network related failures and continue its normal mode of operation 
under such circumstances avoiding any service disruptions. At the very least, it is important to 
protect against link failures as they are prevalent these days in optical networks [10]. There 
are several ways to achieve survivability in optical networks. For example, in path protection 
for each provisioned request a working path, a backup path is computed and reserved during 
the network provisioning phase. Alternatively, in path restoration a backup can be computed 
dynamically at runtime (or may be pre-computed in some restoration schemes), and reserved 
only upon a failure occurrence. Path protection based approaches [6] are particularly popular 
because they provide guaranteed survivability against single (or multiple) link failures in 
contrast to restoration [7][11] where a guarantee cannot be made because it might not be 
possible to successfully compute and/or reserve a backup path at runtime (e.g., lack of 
resources). In addition, it can also be very important to protect against two link failures [12] 
especially in networks where high connection availability is of paramount importance. 
Furthermore, it might happen that a single fiber cut affects two links that are sharing the same 
shared risk link group (SRLG), effectively triggering a double link failure (DLF). Moreover, 
network service providers may take down some links for network maintenance procedures 
and during this scheduled repair time even a single link failure striking the network may 
behave like a DLF. While path protection based approaches are very effective and in 
widespread use to protect against single link failures as we stated above but they are not well 
suited to protect against DLFs primarily because of prohibitive backup resource requirements. 
Hence, there is a need for more specialized hybrid solutions involving both protection and 
restoration characteristics and possibly some other innovative techniques to minimize the 
disruption time caused by DLFs for affected connections [13][14].  
 
While efficient dynamic provisioning of connection requests is very important in the core part 
of the optical networks, it has also become increasingly important to effectively tackle this 
problem in current and future fiber access networks based on PON architecture. As already 
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mentioned, PONs are particularly an attractive choice due to inherent cost and reach benefits 
in addition to high bandwidth. In PON, in the upstream direction medium is shared among 
multiple optical network units (ONUs), and a mechanism is required for channel sharing so 
that upstream bandwidth can be utilized in the most efficient way. Typically, PON systems do 
not require any active element in the outside plant. A tree-and-branch topology is popular for 
the PON deployment where the transmission from the optical line terminal (OLT) is 
broadcasted to all ONUs in the downstream direction. In the upstream direction, an arbitration 
mechanism should be applied to avoid collisions between packets sent by different users. For 
example, in a Time Division Multiplexing PON (TDM-PON) either static or dynamic 
bandwidth allocation (SBA or DBA) [15] algorithm can be applied to separate the traffic from 
different users. Considering the cost and performance benefits of PON, in recent years there 
has been an increased interest in extending the reach of PON beyond the typical reach of 10-
20km to 100km and beyond. These PON systems supporting extended reach are referred to as 
LR-PON [16]. LR-PON brings significant advantages in terms of cost savings and 
simplification of network maintenance operations. Cost savings are enabled by consolidating 
multiple central offices (COs) in traditional PON with some low power active components, 
referred to as reach extenders (REs), placed at the remote nodes (RN) to extend the reach and 
coverage area. However, despite the significant advantages, LR-PON brings forth some 
notable challenges that have to be dealt with in terms of efficient bandwidth sharing in the 
upstream direction. In particular, due to long reach in LR-PON, round-trip-time (RTT) delay 
may increase up to 1.0ms as compared to typical value of 0.2ms in traditional (i.e., short reach) 
PON systems. This results in significant performance challenges when traditional PON DBA 
algorithms are deployed in LR-PON without suitable modifications to address performance 
degradation issues [17]. Considering the rising popularity of the LR-PON deployments in the 
field it has become critical to address the performance shortcomings of DBA in such a 
scenario by designing novel DBA solutions. 
 

1.1 Contributions of the Thesis 
 
This thesis identifies some notable performance and network survivability related research 
challenges in the core part of the optical WDM networks, and dynamic resource provisioning 
for upstream traffic in LR-PON and proposes efficient solutions and approaches to solve these 
issues. The contributions of this thesis are divided in two groups and are summarized in Part I 
and Part II, respectively. 
 
In Part I of this thesis, we focus our attention to the dynamic network provisioning and 
survivability related issues in core networks based on WSON. We address the problem of 
dynamic provisioning in a centralized scenario where the resources are provisioned by a 
centralized PCE entity effectively simplifying the upgrading to a new set of algorithms, 
policies and control procedures for more efficient resource provisioning if required in the 
future. To make an efficient use of the resources and reduce blocking probability of the 
connection requests we propose a dynamic bulk provisioning (BP) framework in Paper III . 
The proposed framework not only minimizes the blocking probability by performing 
concurrent optimization as shown in Paper II and Paper III  but also addresses the control 
overhead problem in PCE-based WDM networks by sending multiple path computation 
requests (or replies) together in a single control message before transmitting them from 
network clients to the PCE or vice versa as shown in Paper I. As an additional benefit, the 
computational strain on the PCE related to processing and parsing of the control packets can 
also be reduced by decreasing the total number of packets that need to be sent/received 
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to/from client nodes. Proposed dynamic BP framework is very flexible where individual 
parameters of the framework can be tuned to target certain performance objective such as 
minimizing the control overhead or blocking probability in given network conditions. A 
heuristic as well as an optimal Integer Linear Programming (ILP) model is proposed to 
perform concurrent optimization of connection requests in dynamic BP scenarios.  
 
Proposed BP framework provides significant performance advantage in PCE-based networks 
for the requests requiring unprotected paths. However, as mentioned earlier survivability issue 
in optical networks cannot be overlooked to avoid excessive data loss caused by disruptions in 
the event of failures. For this reason, we extend our study of dynamic bulk provisioning to 
survivable networks. In particular, we consider the survivable networks where connection 
requests require path protection. In our study in Paper IV, V and VI , we consider the 
Dedicated Path Protection (DPP), Shared Path Protection (SPP) and mixed protection traffic 
scenarios. A set of heuristics have been proposed for the above mentioned path protection 
schemes to enable efficient and scalable concurrent provisioning of connection requests in 
survivable dynamic BP scenario. Our performance results clearly show the benefits of 
applying bulk provisioning in survivable networks in terms of blocking probability, 
primary/backup resource optimization, resource overbuild (i.e., shareability level) and control 
overhead reduction. 
 
To mitigate impact of DLFs from a high availability network design perspective, in Paper 
VII  of this thesis we propose two novel schemes to minimize the network disruptions. Our 
schemes are of hybrid nature and take full advantage of not only protection but also dynamic 
path restoration and backup reprovisioning [18] features to minimize the connection 
downtime and maximize the connection availability while at the same time avoiding 
excessive backup resource usage. ILP based models are also proposed to be used for optimal 
reprovisioning and restoration operations. Proposed schemes can be readily deployed in a 
survivable PCE-based WDM networks where high connection availability is top priority.  
 
In Part II of this thesis, we draw our attention to efficient dynamic resource provisioning in 
PON based access networks. Conventional DBA algorithms when deployed in LR-PON may 
face severe performance degradation because of the long RTT delay caused by the extended 
distances between the OLT and ONUs. A DBA control loop is maintained between the OLT 
and each ONU consisting of (bandwidth) request and (bandwidth) grant cycles. This control 
loop becomes much longer because of the excessive RTT delay in LR-PON degrading the key 
performance parameters such as delay for the packets queued in the ONU buffer waiting for 
the grant. To alleviate this issue in LR-PON, multiple threads of communication (i.e., DBA 
control loops) can be maintained at the same time between the OLT and each ONU reducing 
the amount of time that packets have to wait in the ONU buffer for the grant from OLT [17]. 
However, schemes based on this concept may face performance issues in terms of efficient 
utilization of the shared upstream channel because of the fact that some packets queued at the 
ONU buffer may be reported multiple times (i.e., in different threads) resulting in a grant to 
be issued multiple times for these packets (i.e., over-granting issue).  Furthermore, Ethernet 
Passive Optical Networks (EPON) do not support frame-fragmentation which means that 
allocated grant from OLT sometimes may not be completely utilized if the packets to be sent 
upstream cannot exactly fit in the allocated timeslot. Since packets cannot be fragmented to 
fully utilize the allocated timeslot so resulting in unused timeslot reminder (USR). To address 
these issues, an algorithm named Newly Arrived Plus (NA+) has been proposed in Paper 
VIII which allows for a more efficient usage of upstream bandwidth. NA+ includes a 
compensation mechanism to account for the backlogged traffic accumulated in the ONU 
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buffer due to the lack of frame fragmentation feature in EPON [19]. NA+ scheme has been 
applied for both EPON and Gigabit PON (GPON) [20] in the Paper VIII . By deploying the 
NA+ key advantages of multithreading can be exploited in LR-PON while avoiding the 
undesired side effects in terms of over-granting by the coordination among multiple threads. 
In Paper IX, we propose another algorithm named Enhanced Inter-thread Scheduling (EIS) to 
further improve the DBA performance in LR-PON. EIS inherits the key advantages of the 
NA+ as well as integrates the inter-thread scheduling mechanism proposed in [17]. Inter-
thread scheduling allows transmitting some of the queued packets in an ONU buffer even 
before the corresponding grant for those packets has been received, consequently reducing the 
average packet delay noticeably. Our results show EIS improves performance significantly in 
terms of several key performance figures such as packet delay, throughput and jitter when 
deployed in typical multi-thread LR-PON scenarios. 
 

1.2 Outline of the Thesis 
 
The thesis is divided in two parts where Part I focuses on our research work in the core part of 
the networks while Part II elaborates our contributions in the fiber access networks.  
 
Part I starts with Chapter 2 which describes the simulation based evaluation methodology. We 
briefly present the simulation software architecture that has been developed specifically for 
performance evaluation of the research contributions that has been presented in this thesis. 
Chapter 3 provides a brief introduction to a set of core issues that are being faced in WSON 
with the underlying motivation to find adequate solutions to these problems. Topics covered 
include routing and wavelength assignment (RWA), concepts related to dynamic provisioning 
in both centralized and distributed environments and control plane related aspects to 
practically realize different connection provisioning approaches. We also briefly introduce the 
proposed dynamic BP framework for network resource optimization and control overhead 
reduction both with and without survivability considerations. Finally, we outline our 
contributions related to proposed dynamic failure recovery strategies in survivable optical 
networks considering DLFs. Chapter 4 starts by first describing some related work then 
details our contributions in terms of PCE-based dynamic BP framework with associated 
concurrent optimization algorithms and introduces an ILP model to be deployed at the PCE. 
Some illustrative results from the related publications from Paper I, II  and III are presented 
in the end of the chapter. Chapter 5 summarizes our research contributions from Paper IV, V 
and VI  in terms of concurrent resource optimization and control overhead reduction in 
survivable WDM networks based on path protection. In Chapter 6, we focus on the design of 
failure recovery schemes aimed at achieving high connection availability in networks by 
taking into account not only single but also double link failures to significantly minimize the 
disruption period for the affected connections. We present two DLF recovery schemes as well 
as a set of associated ILP based models to be deployed at the PCE proposed in Paper VII , 
aiming at achieving high average connection availability and minimization of the number of 
dropped connections. 
 
In Part II of the thesis, we focus our attention on efficient dynamic resource provisioning in 
fiber access networks based on PON architecture, specifically PON systems designed for long 
reach. In Chapter 7, we briefly describe some existing broadband access technologies that are 
prevalent these days and their performance limitations. Then we introduce fiber access 
networks based on PON architecture as real contender to alleviate these performance issues. 
Many popular PON deployment topologies are briefly discussed. In the later part of the 
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chapter, we discuss some resource sharing techniques in different PON architectures based on 
TDM PON, WDM PON and emerging LR-PON including the relative merits and demerits in 
terms of spectrum and time sharing. Chapter 8 focuses specifically on our contributions in 
terms of dynamic resource allocation in TDM-PON. In particular, we target the DBA 
performance degradation issues in LR-PON which has emerged as one of the most promising 
candidate for the next generation broadband access architecture. LR-PON enables covering 
large geographical areas providing high bandwidth access while at the same time minimizing 
the operational expenditure for the network service providers. We first talk about the 
performance degradation issues, mitigation techniques with some related work in the domain 
to provide the context. Finally, we present our schemes to enhance DBA performance in LR-
PON proposed in Paper VIII  and IX.  A selected set of performance results are also presented 
to demonstrate the tangible gains that can be achieved by deploying the proposed schemes in 
an LR-PON scenario.   
 
We conclude the thesis by summarizing our contributions in the area of dynamic provisioning 
in both WSON based backbone/core networks and LR-PON based fiber access networks, 
together with our proposals on addressing survivability problem in WSON. We also identify 
some interesting avenues for future research to extend our work on dynamic resource 
provisioning and survivability for the future core and access optical networks. Finally, a brief 
summary of the papers included in this thesis along with our contributions in each one of 
them is provided.   
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Chapter 2  
 
 

Evaluation Methodology 
 
 
 
There are several ways to conduct performance evaluation for computer communication 
networks. One is to physically implement and deploy the specific system/subsystem or 
protocol under exam (i.e., to build a test-bed), and then to make measurements under real 
network conditions. However, the experimental evaluation may be very costly, especially in 
the case of large and complex network scenarios/experiments. Another option is to use 
Emulation-based techniques. In this case a replica that closely recreates the functionality of 
the real system is created, via a combination of hardware and software. Emulation is relatively 
cost effective but because of time and complexity constraints (both in terms of the 
development and speed of execution), it makes it typically prohibitive to evaluate large 
communication systems. If this is the case only a scaled-down version of the investigated 
network scenario is usually emulated. Analytical modeling is yet another option to avoid the 
cost and effort typically associated with the development of a network test-bed. Although, 
analytical models are indeed useful to get an insight of the performance characteristics of a 
simple communication system, it becomes rather complicated to model more realistic 
moderate to large sized systems. For all these reasons, simulation-based performance 
evaluation techniques can be very useful, especially for assessment of complex systems. This 
is mainly because with a simulative approach scalability problems become less of an issue 
(i.e., compared to emulation- and test-bed-based measurements), and reasonably large sized 
systems can be evaluated with relative ease. Comparatively faster execution times and cost 
are other factors that favor simulation-based approaches for performance evaluation. 
Furthermore, with simulations it becomes much easier to configure various system parameters 
and to make performance assessment under a large variety of network conditions. In 
particular, Discrete Event Simulation (DES) [21] is commonly used to model communication 
networks. In DES, a number of system states are predefined with the intent to model a 
particular behavior of the system. Transitions from one state to another can take place only at 
specific moments and the system may transition from one state to another only when a 
specific event occurs. 
 
In this chapter, we describe the discrete event simulators that were used for the performance 
evaluation work presented in Part I and II of this thesis. We first briefly introduce the concept 
of DES in section 2.1, and also highlight the current state of simulation tools available for 
optical networks. Then, in section 2.2, we describe our custom-made simulator developed for 
performance evaluation specifically targeting core networks, and in section 2.3, the simulator 
used for our performance studies of Dynamic Bandwidth Allocation (DBA) in access 
networks. 
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2.1 Discrete Event Simulation 
 
There are already a number of powerful simulation tools and frameworks available for 
modeling packet switched networks including NS-2 [22], NS-3 [23] and OMNET [24], all of 
them with a rich set of features. But when dealing specifically with performance evaluation of 
optical networks, the situation is not very bright as most of the available tools have a limited 
set of feature, they are cumbersome to use, and have a relatively slow simulation speed. For 
example, the GMPLS Lightwave Agile Switching Simulator (GLASS) [25] is a popular 
simulator supporting a complete suite of GMPLS protocols including highly configurable 
signaling mechanisms, quality of service (QoS), and different failure recovery schemes. 
Unfortunately, despite the rich feature-set, there are certain issues hindering the usability and 
implementation of new algorithms and protocols, and also the simulation speed is slow based 
on our experience. The Optical WDM Network Simulator (OWNS) [26] is another tool that 
has been used for conducting research in optical networks. It is built as an extension of the 
already mature and popular NS-2, with many of its features and platform libraries also 
accessible in OWNS. On the other hand, OWNS inherits from NS-2 a bloated code base, slow 
execution time and complicated procedures to implement new algorithms and protocols. This 
is mainly a consequence of fact that the simulator follows a monolithic coding structure 
instead of a more modular approach for different simulation entities. 
 
In this thesis, we decided to rely on DES to evaluate the performance of the various proposed 
schemes. Mainly motivated by the issues with the current state of the simulation software 
available for optical networks, we develop and utilize a custom-made simulator. It is 
originally presented in [27] and here we extended it with an enriched feature-set to support the 
simulation studies which are presented in Part I of this thesis in the area of core WDM 
networks. As for the performance evaluation work in access networks, we use the simulator 
proposed in [28]. In the rest of this section, we briefly describe the core set of components 
that comprise a typical DES system [29]. 
 
System State 
 
The System state is a logical entity comprising of all the system variables and other data 
structures characterizing the current state of a network. 
 
Future Event Set (FES) Queue 
 
The Future Event Set (FES) queue is a key entity in DES systems. It is used to maintain a list 
of events that have yet to be dispatched by an event handling routine. All the events that are 
scheduled to occur at some time later in the future are inserted in the queue while, after being 
dispatched, past events are removed from the queue. All the events contained in FES queue 
are sorted in an ascending order based on the time in which they are scheduled to happen. So, 
the first element in the queue is the one that is next to being dispatched. The selection of an 
efficient data structure to implement FES is a critical design decision, and has strong 
implications on the performance of the simulator (i.e., mainly the execution time). The 
selected data structure should allow for fast insertion and removal operation of events in the 
FES. Binary heaps [30] can be used for an efficient implementation of FES queues.  
 
Initialization Routine 
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The initialization routine is responsible to initiate different system variables, data structures 
and eventually boot-strapping a simulation experiment by inserting the first event in the FES 
queue.  
 
Event Handler 
 
An event handler is triggered when a specific event needs to be dispatched. It performs a 
number of predefined actions based on the specific event type the handler is related to. Note 
that when an event is dispatched one or more new events may be generated, by the event 
handling routine. 
 
Terminating Condition 
 
In theory, a DES may run indefinitely as new events may continue to enter the system and 
eventually be dispatched by the main event dispatcher loop. So, it is important to define a set 
of rules/conditions, which clearly specify how to terminate a simulation if the desired 
experiment goals are fulfilled. These goals might be related to a (predefined) statistical 
accuracy of the obtained results, or to the maximum time an experiment should be running, 
etc. When a terminating condition is reached then typically no new events are generated in the 
system. The left-over events in the FES queue are processed and the simulation experiment is 
terminated when the FES queue eventually becomes empty. 
 
Simulation Clock 
 
The simulation clock is a variable, which is used to track the current (simulated) time within a 
simulation experiment. The events in the system are generated and ordered in the FES queue 
based on the value of the simulation time. As the experiment progresses the simulation time 
also advances. Note that the simulation time is different from the experiment running time, 
which represents the effective time the simulator takes to run an experiment. For example one 
month worth of traffic provisioning in a regional network may be simulated in an hours’ time, 
while on the other hand, few minutes of performance evaluation of a specific protocol may 
take hours. It depends on the level of the details the simulator is considering. In terms of data 
structure usually a double (or a floating-point) variable in programming languages is used to 
represent the simulation clock. 
 
Statistics Collector 
 
A statistics collector routine is responsible for: (i) collecting all the interesting and relevant 
stats (i.e., performance metrics) during the course of the simulation and (ii)  storing them for 
later retrieval and post-processing. Simulation stats are usually stored in files (on storage 
medium) but may also be displayed on the terminal during, or after the simulation experiment 
has terminated. 
 
Routines for Input / Output (I/O) Operations 
 
A separate module is used to handle all the I/O operations of the system, e.g., the input of 
different configuration parameters to setup the simulation, the output of results relevant to a 
specific experiment to the terminal or files. A Graphical User Interface (GUI)-based system 
may be used to input the configuration parameters as well as output the simulation results. 
Furthermore, GUI based systems may support rich graphical virtualization capabilities for 
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scenario configuration (before the simulation runs) or afterwards to visualize the performance 
results from an experiment. 

 
Library Routines 
 
Library routines may be utilized by linking the main simulation code with 3rd party libraries. 
These libraries can be used to provide some commonly used functions, e.g., random number 
generator (RNG), graph related operations such as route computation, and performing 
complex mathematical or statistical operations. Specialized libraries to perform these 
operations are useful because they are typically optimized for fast execution times as well as 
for providing a rich set of input parameters used for configuration. 
 
In the next two sections, we describe two DES-based tools that were utilized for our work on 
dynamic provisioning and network survivability in core and access optical networks. 
 

2.2 Simulator for Performance Evaluation in Optical Core 
Networks 

 
The Portable Optical Simulation Environment (POSE) is a DES tool that has been developed 
specifically for the simulation studies of different routing and wavelength assignment (RWA) 
algorithms in optical WDM networks originally presented in [27]. It has been greatly 
extended for the simulation-based studies presented in Part I of this thesis by implementing a 
Path Computation Element (PCE)-based dynamic bulk provisioning framework (including 
signaling) whose details will be discussed more specifically in chapter 4. POSE has been 
developed in Java, making it portable and platform independent, i.e., it can be run on any 
platform for which a Java Virtual Machine (JVM) is available (e.g., Windows, Linux, Unix).  
 

  
 

Fig. 2.1.  A layered view of POSE architecture. 
 
A layered view of the POSE architecture is presented in Fig. 2.1. OR12 [31] and JGraphT [32] 
libraries are utilized for the implementing some graph related algorithms, e.g., like Dijkstra 
(for shortest-path) [33], variant of Bellman-Ford (for k-shortest path) [34], and to make 
available other important data structures, e.g., hash tables and binary search trees (for an 
efficient implementation of the FES queue). POSE supports dynamic interaction with the 
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Gurobi Optimizer [35] to solve Integer Linear Programming (ILP) model instances that are 
generated at runtime. A Java API interface provided by the Gurobi Optimizer is used to feed 
the ILP models to it that have to be solved and to get back the results during the course of the 
simulation. POSE has also access to a number of Java classes modeling optical network 
components such as fiber links, wavelength channels, optical nodes, connection requests, etc. 
The Utility Functions class provides access to some commonly used functions by the 
implemented algorithms (e.g., compute the number of hops of a path). At the top layer, 
different provisioning strategies, with access to the information about the underlying optical 
network infrastructure, can be implemented, depending on the use of the POSE simulator. ILP 
Generator is used to dynamically generate the ILP files (representing an ILP model instance 
to be solved by the Gurobi Optimizer) and ILP Parser parses the output solution file 
generated after the execution of the ILP solver. 
 

  
 

Fig. 2.2.  An interaction diagram for different functional modules of the POSE. 
 

An interaction diagram between different functional modules in POSE is shown in Fig. 2.2. 
Optical Simulator is the main class responsible for the coordination and interaction between 
other modules of the simulator. Initialization routines, termination conditions, main 
simulation dispatcher loop are implemented in this class. Traffic Generator is used to create 
one or more traffic instances, with the possibility to choose specific distributions for the 
connection inter arrival time and holding time. The Routes Container class pre-computes the 
routes using the ‘OR12’ and ‘JGraphT’ libraries and stores them for later retrieval during the 
initialization phase. These routes are then used by the Graph Utilities class to implement 
different support functions such as compute the number of hops of a path, find the wavelength 
resource usage in the network (or on a specific link), free up reserved resources, etc. Stats 
Monitor is responsible for collecting important performance statistics that might be generated 
during the simulation run time. The PCE class encapsulates all PCE related functionality for 
the execution of the provisioning algorithms, failure recovery schemes as well as the 
interaction with the network nodes. The Optical Node class represents the functionality of a 
switching node in the optical network. Total number of nodes depending on the network 
topology are generated dynamically and initialized to be used in an experiment by Optical 
Simulator class. All file I/O related routines, e.g., for parsing the input files as well as for 
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printing each experiment statistics and traces, are handled by the File Agent class. For each 
experiment, an Exp file is created containing the different configuration parameters for a 
specific simulation experiment setup, e.g., the network topology (i.e., Topo file), number of 
replications for the experiment, number of wavelength channels per fiber, RWA algorithms to 
be used. After an experiment is finished all collected performance stats are sent to an output 
file called Result. A simulation Trace file is also generated showing the timing sequence of 
the different events generated and processed during the simulation run. This file can be useful 
for debugging purposes during the implementation phase of a new algorithm or a protocol. 
 

2.3 Simulator for Performance Evaluation of DBA in PON 
 

To evaluate the performance of DBA strategies in Passive Optical Network (PON)-based 
access networks, we used the simulator presented in [28]. This is a custom-made DES tool 
built in C++ and can be used for a detailed evaluation of Ethernet PON (EPON) DBA 
algorithms both for inter- and intra- Optical Network Unit (ONU) scheduling (i.e., scheduling 
of internal ONU queues containing packets belonging to different traffic classes). The 
simulator can model both traditional (i.e., short reach) EPON as well as long-reach EPON 
systems. In the context of our thesis work, we have implemented different inter-ONU 
scheduling algorithms including Interleaved Polling with Adaptive Cycle Time (IPACT), 
Subsequent Requests Plus (SR+), Newly Arrived Plus (NA+) and Enhanced Inter-thread 
Scheduling (EIS) which are discussed later in chapter 8. New DBA algorithms based on both 
offline and online scheduling mechanism can be easily implemented as well. This simulator 
supports modeling of both 1Gbps and 10Gbps EPON systems, with configurable number of 
ONUs and reach. The maximum polling cycle and buffer size for ONU queues (for each 
simulation run) is configurable before the execution. 
 

 
 

Fig. 2.3.  Block diagram showing architecture of EPON DBA simulator. 
 
The Implementation is highly modular using C++ classes and can be easily extended with 
new DBA algorithms and features in the future. The main building blocks of the simulator are 
shown in Fig. 2.3. The Initialization block is responsible for initializing different simulation 
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parameters of the PON system. All initial configuration parameters including the names of the 
input traffic traces and of the output file for results collection are configured from the 
command-line terminal. In addition, the terminating condition for each simulation experiment 
is also setup from the terminal (i.e., stop the simulation after a specific time limit or after a 
pre-configured number of packets have been generated and processed in the system). The 
Statistics block collects all desired performance results for the chosen performance metrics 
(e.g., packet delay, jitter, and throughput) during the course of the simulation run, and it stores 
them in a file for later retrieval and processing. The Packet Generator function can generate 
both short range dependent (SRD) and long range dependent (LRD) traffic in the system. 
Packet length can be fixed or variable, for example, for Ethernet packet length can vary 
between 64 – 1518 bytes. The Event Driven System is the main block responsible for 
coordinating between other functional elements of the system. A detailed description 
regarding the architecture and feature set of this simulator can be found in [28].
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Chapter 3  
 
 

Provisioning in Wavelength Switched Optical 
Networks (WSON) 
 
 
To compute an optical connection from a source to a destination in WSON, where the traffic 
unit is a single wavelength channel, certain resource availability and wavelength continuity 
constraints must be satisfied. In other words, to provision connection requests in WSON 
routing and wavelength assignment (RWA) problem must be solved. This chapter starts by 
describing the RWA problem, followed by categorization based on network traffic scenarios 
and different approaches to solve the RWA problem including the optimal and sub-optimal 
solutions. Then centralized and distributed options to the deployment of RWA provisioning 
approaches are discussed together with the control plane support provided by the currently 
available standards. Dynamic bulk provisioning approach to network resource optimization 
and control overhead reduction is then briefly described along with our contributions in that 
area. Lastly, we introduce the survivability in optical networks and highlight the importance 
of design and implementation of efficient failure recovery schemes in terms of both network 
resources and survivability related performance metrics. Our work both in the context of 
single and double link failures in survivable optical networks is also briefly discussed. 
 

3.1 RWA Problem 
 
WSON systems which do not contain optical-electrical-optical (OEO) converters are referred 
to as transparent optical networks. One key property of transparent optical networks is that 
any path established between a source and a destination node is completely in the optical 
domain referred to as a lightpath. To setup a lightpath in these networks, a route is first 
computed from a source to a destination, and then a suitable wavelength is assigned on all 
comprising links of the computed route. This is referred to as RWA problem [36]. In optical 
networks, if wavelength conversion capability is not available on any of the WSON nodes 
then it must be ensured that the same wavelength channel is used on all links of the path. This 
is referred to as wavelength continuity constraint (WCC) and is the primary reason 
contributing to the computational complexity of the RWA problem [36]. If full wavelength 
conversion facility is available on all network switching nodes then WCC constraint doesn’t 
exist, and RWA problem transforms to a much simpler routing problem faced in typical 
circuit switched networks such as public switched telephone networks (PSTN). Design of 
suitable RWA algorithms is crucial for connection provisioning in WSON to make an 
efficient use of the available network resources. 
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3.1.1 Static vs. Dynamic RWA  
 
RWA problem in optical networks can be categorized into a static or a dynamic problem [37] 
depending on the traffic scenario. In a static case, network demands or connection requests to 
be setup in the network are known in advance and typically the main objective is to setup 
these requests in the network while minimizing the resource usage (i.e., used wavelength links, 
number of transmitters, receivers, length of computed paths). Static RWA problem is also 
known as offline RWA problem and is considered in the network planning stage. On the other 
hand, in a dynamic RWA case, network demands are not known in advance and usually arrive 
in the network at some random time instances. Since the whole demand set is not known in 
advance so optimal routings of the provisioned connections to globally optimize the resource 
usage is not possible. Instead, the key objective in this case is to minimize the blocking 
probability or alternatively maximize the number of accepted connections. Dynamic RWA is 
also known as online RWA problem [37] and represents the normal dynamic operation of the 
network. 
 

3.1.2 Solving RWA Problem 
 
Static version of the RWA problem is known to be NP-Complete [37] which implies that 
finding optimal solution in polynomial time is not possible. On the other hand, in the dynamic 
case since the whole traffic demand-set is not known in advance, an optimal solution cannot 
be found. Solving an RWA problem involves the solution of two sub-problems namely 
routing and wavelength assignment sub-problem. Either both sub-problems can be solved 
jointly, here referred to as one-step approach (R & WA), or alternatively they can be solved 
separately using so called two-step approach (R + WA) where first routing sub-problem is 
solved and then the wavelength assignment sub-problem. Both of these RWA approaches are 
described below. 
 

3.1.2.1 One-Step (R & WA) 
 
To find an optimal solution of the RWA problem, both routing and wavelength assignment 
sub-problems are solved together by formulating an Integer Linear Programming (ILP) model, 
and feeding to an optimization software to compute the result. However this approach might 
not be scalable for larger problems. For this reason, ILP based RWA is usually considered 
where time is not a critical issue or only for a relatively scaled down version of the problem. 
Alternatively, heuristics can be used to solve the problem in more reasonable time bounds. 
Furthermore, it is possible to find near-optimal result in a fraction of time required for the ILP 
approach. Some of the commonly used meta-heuristics to solve the RWA problem include 
Greedy Randomized Adaptive Search Procedure (GRASP) [38], Simulated Allocation (SAL) 
[39] and Simulated Annealing [40]. 
 

3.1.2.2 Two-Step (R + WA) 
 
Due to the complexity of the RWA problem, usually both routing and wavelength assignment 
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sub-problems are solved separately by decomposing the RWA problem into a routing and 
wavelength assignment sub-problem. Different approaches to solve both of these sub-
problems separately are described next. 
 

Routing Sub-problem 
 

Solution to the routing sub-problem provides a suitable path to be used to establish a lightpath 
in the network. Routing sub-problem can be solved in a fixed or a fixed alternate manner 
according to whether dynamic network state information (e.g., wavelength availability 
information) is available or not. First route(s) between each source destination pair are pre-
computed and fixed to be used for routing. If dynamic network state information is available 
then routing decisions can be made at runtime (i.e., adaptive routing) for better usage of 
network resources and to improve blocking performance. Please note that the routing schemes 
described below are explained in the context of a dynamic traffic scenario to convey the main 
concept clearly, however, first two schemes are also applicable in a static case as well 
assuming that the requests in a given demand-set are provisioned in a serialized (i.e., 
sequential, one-by-one) fashion. 

 

Fixed Routing 

 

Simplest approach to solve the routing sub-problem is to pre-compute a path for each source 
destination pair in the network to be used when a demand between a source and a destination 
needs to be satisfied. Usually this fixed path is computed using a shortest path algorithm (e.g., 
dijkstra [33]) based on an assigned cost function (e.g., link distances, hop count).  Since only 
a single path is pre-computed without reserving any resources for each source destination pair,  
it may result in blocking the connection request if there are not enough resources available on 
the pre computed path, and there are no alternate paths available in this case to satisfy the 
request.  

 

Fixed Alternate Routing (FAR) 

 

FAR [37] can be considered as an extension of the fixed routing where more than one path are 
pre-computed for each source destination pair to satisfy the demands. Usually the k-shortest 
path algorithms (e.g., Yen’s algorithm [41], variants of bellman-ford [42]) are used to 
compute the k alternate paths based on a specified cost function. This helps to reduce the 
blocked connection requests significantly as there are multiple path choices available for 
selection to satisfy a demand. These k paths computed for each source destination pair are 
ordered using a cost function. When a connection request arrives, the path with the least (or 
most) cost is selected provided that there are sufficient free resources available on the path to 
satisfy the demand. Since paths are pre-computed beforehand, so there is no computational 
overhead regarding the path computation during the network provisioning phase. Blocked 
requests can be further decreased by increasing the value of k to a certain extent, although, it 
will increase the storage overhead for the computed paths in a large network. 
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Adaptive Routing 
 
In contrast to static network planning scenario, dynamic routing approaches need the 
knowledge of the updated network state information in addition to the network topology to 
compute the viable route(s) for each connection request at run-time upon the arrival of 
connection requests. It is assumed that the entity involved in the computation of the paths has 
knowledge on the updated network state information. In adaptive routing, a weight function is 
defined to dynamically calculate and assign weights to each link in the network graph before 
executing the shortest path algorithm. Since, typically the routes are computed dynamically at 
run time, connection provisioning time can be much higher as compared to the fixed routing 
approach. But storage requirements are relaxed as computed routes do not need to be stored 
offline. Note that some schemes may use a set of pre-computed routes for each source 
destination pair in the network to minimize the run-time overhead. Some common techniques 
that come under the umbrella of adaptive routing are described next. 
 
Shortest Path (SP) 
 
In SP [37], a shortest path is computed from a source to a destination considering the current 
network state information when a request arrives. In this case, it can be ensured that a path to 
satisfy a demand is the shortest based on a given cost function that typically takes in to 
account free resources availability to satisfy the demand given the current lightpath routings 
in the network.  
 
Least Loaded Routing (LLR) 
 
LLR is also referred to as least congested routing. In LLR [43] similar to SP, a shortest path 
according to a modified cost/weight function is computed dynamically to satisfy a demand. 
The cost function to assign weights to different links in this case is based on the number of 
used wavelength channels on each link in the network encouraging to utilize the least-used 
links in the routing decision. Link weights are dynamically updated before the execution of 
LLR to reflect the changes in the network state. Prime motivation for the LLR is to minimize 
congestion in the network in a dynamic scenario by avoiding the links that are already 
overloaded to route the traffic. However it may result in longer routes under moderate to high 
network load conditions. On the other hand, in many cases, LLR results in much improved 
blocking performance compared to SP due to its load balancing capability. 
 
Weighted Least Congested Routing (WLCR) 
 
The weight function in WLCR [44] takes into account both current network state information 
(i.e., number of free wavelengths on a route) as well as the hop count of the route. More 
specifically, this weight function is a product of number of free wavelengths on the route, and 
inverse of the square-root of hop count value of that route. A route with the highest weight 
value is then selected and used to satisfy a given demand. If the weight value is 0 for all the 
routes then connection request is blocked. WLCR blocking performance is even better than 
LLR in many dynamic provisioning scenarios [44] since it jointly considers the congestion on 
a route as well as the length of a candidate path to avoid the problem of selecting excessively 
long routes. 
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Wavelength Assignment Sub-problem 
 
After selecting a suitable route for a connection request, the second sub-problem to solve in 
two-step RWA is to choose an appropriate wavelength on the selected route. Note that if 
wavelength converters are available in the network then the wavelength assignment problem 
becomes trivial as any free wavelength can be selected on a link because WCC constraint 
doesn’t exist in that case. Optimal solution of the wavelength assignment problem can be 
mapped to the well-known graph coloring problem [37] which is NP-Complete. So a 
polynomial time solution to solve the problem in an optimal way is not possible. In practice, 
usually heuristics are used to solve the wavelength assignment sup-problem. Some well-
known wavelength assignment heuristics are described here.  
 
First Fit (FF) 
 
FF is the most commonly used wavelength assignment scheme and is also one of the simplest. 
The wavelength channels on each link in the network are indexed in a numerical order then 
the first free wavelength (with lowest index) is selected provided that the same wavelength is 
available on all comprising links of the chosen route as well. FF tends to pack the used 
wavelengths and leaves the free ones in a continuous spectrum which helps minimizing the 
blocking of future connection request arrivals caused by the WCC. 
 
Last Fit (LF) 
 
LF works in a similar way as FF and the only difference is that search to find a common free 
wavelength on all the comprising links of the selected route is started from highest indexed 
wavelength instead of the lowest as in FF. Performance is also similar to FF. 
 
Random Fit (RF) 
 
RF scheme randomly selects a free wavelength to establish the connection for a demand from 
the set of freely available wavelengths on the selected route. Main problem is that RF leads to 
the fragmentation of the free spectrum in contrast to FF and LF. Consequently, performance is 
usually not up to par with the FF and LF. 
 
Most Used (MU) 
 
Most used selects a free wavelength on a route with an index which is used on the largest 
number of the links so far in the network. In this way, the wavelengths that are already used 
very often are reserved again leading to clustering of the used and free spectrum as in FF and 
LF. Ties can be broken arbitrarily or based on a first fit basis though. MU performs very well 
in dynamic connection provisioning scenarios but a major drawback is the requirement of 
updated global state information about wavelength usage in the network. 
 
Least Used (LU) 
 
Least Used works in a similar way to the MU but with one important difference in that when 
selecting a free wavelength for a chosen route a wavelength which is used on the least number 
of the links in the network is assigned, as the name implies. This results in a very fragmented 
free spectrum on most links in the networks and can actually lead to worse performance as 
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compared to FF and MU. Global network state information is of course required as in MU 
case. 
 

3.2 Control Plane Aspects 
 
To practically realize the provisioning and set-up of connections, a control plane mechanism 
is required. Here, we will discuss the currently available popular frameworks and protocols 
that have been standardized to implement the control plane. But, first we describe the two 
main types of control mechanisms used in telecommunication networks to provision 
connections: centralized and distributed. 
 
Connection requests are setup in the network after they are provisioned by solving the RWA 
problem. There are fundamentally two different options for the network provisioning 
operations [3]. Either they can be handled locally on each ingress node (i.e., the node on 
which these connection request arrive) in a distributed manner or the requests for such 
operations can be forwarded to a centralized entity which is also responsible for path 
computation operations of these requests. Here, we discuss both deployment scenarios of 
dynamic provisioning with their respective merits and drawbacks. 
 
Since, in a distributed scenario, connection requests are provisioned by their respective 
ingress nodes, so this approach requires the availability of global network state information on 
each network node to perform RWA locally. It implies that a routing protocol will be required 
in distributed approach to disseminate/exchange the required network state information to all 
the network nodes. Distributed provisioning has advantages in terms of network scalability 
and resilience to network failures as path computation responsibility is split among multiple 
nodes in the network and no single failure can bring the whole network down. However, a 
number of issues associated with distributed provisioning must be addressed for an effective 
deployment in a dynamic scenario. First of all, in highly dynamic networks, the network state 
information available on different network nodes may not be always up to date resulting in 
less optimal path computation decisions. This problem can be mitigated by choosing a higher 
frequency for the dissemination of network status updates from/to each node. But on the other 
hand, a higher rate of network status update messages exchange will rapidly increase the 
network control overhead traffic. Furthermore, there is another problem concerning the 
network control and management such as different networking policies (e.g., call admission 
control) which may be difficult to deploy in a distributed manner. Finally, it is not easy to 
utilize the network resources in an optimal way in a distributed case resulting in degradation 
of blocking performance.  
 
Compared to distributed, in a centralized provisioning approach usually only a single entity is 
involved in path computation operations. Hence, it’s not required to convey the network state 
information from each node to every other network node. Centralized control may also 
eliminate the need for complicated routing protocols for disseminating network status 
information resulting in much lower control overhead. A major advantage in the network 
provisioning context is that a more optimal use of network resources is possible as compared 
to a distributed approach. Moreover, the network control and management procedures can be 
simplified as they only need to be deployed on the centralized entity in this case. 
 
A control plane is responsible for the maintenance and tracking of network topology, state 
information related to network resources, establishment, maintenance and termination of 
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connections in the network. These functions are primarily achieved through two protocols 
namely: (1) protocol for topology and network state information dissemination and (2) 
signaling. Both of these will be discussed in subsequent sections. Currently, there are two 
dominating standards to provide the control plane support for automated provisioning of 
connection requests in optical networks. Automated Switched Optical Networks (ASON) [45] 
proposed by ITU-T defines a set of requirements that must be satisfied for automated control 
of network operations in a more abstract way. While, Generalized Multiple Protocol Label 
Switching (GMPLS) [4] can be considered as a framework for providing a concrete 
implementation of the ASON requirements with explicit specification of a set of protocols to 
handle key tasks (i.e., routing, link management, signaling) concerned with the smooth 
operation of the network.  
 

3.2.1 Topology and Network State Information Dissemination 
 
Entities responsible for making the routing decisions in the network must have the updated 
state information available for topology and resource to make such decisions. Open Shortest 
Path First (OSPF) [46] originally defined for packet switched networks in Multiprotocol 
Label Switching (MPLS) is extended for GMPLS with traffic engineering extensions (i.e., 
OSPF-TE) [47] to disseminate not only the topology information but also the resource 
availability information (e.g., number of free wavelengths on a link). Link State 
Advertisements (LSAs) are used by OSPF to communicate the state information between 
different nodes in the network. Frequency of the LSA updates strongly influence the accuracy 
of the state information available to the ingress nodes [48] responsible for the routing 
decisions. So, there is a clear tradeoff involved between the accuracy of available network 
state information, and network control overhead both governed by the LSA update frequency. 
Hence, an appropriate update frequency must be carefully selected based on a specific 
networking scenario to keep a good balance. A number of techniques exist in the literature 
[48][49] allowing to minimize the impact of imprecise network state information as well 
minimizing the routing control overhead. In GMPLS, OSPF-TE supports the dissemination of 
aggregated wavelength availability information in the networks. There are some proposed 
extensions to support the dissemination of detailed wavelength availability information for 
each link. But this is achieved at the cost of incurring a significant extra control overhead 
introduced by the routing protocol. 
 

3.2.2 Signaling 
 
As mentioned earlier, path computation can be either performed in a distributed manner on 
each ingress node to enhance scalability (distributed approach) or on a centralized entity (i.e., 
centralized controller) to enhance the resource utilization. In both cases, after the path 
computation, a signaling protocol is required to setup a path in the network. Key objective of 
a signaling protocol is to physically setup an end-to-end path in the network once it has been 
computed, and also to take it down by releasing the reserved resources after the service time 
of the connection expires. In case of GMPLS, RSVP-TE [50] is the most commonly used 
protocol to setup (and teardown) a lightpath in the network. RSVP-TE is based on the 
Destination Initiated Reservation (DIR) [51] technique where a control message (PATH) is 
sent from a source to the destination collecting the wavelength availability information on a 
hop-by-hop basis in the forward direction. After the message arrives on the destination node, 
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a free wavelength is selected from the common set of free wavelengths (available along the 
entire path), and initiates the reservation on the reverse path from destination to source using 
another control message (RESV). DIR based schemes are vulnerable to race conditions. A 
race condition occurs, when a wavelength which is found to be free during the forward 
traversal of the control message (PATH) is no longer available for reservation (i.e., reserved 
by some other connection) during the backwards traversal of the control message (RESV) 
from destination to source likely taken for another connection request in the meantime. There 
are schemes proposed in the literature to avoid or minimize the race conditions in RSVP-TE 
[52]. 
 

3.2.3 Enabling Technologies for Centralized Provisioning 
 
Recently, network architecture based on the concept of Path Computation Element (PCE) [5] 
has been proposed to aid in the path computation operations in the network. A PCE provides a 
centralized control of network resource provisioning. A PCE communicates with the ingress 
nodes in the network (i.e., Path Computation Clients (PCC)) via a protocol named Path 
Computation Element Communication Protocol (PCEP) [53] allowing ingress nodes to send 
PCReq messages for path computation requests and PCE replies back to the ingress nodes 
with the PCRep messages containing the computed paths. It’s assumed that PCE has access to 
the wavelength availability and network topology information (e.g., via OSPF-TE). After the 
path computation phase, ingress nodes can setup the path using a signaling protocol (i.e., 
RSVP-TE). PCE concept can not only be applied in packet switched and TDM networks, but 
also in WSON. Regarding the application of PCE concept in optical networks, [54] discusses 
the utilization of PCE in ASON context. A framework to integrate the GMPLS and PCE 
based architectures to control WSON is discussed in [55]. In GMPLS terminology, a lightpath 
can be considered as an equivalent concept to an optical Label Switched Path (LSP).  In our 
work presented in this thesis, from here on, both of these terms are used interchangeably 
depending on the context but referring to the same concept. 
 

3.3 Dynamic Bulk Provisioning 
 
Although, centralized provisioning naturally enables more efficient resource utilization, its 
true potential can only be appreciated when connection requests are processed in bulks (i.e., 
batches) at a centralized node. It allows more efficient usage of network resources via 
concurrent optimization. There are studies that target efficient batch provisioning of grid 
resources [56] and minimization of LSP setup time by exploiting a batch provisioning 
architecture [57] in PCE based networks. But, in general, there is a lack of an extensive work 
on bulk provisioning strategies particularly in dynamic PCE-based WDM networks. 
Furthermore, performance in many existing studies is not evaluated in a dynamic traffic 
scenario. In Paper I of this thesis, we propose a bundle (i.e., aggregation of optical LSP 
requests at a PCC) provisioning mechanism which is used to reduce network control overhead. 
An optimal ILP based model is proposed for concurrent bulk provisioning of these requests at 
PCE in Paper II to optimize the network resource usage. Building on the ideas presented in 
Paper I and Paper II, a flexible dynamic bulk provisioning framework is presented in Paper 
III along with an ILP model and a scalable heuristic to be deployed for efficient resource 
provisioning in addition to reducing network control overhead. Proposed bulk provisioning 
framework is flexible and different parameters are configurable to choose an appropriate 
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tradeoff among the different performance objectives (e.g., minimization of control overhead, 
blocking performance and LSP setup time). Performance is evaluated in various PCE-based 
dynamic connection provisioning scenarios where appropriate control and signaling protocols 
are also implemented to emphasize the performance advantage of the proposed framework.    
 

3.4 Failure Recovery in Dynamic Networks 
 
Modern WDM networks can transfer huge amounts of information in a small fraction of time 
to satisfy the growing demands of current and emerging online services. However, it also 
means that fault management in these networks is very important because even a brief 
downtime can cause huge data loss, and also can result in a significant revenue loss for the 
service providers because of the potentially violated Service Level Agreements (SLAs) with 
the clients. In particular, the failure of even a single fiber link (e.g., resulting from a fiber cut) 
can result in many lightpaths to be interrupted. Therefore, it is crucial to deploy effective fault 
recovery schemes to mitigate the effect of failures and making optical networks more 
survivable. Survivability here refers to the ability of the network to recover from hardware 
failures (i.e., node and link failures). Generally speaking, link failures are much more 
prevalent in optical networks than node failures [8][10][58]. Consequently, in our work we 
limit our scope and discussion only to link failures in the network. 
 
Fundamentally, failure recovery techniques can be categorized in one of two basic approaches, 
namely protection and restoration [58]. In protection, the key characteristic is the in-advance 
reservation of network resources providing guarantees to protect against possible future 
failures. Protections based techniques can be deployed either at the path or the link level, i.e., 
called path and link protection respectively. A backup path satisfying a certain disjointness 
criteria (i.e., node, link, shared risk link group) is reserved in advance during the provisioning 
phase in path protection. In link protection, resources are reserved around each link during 
connection provisioning to be used in the event of a link failure. In path protection, usually it 
is required that source and destination nodes of failed path are notified about a failure as soon 
as possible so as to perform the protection switching to the backup path, while in link 
protection, only the start and end node of a failed link are involved in the failure recovery 
procedure resulting in faster protection switching. 
 
Both for link and path protection, backup resources can be either dedicated or shared. In case 
of link protection, backup resources along the path are shared to protect the connection under 
different failure scenarios which are not expected to occur simultaneously resulting in more 
efficient usage of backup resource as compared to dedicated link protection, but at the 
expense of slower recovery times. In case of dedicated path protection (DPP), resources for 
the backup path are exclusively reserved for that path, and cannot be used by backup of any 
other connection. DPP can be implemented as either (1+1) protection or (1:1) protection. In 
(1+1) protection, signal is transmitted on both primary and backup path at the same time, so 
that the destination node can select the best quality signal from these two. While in (1:1), 
transmission only takes place at the primary path, and in the event of a failure on the primary 
path, traffic is switched to the backup path. Generally, (1+1) provides much faster protection 
switching while (1:1) provides better resource efficiency, since under normal circumstances 
the backup path can be used to carry low priority (i.e., preemptable) traffic. In shared path 
protection (SPP), resources for the backup path are only soft reserved, and they belong to a 
shared resource pool which can be used by the backup path of any other connection provided 
that primaries for these connections satisfy the disjointness criteria. In other words, SPP 
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allows sharing of backup resources if it’s certain that two primaries sharing resources on their 
backups will not fail simultaneously in order to avoid the resource contention. However, more 
efficient backup resource utilization of SPP as compared to DPP is achieved at the expense of 
higher failure recovery times and lower connection availability level. Path protection based 
techniques have been widely studied in the literature [1][6][58][59].  
 
Similar to the protection, restoration techniques [7][12][60][61] can also be categorized into 
two: path and link restoration [58]. In link restoration when a link failure occurs, start and end 
nodes of the failed link dynamically compute a detour around the failed link to reroute the 
traffic. In this case, source and destination of the failed path are not notified of the failure, and 
hence not involved in the failure recovery procedure. This is also called local restoration, and 
results in much faster failure recovery times compared to end-to-end restoration. In path 
restoration, after a link failure, source and destination nodes of the failed path are notified 
about the failure and an end-to-end restoration is attempted by dynamically computing a new 
backup path to re-route the traffic away from the failed path. End-to-end path restoration may 
result in longer recovery times because both source and destination of the failed path need to 
be notified of the failure, and signaling a newly computed path may take longer time 
compared to signaling just a detour around the failed link as in link based restoration. 
However, it has been shown that path restoration provides much better backup resource 
utilization [58]. Furthermore, in some cases local link restoration may not be successful to 
compute a detour around the failed link resulting in a failed restoration. 
   

3.4.1 Single Link Failures 
 
Single link failures are prevalent in WSON and various failure recovery schemes based on 
protection and restoration are presented in the literature - designed specifically to mitigate 
their effect. An ILP model and a heuristic scheme are proposed for centralized dynamic 
restoration (CDR) [11] in PCE-based WDM networks to recover from failures in case of 
unprotected paths. Both schemes are compared against the distributed dynamic restoration 
(DDR). It is found that PCE-based CDR schemes can noticeably improve the blocking 
performance as compared to the DDR. A DPP based path computation scheme is proposed in 
[62] to provide end-to-end survivability even under high loads in multilayer GMPLS based 
optical networks. Some routing approaches are presented to improve the network performance 
both for DPP and SPP. They are implemented and evaluated in ADRENALINE test-bed [63]. 
The effect of outdated control information in GMPLS/ASON optical networks in a DPP/SPP 
path protection scenario is studied in [64]. 
 
On the other hand, work on dynamic bulk provisioning of requests in the context of 
survivable networks that can be found in the literature is so far quite limited. Path protection 
is most commonly used technique in survivable WDM networks to shield against single link 
failures. Our study is greatly motivated by the performance gains in terms of blocking 
probability and network resource optimization that can be achieved by applying the concept 
of dynamic bulk provisioning to survivable networks based on path protection. In Paper IV, 
V and VI  of this thesis we consider the performance benefits of dynamic bulk provisioning in 
survivable networks supporting dedicated, shared and a mixed protection traffic scenarios. In 
particular, the benefits in terms of blocking probability performance improvement, 
minimization of backup resource usage and control overhead reduction are studied.  
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3.4.2 Double Link Failures 
 
WDM networks might face certain link failure scenarios where more than one link is in a 
failure state at the same time. At the minimum, it’s important to protect against double link 
failures as they can cause significant disruption time resulting in a big data loss, and their 
occurrence probability is not negligible [65]. Note that, currently popular protection 
techniques in WDM networks (i.e., (DPP 1:1) and (SPP 1:1)) only protect against single link 
failures, and in the wake of multiple link failures (e.g., double link failures) survivability 
cannot always be guaranteed with only one reserved protection path. A straightforward 
approach is to extend the path protection schemes to provide two backup paths instead of one 
(e.g., (DPP 1:2)) ensuring survivability in double link failure scenarios. However, providing 
multiple backup paths can increase the backup resource usage significantly, and also resulting 
in much worse blocking performance partly caused by the requirements to satisfy the link-
disjointness criteria among all three computed paths of a connection. So, path protection 
schemes using multiple backup paths to protect against double link failures are not very 
resource efficient in many practical networking scenarios.  
 
An alternative is to use dynamic restoration based techniques [7][12][60][61] that can handle 
multiple link failures as well because of the dynamic nature of the restoration based 
approaches. However, a major drawback is the lack of a hard guarantee to protect against link 
failures. Furthermore, path restoration (PR) based approaches may require much longer 
failure recovery times because of involved procedures related to failure notification, path 
computation and signaling to dynamically compute and setup a new backup path. Connections 
that loose either primary or a backup due to network failures are called vulnerable 
connections because in the wake of yet another failure on the only surviving path will result in 
lost connection between the end-points unless a restoration is attempted which may take much 
longer time (increasing disruption period) as compared to simple protection switching which 
would have been possible if the connection was in protected state. So, the average disruption 
period for the connections can be decreased by avoiding the connections to resort to 
restoration by minimizing the number of vulnerable connections in the network. This is the 
exact idea behind Backup Reprovisoning (BR) that attempts to minimize the number of 
vulnerable connections in the network resulting in reducing the average disruption period for 
the network connections. Yet another approach is to couple restoration with an active 
protection mechanism as in [13]. Authors in [14] propose a hybrid scheme to achieve high 
double link failure restorability (DLFR) by establishing a pre-determined backup route (PBR) 
during the connection provisioning phase and a restored backup route (RBR) is established in 
case a failure occurs on the backup path. A segment based restoration scheme is proposed 
which allows having a quick recovery from a failure, minimizing the disruption time, but on 
the other hand, decreases the restoration efficiency as compared to end-to-end dynamic path 
restoration schemes. We address the problem of achieving high connection availability in 
double link failure scenarios by involving PR as well as BR in the failure recovery process. 
More specifically, we propose two dynamic failure recovery schemes in Paper VII  namely 
dedicated path protection + path restoration (DPP + PR) and dedicated path protection + 
backup reprovisioning + path restoration (DPP + BR + PR) to maximize the connection 
availability, and minimize the number of dropped connections. 
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Chapter 4  
 
 

Dynamic Bulk Provisioning of Network Resources 
 

 
Network control and management is a broad term covering a wide range of functionalities that 
depend on the type of network and architecture considered. In Wavelength Switched Optical 
Networks (WSON), network control and management functionalities mainly focus on features 
such as network topology discovery, network state information dissemination, neighborhood 
discovery, fault management, and performance monitoring operations [2]. This set of 
functionalities also includes connection management operations (e.g., establishment, 
maintenance and teardown) of the requests in a dynamic scenario [66].  
 
As mentioned in the previous chapter, there are fundamentally two different ways to provide 
control functionalities for dynamic provisioning of connection requests in a WSON, i.e., 
distributed and centralized [3]. One example of distributed control is Generalized Multi-
Protocol Label Switching (GMPLS) [4]. In this approach (as it is the case for all distributed 
solutions), provisioning decisions are made locally, at the ingress nodes (i.e., network nodes 
where connection requests originate) based on network state information that is replicated and 
maintained throughout the network. This characteristic makes distributed approaches highly 
scalable, i.e., the processing load of path computation is distributed among the various 
network nodes. In addition, distributed approaches are inherently less affected by failures, 
since path computation operations are not performed at a single node, i.e., no single point of 
failure. As it was already mentioned before, all the nodes in network taking part in the routing 
decisions must have access to up-to-date network state information (e.g., detailed, or 
aggregated, wavelength availability information, current lightpath routings in the network). 
On the other hand, in larger networks and with traffic that becomes more and more dynamic, 
maintaining correct and up-to-date network state information becomes a challenge. This 
translates into routing decisions that might not be optimal as they are based on a local view of 
the network state which is not always up to date. Another problematic aspect is related to the 
computing power required to handle these complex path computation operations, i.e., not all 
nodes in the network might be equipped with sufficient computational capabilities.  
 
Centralized provisioning can be used to address some of these drawbacks [67]. With this 
approach typically a single entity is responsible for making all the routing decisions, which 
are based on a global view of the network state information. It allows for the possibility to 
make optimal routing decisions, and for centralized handling of network control and 
management operations. This in turn eases the computational load on the network nodes 
related to these tasks and up-to-date network state information only needs to be maintained at 
the centralized entity instead of each network node. All these advantages, on the other hand, 
come at the price of a reduced robustness, i.e., the centralized entity becomes a single point of 
failure, and additional measures needs to be taken to avoid severe service disruptions. 
Furthermore, scalability can be an issue in larger networks due to the limited computational 
power of the centralized entity.  
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For the reasons mentioned above, we decided to focus our attention on centralized network 
provisioning scenarios. In particular, we were interested in the opportunity that such a choice 
allows for optimal provisioning of connection requests, i.e., tangible performance gains in 
terms of improved blocking performance, better resource utilization and control overhead 
reduction [3][68]. Network provisioning based on centralized approaches has gained 
momentum since the introduction of a new set of standards by the IETF related to Path 
Computation Element (PCE) [5]. As a result, a number of PCE-based solutions (with their 
associated network architectures) specifically addressing the WSONs are already available in 
the literature. For example, one possibility is to have a close interaction between the Network 
Management System (NMS) and the PCE in a setup where the NMS is responsible for the 
communication between the ingress nodes and the PCE [69]. This kind of architecture is 
useful if the network nodes are not capable of handling PCE Communication Protocol (PCEP) 
based interactions (i.e., in the absence of a functional Path Computation Client (PCC) 
module). An alternative architecture involves merging the NMS functionality (including all 
the services, call admission control, and QoS related policies) with the PCE, and allowing the 
ingress nodes to directly communicate with the PCE, eliminating one extra layer of 
communication between the PCE and network nodes in the process. The work presented in 
this chapter is influenced by this latter architecture where direct interaction between ingress 
nodes and the PCE is allowed.  
 
Regardless of the specific choices made for the architecture, the benefits of a PCE-based 
provisioning scheme can be best capitalized if connection requests are processed at the PCE 
in bulks (i.e., in batches). The main reason is that batch provisioning of resources provides an 
opportunity for concurrent optimization of how resources are used, which in turn results in a 
better network performance. However, there is a lack of extensive research on the impact of 
batch provisioning on network performance in dynamic traffic scenarios. In [57], a PCE-
based architecture is proposed for Next Generation Network (NGN) applications including 
grid services that allows for a dramatic reduction of the setup time of connection requests by 
provisioning them in batches. In [56], network architecture suitable for dynamic provisioning 
of resources in optical grids is proposed. However, both works only consider an incremental 
traffic scenario (i.e., connection requests arrive in the network randomly, but after they are 
set-up, they are never terminated). In Paper I of this thesis, we propose a mechanism to 
aggregate multiple LSP requests to form a bundle, and to send them to the PCE for 
provisioning using the PCEP protocol. The key motivation is to reduce the PCEP control 
overhead by having multiple LSP requests encapsulated in the same PCEP message. This idea 
is refined, and a more flexible mechanism is proposed in Paper II where multiple such 
bundles are processed at the PCE in a concurrent manner in the form of a bulk. For this reason, 
we refer to this approach as dynamic bulk provisioning. The idea proposed in Paper II  not 
only allows for reducing the PCEP control overhead, but also provides an opportunity to 
concurrently optimize how network resources are utilized, thus improving the network 
blocking performance. Based on this idea, in Paper III , we propose a dynamic bulk 
provisioning framework, which provides two types of aggregation for LSP requests (both at 
ingress nodes and at the PCE). The different parameters of the proposed bulk provisioning 
framework can be configured targeting certain performance requirements (i.e., minimizing 
blocking probability or PCEP control overhead).  
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4.1 Bulk Provisioning (BP) Framework 
 

The PCE-based dynamic bulk provisoning framework proposed in Paper III  is presented in 
Fig. 4.1. This framework makes use of the messages defined for the interaction between a 
PCC and the PCE, i.e., the PCEP protocol [53]. There are two important messages in the 
PCEP which are interesting in the context of the current study. The PCReq message, which is 
used to send a path computation request from an ingress node to the PCE, and the  PCERep 
message, which is used to send a path computation reply back to a specific ingress node. The 
PCEP protocol provides the flexibility to send mulitple LSP path computation requests in the 
same PCReq message. Similarly multiple path computation replies (for the same specific 
ingress node) can also be packed in one PCRep message. These features can be exploited to 
reduce the PCEP control overeahead, i.e., by bundling multiple LSP path computation 
requests at each ingress nodes, and by using a similar approach when transmitting the path 
computation replies back to the ingress nodes from the PCE. At the PCE, all the incoming 
LSP requests belonging to different bundles are placed in the Request Queue (RQ). Different 
algorithms for bulk provisioning of LSP requests may reside in Path Computation Engine 
(PCEng). The Path Computation Manager (PCM) picks a set of requests belonging to one or 
multiple bundles from the RQ, and feeds them to the PCEng for concurrent provisoning. The 
PCEng computes paths using one of the deployed provisioning algorithms. Routing decisions 
are based on the up-to-date network state information stored in the Traffic Engineering 
Database (TED), and the routes of the already established lightpaths are stored in a separate 
database (i.e., Active LSP List). 
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Fig. 4.1.  Proposed PCE-based dynamic bulk provisoning framework in Paper III . 
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Fig. 4.2.  A timeline view of the propsoed framework in Paper III . 
 
A timeline view of the proposed dynamic bulk provisoning procedure is illustrated in Fig. 4.2. 
Three LSP requests arrive within a pre-defined PCC-time-threshold at ingress node B (Step 1). 
All the requests arriving in this time-threshold are collected and packed in one PCReq 
message and transmitted to the PCE for path computation (Step 2) where they are placed in 
RQ. A PCE BundleThrsh is employed at the PCE to ensure that a pre-configured number of 
bundles are collected before forming a bulk. Once the bulk is ready it is fed to the PCEng for 
concurrent optimization (Step 3). After the bulk provisoning process finishes at the PCEng 
(Step 4), all path computation replies are sorted based on their ingress nodes, such that all the 
replies destined for the same ingress node are packed in one single PCRep message and then 
sent back to the respective ingress nodes (Step 5). An RSVP-TE [50] based signaling 
procedure is then initiated (Step 6) to setup each computed path. As shown in Fig. 4.2, LSP 
setup-time includes different time components including queueing times at the PCC and PCE, 
communication time, and signalling time.   
 

4.2 Concurrent Optimization Algorithms 
 
As described in the previous section, path computation algorithms can be deployed at the 
PCM to perform bulk provisioning of LSP requests. In Paper II and Paper III , an ILP 
formulation is proposed to optimally solve the dynamic bulk provisioning problem at the PCE. 
Paper III  also proposes an efficient meta-heuristic for bulk provisioning of LSP requests 
which can be used as a scalable alternative to the ILP-based solution. Both these proposed 
solutions are presented in this section. Table 4.1 and Table 4.2 present the notation used for 
the inputs and the variables used to describe the proposed concurrent optimization algorithms. 
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Table 4.1 

Inputs for proposed concurrent optimization algorithms 
 

G(N,E) Physical topology consisting of set of nodes (N) and set of links (E) 
W Maximum # of wavelengths supported on each link 

Wxy Number of free wavelengths on link (x,y) 
D Set of LSP requests to be provisioned in the PCE where each request c 

(from a source s to a destination d) is denoted by � c and � c �  D 
 

Table 4.2 

Variables for proposed concurrent optimization algorithms 
 

Lxy Number of wavelengths to be used by LSPs on link (x,y) based on current 
solution of the processed bulk 

�
�

�� �
�  

Binary variable equal to 1 if LSP request c traverses physical link (x,y) 
using wavelength w 

Ac Binary variable equal to 1 if LSP request c is successfully provisioned 
�
�

�  Binary variable equal to 1 if LSP request c uses wavelength w 

M Load of the maximally loaded link in the network 
 

4.2.1 Proposed ILP Formulation  
 
In this section, we introduce the formulation for our proposed ILP for bulk provisioning of 
LSP requests (LSP_BP_ILP) at the PCE to enable concurrent optimization.  
  
Objective 1 (Weighted LL + M) 

 
(4.1)  

 

Objective 2 (M) 

       
(4.2) 

 

Objective 3 (Weighted LL) 

 
(4.3) 

 

Objective 4 (LL) 

     
(4.4) 
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Constraints 

 

  (4.5) 

    
(4.6) 

     (4.7) 

 
   (4.8) 

     (4.9) 

    
(4.10) 

    (4.11) 

 
   (4.12) 

 
  (4.13) 

 
In the ILP proposed in Paper II and Paper III , four different objective functions have been 
proposed with a purpose to evaluate different strategies to minimize the resource congestion 
in the network (i.e., avoiding the usage of already loaded links). It is assumed that in all 
objective functions �  ��  �  ��  � . Objective 1 (4.1) aims at minimizing: the number of blocked 
LSP requests in the first term, the sum of weighted link loads in the second term (i.e., higher 
weight is assigned to the links that have more used number of wavelengths to avoid these 
overloaded links in Weighted LL), and the load of most loaded link in the network (M) in the 
last term. In Objective 2 (4.2), the first term minimizes the number of blocked LSP requests; 
the second term minimizes the link loads (LL) (i.e., to reduce total wavelength usage), while 
M is minimized in the last term. Note that weighted link loads are not considered in the 
Objective 2 to evaluate the effectiveness of only using M to minimize resource congestion. In 
Objective 3 (4.3), in addition to minimizing the LSP blocking ratio in the first term, the 
second term minimizes the weighted link loads (Weighted LL). M is not considered in 
Objective 3 to evaluate the impact of using only weighted link loads on the performance. 
Objective 4 (4.4) is the simplest objective where in addition to minimizing the LSP blocking 
rate in the first term, only link load (LL) is minimized (in the second term). So, in all four 
considered objectives, different mitigation techniques for wavelength resource contention 
have been integrated to assess the impact on blocking performance.  
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As for the constraints, Eq. 4.5 is the flow conservation constraint for the computed paths. The 
constraint in Eq. 4.6 ensures that each LSP can only reserve one wavelength on a link at most. 
The constraint in Eq. 4.7 makes sure that a wavelength on a link is reserved only if the 
corresponding LSP request is provisioned. The constraint in Eq. 4.8 forces any wavelength on 
any link in the network to be used by at most one LSP. The constraint in Eq. 4.9 makes sure 
that the successful provisioning variable is constrained by the existence of the corresponding 
LSP request in the demand set D. The constraint in Eq. 4.10 is used to calculate the number of 
used wavelengths on each network link based on the LSPs already routed in the network. The 
constraint in Eq. 4.11 makes sure that the load of each link is not exceeding the number of 
free wavelengths on that link at that particular time instance. The constraint in Eq. 4.12 is 
used to eliminate the flow decision variables for a certain link when all its wavelengths are 
already occupied. This is done to speed up the ILP execution time. The constraint in Eq. 4.13 
calculates the value of M, i.e., the load of the most loaded link in the network, which is used 
in Objective 1 and Objective 2. 
 

4.2.2 GRASP With Bulk Provisioning (LSP_BP_GRASP) 
 
In this section, a heuristic based on a Greedy Randomized Adaptive Search Procedure 
(GRASP) [38] is described. This heuristic, proposed in Paper III , is a time efficient and 
scalable alternative to the ILP based optimal solution presented in the previous section. 
GRASP is a meta-heuristic and is well suited to solve combinatorial optimization problems. 
GRASP comprises two main phases, as shown in Fig. 4.3. First phase is called construction, 
where a feasible solution (i.e., provisioning of input connection requests) is built in multiple 
iterations, while in the local search phase a local optimum is searched in the neighborhood of 
the current solution. Note that inputs for the LSP_BP_GRASP are the same as for 
LSP_BP_ILP (as defined in Table 4.1) while a set of computed paths are output for the 
provisioned requests. 
  

•Set size for RCL 
•Populate RCL  according to min. 
allocation cost (Greedy)

Remove a random connection from 
RCL and allocate it

A complete 
solution built?

No

Compute the  objective value for the 
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Save the best solution so far

If current iteration  
<  Max  Iterations ? 

Return the set of provisioned requests 
from the best solution so far

No

De-allocate n random connections

Yes

Construction Phase

Local Search

 
 

Fig. 4.3.  A flowchart for the LSP_BP_GRASP proposed in Paper III . 
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During the construction phase, first a restrictive candidate list (RCL) is built comprising a 
subset of all input connection requests based on a greedy cost function (i.e., the number of 
wavelength link resources required to provision a connection request). If RCL is not empty 
then a random request is removed from the RCL and allocated (i.e., provisioned). During 
connection allocation, for routing, a dynamic routing algorithm named Weighted Least 
Congested Routing (WLCR) presented in [44] is used. WLCR uses pre-computed k-shortest 
paths (to cut-down on the runtime computation overhead), and dynamically selects a suitable 
path during the provisioning phase depending on the congestion level and hop count criteria. 
First Fit (FF) is used for the wavelength assignment afterwards. Note that procedure is 
adaptive because the cost (i.e., based on greedy function mentioned above) associated with 
each connection used to populate the RCL is updated in each iteration. After a complete 
solution is built (i.e., all the input requests to the GRASP procedure are processed), it is saved 
if it’s indeed the best one so far based on the computed value of GRASP objective function 
(i.e., any objective presented in the previous sub-section can be used). Max Iterations 
parameter is specified to bound the number of runs or repeats allowed for the GRASP 
procedure. If current iteration is not the last (i.e., < Max Iterations), then n connections are 
randomly de-allocated (i.e., released) from the current solution (e.g., with a uniform 
distribution), and the control flow is again transferred to the construction phase. If, on the 
other hand, it is the last iteration then computed paths for the successfully provisioned 
requests are returned by the GRASP procedure based on the saved best solution so far. Note 
that, all the allocations are only performed on a local snapshot of the network state database 
but not in the real network. Time complexity of the LSP_BP_GRASP is O(�D�3) and to 
initially pre-compute k-shortest paths for each of the v*(v-1) node pairs using Bellman-Ford 
algorithm requires a time-complexity of O(K*v*e). A detailed description of 
LSP_BP_GRASP can be found in Paper III . 
 

4.3 Performance Considerations 
 
First, we present a selected set of results for the PCE-based bundle provisioning mechanism 
proposed in Paper I to evaluate the beneficial effects of bundle provisioning in terms of 
PCEP control overhead reduction. Performance evaluation is done in the European Optical 
Network (EON) topology, comprising of 19 nodes and 39 links. WLCR [44] is used for 
routing, and First Fit is utilized for wavelength assignment. Performance is evaluated as a 
function of the PCC-time-threshold for three different LSP request arrival rate values (i.e., 
low, medium and high) generated between each node pair in the network. 
 
Results are presented not only for the proposed LSP request bundling approach but also for a 
Baseline case (i.e., no bundling is applied), used as a benchmark to assess the PCEP control 
overhead reduction and blocking probability performance of the proposed scheme. It’s 
apparent from Table 4.3 that under low arrival rate case, there is no blocking in the network 
even for the higher PCC-time-threshold values which forces the traffic to become bursty. 
With a medium arrival rate, the blocking probability increase is still negligible for low PCC-
time-threshold values. However, when the time threshold is increased to 40s, we observe a 
noticeable increase in blocking probability because of higher induced burstiness of traffic. For 
the high arrival rate case, we see that blocking probability is somewhat close to Baseline 
when PCC-time-threshold values of 1s and 10s are used. However, blocking probability 
performance is much worse for the LSP request bundling approach as compared to the 
baseline, when a PCC-time-threshold of 40s is used. It can be concluded that high PCC-time-
threshold values result in an increased burstiness level of the traffic. The lack of any 
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concurrent optimization algorithm to counter this effect leads to a degradation in blocking 
probability performance.  
 
Table 4.3 also shows that, for a low arrival rate and a PCC-time-threshold of 40s, a 47% 
reduction of the PCEP control overhead is possible. And this gain is achieved without 
incurring in any blocking probability increase over the Baseline approach. In medium and low 
arrival rate traffic scenarios, a PCC-time-threshold value of 10s is more useful where a PCEP 
control overhead reduction of 32% and 38% respectively is possible. Although, even higher 
reduction in the PCEP control overhead can be achieved, but it is at the expense of a much 
worse blocking performance compared to the Baseline as shown in Table 4.3. It’s evident that 
PCEP control overhead reduction is directly related to the PCC-time-threshold value at the 
ingress nodes (i.e., higher values result in more reduction in control overhead). However, 
gains in terms of control overhead reduction start to diminish beyond the value of 40s for the 
PCC-time-threshold. From these results it can also be observed that there is a clear tradeoff 
between the achieved reductions in control overhead by using the LSP request bundling 
approach, and the increase in blocking probability caused by the high burstiness of traffic 
triggered by an increase in the PCC-time-threshold. 

 

Table 4.3 

Blocking probability and PCEP control overhead reduction for LSP request bundling in EON 

 LSP Request Bundling Baseline 
PCC-time-threshold [s] 1 

Arrival Rate[s] 1/120 
(Low) 

1/90 
(Medium) 

1/60 
(High) 

1/120 
(Low) 

1/90 
(Medium) 

1/60 
(High) 

Blocking  
Probability[%] 

0 0.01667 1.1167 0 0.0233 1.1733 

Control Overhead 
Reduction Over 

Baseline [%] 

6.3154 7.5315 9.8687 - - - 

 LSP Request Bundling Baseline 
PCC-time-threshold [s] 10 

Arrival Rate [s] 1/120 
(Low) 

1/90 
(Medium) 

1/60 
(High) 

1/120 
(Low) 

 

1/90 
(Medium) 

1/60 
(High) 

Blocking  
Probability[%] 

0 0.01 1.22 0 0.0233 1.1733 

Control Overhead 
Reduction Over 

Baseline [%] 

27.6709 31.9484 38.4175 - - - 

 LSP Request Bundling Baseline 
PCC-time-threshold [s] 40 

Arrival Rate [s] 1/120 
(Low) 

1/90 
(Medium) 

1/60 
(High) 

1/120 
(Low) 

1/90 
(Medium) 

1/60 
(High) 

Blocking  
Probability[%] 

0 0.27 3.1233 0 0.0233 1.1733 

Control Overhead 
Reduction Over 

Baseline [%] 

47.1282 49.7813 52.6373 - - - 
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Now, we show some performance evaluation results for the dynamic bulk provisioning 
approach based on LSP_BP_ILP (proposed in Paper II and Paper III)  and on 
LSP_BP_GRASP (proposed in Paper III) . First, we compare performance (in Table 4.4) for 
the different objective functions used with LSP_BP_ILP that are proposed (as described 
earlier) in Paper III  to minimize the congestion and improve blocking performance. 
Performance evaluation is done using the NSF network topology [44], which comprises 14 
nodes and 20 bi-directional links. For this set of results, the PCC-time-threshold value is set at 
30s, and PCE BundlesThrsh parameter in the bulk provisioning framework is configured to a 
value of 5.  

Table 4.4 

Blocking probability and RWA computation time for LSP_BP_ILP based on different objectives 

 Objective 1 
(Weighted LL + M) 

Objective 2 
(LL + M) 

Load [Erlangs] 150 160 170 150 160 170 

Blocking  
Probability[%] 

1.372 2.921 4.842 1.399 2.992 4.939 

RWA Computation Time [ms] 54.316 60.363 61.658 54.552 61.572 62.538 
 Objective 3 

(Weighted LL) 
Objective 4 

(LL) 
Load [Erlangs] 150 160 170 150 160 170 

Blocking  
Probability[%] 

1.222 2.752 4.665 1.247 2.836 4.78 

RWA Computation Time [ms] 48.657 54.999 55.867 49.28 53.801 55.175 
 
It’s clear from the results presented in Table 4.4 that (Weighted LL) provides the best 
blocking performance because of the more fine-tuned congestion control. So, when 
computing different paths, it is important to account not only for the wavelength usage but 
also for the resource congestion level. The worst performance is obtained by (LL + M) mainly 
because it tries to minimize only the load of the most loaded link in the network. Based on 
these results, (Weighted LL) is used as the objective for performance evaluation in Paper III  
both for LSP_BP_ILP and LSP_BP_GRASP.  

Table 4.5 

Blocking probability and LSP setup-time results for different approaches in NSF 

 Sequential Baseline 
PCE  

BundlesThrsh [#] 
1 5 9 1 5 9 

Blocking  
Probability[%] 

2.805 2.943 3.086 2.511 2.511 2.511 

LSP  
Setup-time [s] 

5.295 6.945 8.605 0.282 0.282 0.282 

 LSP_BP_GRASP LSP_BP_ILP 
PCE  

BundlesThrsh [#] 
1 5 9 1 5 9 

Blocking  
Probability[%] 

2.699 2.333 2.204 2.26 1.863 1.764 

LSP  
Setup-time [s] 

5.279 6.928 8.563 5.718 7.487 9.265 
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A selected set of results from Paper III  are shown in Table 4.5 comparing the proposed bulk 
provisioning schemes (i.e., LSP_BP_ILP and LSP_BP_GRASP) with the Baseline as well as 
a Sequential approach, where requests in each bulk are provisioned one-by-one (i.e., no 
concurrent provisioning is performed and a sequential heuristic named WLCR is used for this 
purpose). Note that for these results a network load of 170 Erlangs is used, and PCC-time-
threshold is fixed to 10s. Results are shown for different values of the PCE BundlesThrsh to 
clearly demonstrate the benefits of bulk provisioning approach to reduce the blocking 
probability. LSP setup-time results are also shown for the compared schemes. It’s clear that 
higher values of PCE BundlesThrsh has a direct beneficial impact in terms of reducing the 
blocking probability because an increase in this parameter allows a better opportunity to 
concurrently process multiple LSP request bundles arriving from a diverse set of ingress 
nodes. When the PCE BundlesThrsh is set to 9, LSP_BP_ILP can achieve blocking 
performance improvement of around 30% compared to Baseline. Under the same set of 
parameters LSP_BP_GRASP can reduce the blocking probability by 12% compared to the 
Baseline. LSP setup-time for the LSP_BP_ILP is slightly higher but acceptable if considering 
that this approach provides optimal blocking performance. However, performance in 
Sequential approach starts to degrade with the higher values of PCE BundlesThrsh due to the 
lack of any concurrent optimization. In other words, the effect of traffic burstiness forces the 
blocking probability to increase. Detailed results for other simulation scenarios and 
performance parameters can be found in Paper III . 
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Chapter 5  
 
 
 

Dynamic Bulk Provisioning in Survivable WDM 
Networks 
 
 
 
The emergence of new multimedia-intensive online applications and the increasing need for 
bandwidth by existing services has paved the way to the deployment of optical networks 
based on WDM technology. However, bandwidth is not the only important parameter to 
consider. These latest applications, such as services related to the medical field, remote data 
backup and replication, cloud storage, cloud computing, and Business to Business (B2B) 
applications, demand also high connection availability and require the underlying transport 
infrastructure to be resilient to failures. Their requirements are incorporated as a part of the 
service level agreement (SLA) between the network clients and the service provider. In order 
for WDM optical networks to fulfill these resilience and connection availability requirements, 
it is necessary to specifically focus on schemes able to achieve the maximum survivability 
under different network failure scenarios, without compromising too much on other important 
aspects, e.g., connection blocking probability. 
 
The research efforts in this area have been intense in the past several years 
[1][6][7][58][59][60][61]. This is mostly due to the fact that in WDM networks even a single 
failure (e.g., a fiber cut) can potentially disrupt many wavelength links each one transmitting 
at tens of Gbps data rates. In these studies different type of network failure (e.g., node, link) 
have been considered. In particular, link failures are predominant in WDM networks and there 
are many resilient approaches presented in literature to mitigate their effect [58][59][60][61]. 
They can be fundamentally divided into two basic categories: protection or restoration 
strategies. Path-protection-based approaches are in particular very popular because they 
provide a guarantee against single (and/or multiple) link failures by computing and reserving 
backup resources during the network provisioning phase. Because of this fact, protection-
based approaches are very fast during the failure recovery phase, not having to deal with any 
runtime path computation overhead (i.e., the typical case of a restoration-based survivable 
scheme). Path protection techniques can be further categorized in: dedicated path protection 
(DPP) or shared path protection (SPP) schemes. Both DPP and SPP have their fair share of 
strengths and weaknesses. The backup resources allocated by DPP schemes cannot be shared 
with the backup paths of any other connection in the network (i.e., they are dedicated). 
Reservation of dedicated resources allows switches on the backup path to be pre-configured 
to enable fast protection switching in the event of a potential failure on the primary. The fast 
protection switching afforded by DPP helps minimizing the connection disruption period [58]. 
In addition, control and signaling procedures are usually much simpler for DPP-based 
schemes. Lastly, RWA approaches for DPP are not computationally as intensive as in SPP 
case. On the other hand, the backup resources in SPP can be multiplexed (i.e., shared) among 
backups of multiple connections as long as the primary path of these connections are link-
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disjoint (i.e., satisfy the shareability criteria, in the case only single link failures are 
considered). In other words, it must be ensured that no two backups contend for the same 
(shared) backup resource in the event their associated primaries fail at the same time. SPP 
enables more efficient use of network resources, but since the backup resources are only soft 
reserved when a failure occurs, the signaling procedure to setup the backup requires more 
time compared to DPP. Because of their ability to guarantee recovery against single link 
failures, the rest of the chapter will concentrate specifically on protection-based techniques 
only. 
 
The potential advantages of having a centralized, e.g., Path Computation Element (PCE)-
based, path provisioning mechanisms were already discussed, in Chapter 4. All these 
advantages still hold in case of survivable path provisioning, and for this reason there has 
been extensive research on PCE-based survivable provisioning techniques. In [70] a SPP 
scheme is proposed and implemented in a PCE-based scenario leading to a much higher 
resource shareability, which also results in improved blocking performance. A modified 2-
step Dijkstra-algorithm-based SPP scheme is proposed in [71], and its performance is 
evaluated in a PCE-enabled Wavelength Switched Optical Network (WSON). Some PCE 
communication Protocol (PCEP) modifications have also been proposed to support signaling 
of various SPP features. However, most of the survivability schemes available in the literature 
consider a typical dynamic network provisioning scenario where connection requests are 
provisioned one-by-one, and usually in the order of their arrival. On the other hand, the 
benefits of provisioning connection requests in batches have been clearly described in [72], 
and it were also the main focus of Chapter 4 of this thesis. In this chapter, we argue that 
network resource usage and other key performance parameters can be significantly improved 
in survivable WDM networks based on path protection via bulk provisioning of connection 
requests. More specifically the contribution of the chapter, with respect to the papers included 
in this thesis, is highlighted next.  
 
In Paper IV, V, VI  of this thesis, we propose a set of efficient heuristics tailored for different 
path protection scenarios. Their objective is to optimize the resource usage of both primary 
and backup paths. They are presented and evaluated within the dynamic bulk provisioning 
framework described in Chapter 4. Paper IV presents a Greedy Randomized Adaptive Search 
Procedure (GRASP) [38] meta-heuristic used to concurrently provision LSP requests 
requiring SPP. The performance of the proposed procedure is evaluated considering key 
performance parameters including blocking probability, wavelength link utilization, and 
resource overbuild (i.e., the amount of wavelength links consumed by backup paths over the 
amount of wavelength links utilized by primary paths). A different heuristic designed for 
efficient provisioning of primary and backup resources in a number of path protection 
scenarios is presented in Paper V. Paper VI considers a mixed traffic scenario where 
requests arriving in the network may require DPP, SPP or no protection at all. The Proposed 
heuristics for DPP and SPP from Paper IV , V and VI  will be briefly described in this chapter 
along with a selected set of performance results demonstrating their benefits when deployed 
in a dynamic bulk provisioning scenario taking survivability aspect into consideration. 
 
In the previous chapter, we presented a bulk provisioning framework with the primary 
objective to efficiently provision multiple connection requests at the PCE as well as to reduce 
the network control overhead. It was shown that concurrent provisioning enables optimization 
of key network performance parameters (i.e., blocking probability by efficient resource 
utilization) in a scenario where the provisioned connections only require unprotected paths. 
The intuition was simple: for the connection requests arriving at an ingress (i.e., source) node 
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a time-based threshold is used (i.e., PCC-time-threshold) to aggregate multiple incoming 
connection requests before sending for the path computation to the PCE. This bundling 
feature allows minimizing PCEP control overhead by reducing the number of control packets 
that need to be sent to the PCE. At the PCE, multiple such bundles arriving from different 
ingress nodes are merged together (via the PCE BundlesThrsh parameter) to form a bulk that 
can be processed concurrently for the path computation purpose enabling significant 
improvement in key network performance metrics. In the remaining of this chapter, we 
present a series of survivable strategies specifically devised for this bulk provisioning 
framework and we analyze their performance. 
 

5.1 Dynamic Bulk Provisioning with GRASP for SPP 
(GRASP_SPP_BP) 

 
GRASP is a meta-heuristic suitable to solve concurrent optimization problems. In this section, 
we present a GRASP-based meta-heuristic to provision bulks of LSP requests at the PCE in a 
concurrent manner. The objective is to maximize the number of requests that can be 
provisioned in each bulk as well as to minimize the primary and backup wavelength resource 
usage. The general procedure and control flow for GRASP_SPP_BP is similar to 
GRASP_LSP_BP, described in Chapter 4. To summarize, during the GRASP construction 
phase, all the requests (in a bulk) that need to be provisioned are given as an input and then 
ordered based on a greedy allocation cost function (i.e., wavelength resources required to 
provision a connection request). The top elements are then put in a Restrictive Candidate List 
(RCL). Afterwards, one connection at a time is removed randomly from RCL and temporarily 
allocated (i.e., perform RWA) based on the local snapshot of the network resource database. 
This procedure is repeated until the RCL is empty, i.e., a complete solution for the input bulk 
is built (i.e., all the input requests are processed) in the current iteration. The total cost 
associated with the set of allocated requests in the current solution is calculated using a 
specific objective function (that might vary depending on the performance parameters of 
interest). If the solution cost is lower than the one of already computed solutions (for the same 
bulk), the current solution is considered as the best one and saved along with its associated 
cost. This marks the end of the construction phase of GRASP. If the number of performed 
iterations is equal to the (predefined) maximum number, then the procedure terminates 
providing as an output the current best solution, otherwise, a set of n requests are randomly 
selected and de-allocated (i.e., released) in local search phase and the whole GRASP 
procedure is repeated again. 
 
In the following, we briefly describe the request allocation procedure as well as the method 
for calculating the allocation cost for each request to be put in RCL, operations specifically 
designed for the GRASP_SPP_BP. Note that allocation cost is used to order the connection 
request to be put in RCL during the construction phase of GRASP. A flow chart of the 
allocation procedure in GRASP_SPP_BP is shown in Fig. 5.1. 
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Fig. 5.1.  Allocation procedure for GRASP_SPP_BP proposed in Paper IV. 
 
The request allocation procedure in GRASP_SPP_BP is based on a two-step approach. First a 
primary path is assigned using Weighted Least Congested Routing (WLCR) [44], which 
chooses among k possible shortest paths between the source and the destination of the input 
connection request. Then k-shortest link-disjoint paths are loaded in memory (for the currently 
selected primary path). WLCR is rerun again to choose among these k-SP-disjoint paths one 
protection path (see Figure 5.1). If both primary and secondary paths are successfully 
allocated then a wavelength is assigned using the First Fit approach (both for the primary and 
backup) resulting in a successful allocation of the connection request. If any of the primary 
and/or secondary path is null (i.e., cannot be assigned) then the connection request is not 
successfully allocated.  
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Fig. 5.2.  Calculation of allocation cost in GRASP_SPP_BP proposed in Paper IV. 
 
A flowchart for computing the allocation cost of a connection request (used when building 
RCL in GRASP) is shown in Fig. 5.2. First an allocation is performed using the allocation 
procedure described in Fig. 5.1. Afterwards, the total number of reserved wavelengths is 
calculated both for the primary and secondary path respectively. A sum of the total primary 
and backup wavelengths reserved by the connection request is returned followed by the de-
allocation of the connection request (i.e., releasing the allocated request). It should be noted 
that the use of already shared wavelengths in the network is not counted towards the cost of 
secondary path in SPP. 
 
The following objective function (5.1) is used to calculate the total cost after the construction 
phase is over in GRASP_SPP_BP (Paper IV). 
 

Minimize sec*(| | | |) * *priD A Sum Suma b g- + +  (5.1) 
 
where D is the set of demands fed to the GRASP_SPP_BP for bulk provisioning, and A is the 
set of demands that are successfully provisioned in the current solution. ��	
��  and 

���
�� are the sum of resources required by the primary and backup paths respectively of the 
provisioned (i.e., allocated) requests in the current solution. In the objective function (5.1) a , 
b  and g are constant multipliers to assign different weights to the different terms of the 
objective function. It’s assumed that a b g> >  which results in the highest weight to be 
given to the minimization of the number of blocked requests in the first term, and to the 
minimization of the primary resource usage in the second term of the objective. Meanwhile, 
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the third term helps to maximize the sharing of backup resources in SPP. For more detailed 
description of the GRASP_SPP_BP we refer to Paper IV. 
 
A selected set of results from Paper IV for GRASP_SP_BP are presented in Table 5.1. In 
addition to the proposed Concurrent approach (i.e., concurrent optimization of connection 
requests in each bulk based on GRASP_SP_BP), results are also presented for a Sequential 
approach based on WLCR (using the allocation procedure described in Fig. 5.1) where no 
concurrent optimization is used (connection requests in each bulk are provisioned one-by-one) 
at the PCE. Finally, results for a Baseline approach are also presented where bulk 
provisioning is not used at all. Performance is evaluated using a 14-node NSF [44] topology 
and the network load is fixed at 80 Erlangs. For this set of results, the PCC-time-threshold in 
bulk provisioning framework is fixed at 30s, and PCE BundlesThrsh is varied to assess the 
gains in terms of blocking performance, link utilization and resource overbuild. 
 

Table 5.1 

Blocking probability, avg. link utilization and resource overbuild in NSF 

 Baseline Sequential Concurrent 
PCE  

BundlesThrsh [#] 
1 4 7 1 4 7 1 4 7 

Blocking  
Probability[%] 

0.116 0.116 0.116 0.384 0.465 0.53 0.012 0.002 1E-3 

Avg. Link  
Utilization 

0.503 0.503 0.503 0.504 0.504 0.502 0.444 0.425 0.418 

Resource Overbuild 0.639 0.639 0.639 0.642 0.63 0.612 0.609 0.606 0.601 
 
From the set of results shown in Table 5.1, it’s evident that blocking probability for the 
Concurrent approach is significantly less (when compared to Baseline) even for PCE 
BundlesThrsh value of 1.0, and it continues to drop by setting higher values for this parameter. 
Link utilization also drops as more efficient use of wavelength link resources is enabled by 
larger values of PCE BundlesThrsh. Moreover, resource overbuild for the Concurrent 
approach is much less compared to the Baseline. As expected, in the Sequential approach, we 
see blocking performance degradation with increasing values of PCE BundlesThrsh because 
of higher traffic burstiness caused by this parameter and because of the lack of any concurrent 
optimization strategy available to counter this effect. It can be concluded that all three key 
performance parameters can be significantly improved by applying the proposed dynamic 
bulk provisioning framework in SPP-based survivable network scenario, and higher values of 
PCE bundlesThrsh improves performance by providing more opportunity for concurrent 
optimization (larger bulks of connection requests are formed).  
 

5.2 Concurrent Provisioning Heuristic for Connection 
Requests Requiring Path Protection 

 
In Paper V of this thesis, we show that a significant reduction in PCEP control overhead in 
path protection based survivable WDM networks can be achieved by enabling the bundling of 
connection requests at the ingress nodes and using a time-threshold. Note that bundle 
provisioning can be considered as a special case of dynamic bulk provisioning where PCE 
BundlesThrsh is set to 1.0. In other words, each provisioned bulk only includes one bundle in 
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this case. Furthermore, a heuristic for concurrent provisioning of LSP requests requiring path 
protection (i.e., DPP and SPP) at the PCE is presented in a dynamic bulk provisioning 
scenario. The main objective is to improve the blocking probability performance in a bundle 
provisioning scenario via concurrent optimization of connection requests. This heuristic 
works in an iterative manner where in each iteration requests are prioritized for allocation 
based on a given cost function (i.e., the required number of total wavelength links to provision 
the connection). Specific details about the cost function calculations in DPP and SPP are 
described in Paper V. Here, we describe the general working procedure of the proposed 
heuristic, which first requires a pre-processing phase. The steps of the pre-processing phase 
are described below: 
 
Step 1: Compute a set of k-shortest routes for each of the source destination pairs in the 
network, to be used later for selecting a suitable primary path for each connection request. 
 
Step 2: Compute L link-disjoint shortest routes for each of the k routes computed in Step 1 to 
be used for selecting a suitable backup path for each connection request. 
 

 

Place all the connection requests in an input 
queue

For each connection request:
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• calculate the no. of required wavelength 

resources (both primary + backup path)
• De-allocate the request

Sort all the request in queue in an ascending 
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Allocate the connection request

Any request 
remaining in 

queue ?

Yes No
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Requests in the bundle

Bundle of connection requests

 
 

Fig. 5.3.  Concurrent RWA provisioning heuristic in Paper V. 
 
As for the working procedure of the proposed heuristic (see Fig. 5.3), first of all the requests 
that need to be provisioned are placed in an input queue. Each of the connection requests in 
the queue is temporarily assigned a working and a protection path, for calculating the required 
wavelength resource usage. After that, all the requests in the queue are sorted in the ascending 
order based on the required wavelength resource usage considering both the primary and 
backup path. A request at the head of the queue is then removed, and allocated. The whole 
procedure is repeated until the queue is empty.  
 
The Enhanced Weighted Least Congested Routing (EWLCR) [73] algorithm is used to 
allocate the connection requests. Briefly speaking the procedure works as follows: in the first 
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step, EWLCR is run with k-shortest routes to select a suitable primary path for each 
connection request. Then EWLCR is run again (with the L link-disjoint routes to the selected 
primary path) to choose a suitable backup path. Note that these input routes are computed in 
advance in pre-processing phase as described above. Afterwards, First-Fit is used for 
wavelength assignment. For detailed description of the heuristic we refer to Paper V. 
 

Table 5.2 

Blocking probability, LSP setup-time and PCEP control overhead reduction in EON 

 Baseline Sequential Concurrent 
PCC-time-threshold [s] 10 40 10 40 10 40 

Blocking 
Probability[%] 

 

14.13 14.13 14.81 20.41 13.96 18.65 

LSP Setup-time [s] 
 

2.10 2.10 8.73 29.63 11.07 34.68 

PCEP Control 
Overhead Reduction 
Over Baseline [%] 

 

- - 20.854 32.368 18.169 30.313 

 
A selected set of results is presented in Table 5.2 for the heuristic proposed in Paper V 
referring to the European Optical Network Topology (EON) [44]. It should be noted that for 
the results presented in this section, the PCE BundlesThrsh is not used, and the results are 
collected as a function of PCC-time-threshold only. This is done to assess the reduction in 
PCEP control overhead and in blocking probability by the proposed concurrent heuristic when 
applied in a DPP based dynamic bundle provisioning scenario.  
 
Since all the requests processed in a bundle belong to the same ingress node there is not much 
opportunity for concurrent optimization. Applying a PCC-time-threshold artificially creates 
burstiness of the traffic. The combination of these two aspects results in an increase in 
blocking probability (i.e., with the increasing values of PCC-time-threshold). However, the 
proposed heuristic alleviates this problem by minimizing this increase in blocking probability 
via concurrent provisioning of multiple connection requests. As shown in Table 5.2, the 
blocking probability shown by the proposed heuristic (for a PCC-time-threshold value of 10s) 
is even smaller than value of blocking probability of the Baseline approach. On the other hand 
blocking probability increases more rapidly for a PCC-time-threshold of 40s. LSP setup-time 
(i.e., the time required to setup a connection in the network including signaling and queuing 
time) also increases because of the direct impact of the PCC-time-threshold. For the 
concurrent case, significant reduction in PCEP control overhead is achieved (over the 
Baseline) even for small PCC-time-threshold values.  
 

5.3 Concurrent Provisioning in a Mixed Protection Traffic 
Scenario 

 
We have shown in the previous sections that blocking probability and PCEP control overhead 
can be reduced significantly by using the proposed dynamic bulk provisioning framework in 
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SPP and DPP based survivable WDM network scenarios. In Paper VI of this thesis, a 
performance study is presented to assess and quantify the benefits of dynamic bulk 
provisioning when used with a traffic with mixed protection requirements, i.e., requests need 
to be setup in the network require a combination of DPP, SPP, and no protection. We found 
that a significant reduction in blocking probability in the network can be achieved without a 
noticeable increase in the LSP setup-time. For the performance evaluation, the concurrent 
heuristic proposed in Paper V is used to provision each request.  
 

Table 5.3 

Blocking probability and LSP setup-time in EON-TT 

 Baseline Concurrent 
PCE  

BundlesThrsh [#] 
1 3 5 1 3 5 

Blocking  
Probability[%] 

6.798 6.798 6.798 6.81 4.19 3.2 

LSP Setup-time [s] 2.619 2.619 2.619 22.72 24.31 34.63 
 
Some key results for the mixed protection traffic environment in the EON-TT [74] topology 
are presented in Table 5.3. A traffic scenario consisting of a mix of different path protection 
techniques is used, where 10% of the requests require DPP, 40% need no protection, and 50% 
demand SPP. To obtain these results, PCC-time-threshold is fixed at 40s and results are 
gathered as a function of the PCE BundlesThrsh to assess the possible gains in terms of 
blocking performance. Recall that larger values of PCE BundlesThrsh allow to process 
requests from a more diverse set of ingress nodes, providing more opportunity for concurrent 
optimization. As shown in Table 5.3, even small PCE BundlesThrsh values provide 
significant reduction in blocking probability over the Baseline. LSP setup-time increases 
rapidly after this point as concurrent provisioning for larger bulks (formed by an increase in 
the PCE BundlesThrsh) becomes more computationally intensive. Increase in the LSP setup-
time is a compromise that has to be made in many dynamic bulk provisioning scenarios and a 
major cause is the time threshold that is applied at the ingress nodes. On the other hand, a 
smaller value of PCC-time-threshold can be selected to significantly reduce the LSP setup-
time, if the objective is to achieve higher network resource optimization instead of a reduction 
in PCEP control overhead. The complete set of results demonstrating the impact of different 
configuration parameters of the bulk provisioning framework on the important performance 
metrics in a mixed protection traffic scenario can be found in Paper VI. 
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Chapter 6  
 
 

Double Link Failure Recovery  
 
 
 
In Chapter 5, we already discussed the importance of having failure recovery mechanisms to 
ensure a survivable optical network infrastructure. In particular, we presented a number of 
failure recovery approaches based on the path protection concept. However, in our 
discussions, the scope was limited to single link failure scenarios, and the proposed solutions 
(i.e., based on ILP models and heuristics) were specifically designed to guarantee protection 
against those failures scenarios. Indeed, single link failures are the most common type of 
failures in optical networks these days. However, if a high level of availability is of prime 
concern then it becomes very important to provide resilience against multiple link failures, i.e., 
in the case of double link failures (DLF) [75]. DLF refers to a scenario where the occurrence 
of a second fault takes place while the first one is still being repaired. Furthermore, it has been 
observed that, although less frequently than single link failure, DLFs (and multiple link 
failures) are likely to happen due to a variety of reasons, e.g., a common duct carrying 
multiple fiber links is damaged. In other words, a DLF may occur when the affected fibers 
belong to the same shared risk link group (SRLG). 
 
A classification of DLFs can be found in [65] in terms of network problems that lead to such 
failures and necessary features for a recovery algorithm to avoid them. The protection 
schemes discussed in Chapter 5 cannot guarantee 100% protection against DLFs, i.e., there 
might be time instances in which a second failure affects a connection that is momentarily 
unprotected. A simple and straightforward solution to guarantee protection against DLFs 
could be to have protection schemes where each primary is protected by two completely 
disjoint backup paths (e.g., (DPP 1:2), in the case of dedicated path protection). However, 
prohibitively large backup resources are required to support such a scheme. A more viable 
option is to use a backup reprovisioning (BR) procedure in conjunction with a path protection 
scheme that protects against single link failures, e.g., (DPP 1:1). The key idea behind BR is to 
re-compute the backup paths only for those connections that are left vulnerable (i.e., without a 
protection path) while network equipment is under reparation as a consequence of a previous 
failure. Obviously it might not always be possible to find an alternative protection path for 
each vulnerable connection (i.e., due to lack of spare wavelength resources). On the other 
hand BR lowers the risk that a large number of connections in the network are left 
unprotected while failures are repaired. This in turn has a positive effect on the downtime (i.e., 
service outage time) these connections might experience as a result of concatenated failures in 
the network.  
 
A detailed study on the BR procedure and its benefits in WDM networks can be found in [18]. 
An enhanced and more generalized version of the algorithm named backup reprovisioning 
after network state updates (BAND) is presented in [76]. The concept behind BAND is the 
same of BR presented in [18] with a difference that the backup reprovisioning in BAND 
might be triggered by different type of network state changes (i.e., failure arrival, failure 
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departure, connection arrival, and connection departure) and not only by occurrence of a 
failure, as it was the case for the work in [18]. Furthermore, a policy to reprovision backups 
after the resource overbuild (i.e., number of wavelength resources used by backup paths over 
the number of wavelength resources consumed by primary paths) exceeds a specific threshold 
is also explored. Both an ILP model and a heuristic are proposed for BR with the objective to 
minimize the backup resource utilization. Results show that BAND significantly reduces the 
number of vulnerable connections, thus enhancing the network robustness.  
 
Despite the advantages of BR, it is still not possible to guarantee 100% protection against all 
DLF scenarios, primarily because it’s quite difficult to ensure all vulnerable connections are 
reprovisioned successfully. In other words, even after applying BR in each failure recovery 
phase there may be connections in the network that are still left in vulnerable conditions due 
to lack of backup resources and hence may eventually be disrupted in case a second failure 
strike them.  
 
A slightly different approach utilizing both protection and restoration is proposed in [13]. This 
scheme follows a hybrid approach, i.e., a pre-computed path to protect against the first failure, 
and (when needed) a restoration-based strategy to find alternate paths for those vulnerable 
connections affected by the second failure. In order to  minimize the use of backup resources, 
the pre-computed paths are provisioned according to the Shared Path Protection (SPP) 
concept, i.e., two protection paths are able to share the same wavelength channel under the 
condition that their respective primaries do not have any resource in common. The scheme 
proposed in [13] allocates much more spare resources (than in SPP) to ensure that there is no 
contention of shared backup resources between multiple connections in a DLF scenario. Also, 
a recovery scheme is presented based on the localized restoration concept, where a recovery 
is attempted around the failed link only, instead of computing a completely new end-to-end 
path. This allows quick recovery from link failures as notifications do not need to be sent to 
the source and destination nodes of the failed path, as well as the computation of a completely 
new restored path is avoided. However, in terms of successful restoration ratio localized 
scheme performs worse than end-to-end approach due to a higher probability of the latter to 
successfully compute a new restored path. In addition, even if localized restoration is 
successful it may results in longer and suboptimal paths unnecessarily increasing the resource 
utilization.  
 
An end-to-end availability evaluation model is presented in [77]. Based on this model, an 
availability-aware dynamic connection provisioning strategy is proposed with the objective to 
minimize the use of backup resources while satisfying the availability constraint. Benefits of 
partial restoration are also explored while making sure that the required protection level of a 
connection is satisfied. Protection level of a connection is defined as the percentage of 
working capacity restorable in case of a failure. In [14] another hybrid scheme based on both 
protection and path restoration (PR) is proposed with the objective to achieve high DLF 
restorability (DLFR) in survivable WDM networks. In this scheme, a predetermined backup 
route (PBR) is setup during the network provisioning phase, and a restored backup route 
(RBR) is established dynamically in case of a failure on the backup path. Furthermore, a 
segment based (i.e., localized) restoration scheme is also proposed to increase successful 
restoration ratio. A major feature of this scheme is that resources for the RBR are reserved 
only for the time-duration for which a failure persists resulting in significant backup resource 
savings provided that the service time of the connection is much higher than the repair time of 
a link. This scheme also noticeably reduces the number of disrupted connections in DLF 
scenarios. This is mainly due to the involvement of restoration in the failure recovery process. 
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However, since no BR is provided this may result in a high number of connections having to 
be restored causing degradation of connection availability performance. Recall, that 
restoration in most cases requires much more time than a simple protection switching to 
recover from a failure.  
 
In the light of above findings, in Paper VII  of this thesis, we propose two failure recovery 
schemes specifically designed for DLFs, namely dedicated path protection + path restoration 
(DPP + PR) and dedicated path protection + backup reprovisioning + path restoration (DPP + 
BR + PR). Their objective is to maximize the connection availability levels in a (DPP 1:1) 
provisioning scenario in the presence of double failures. Furthermore, ILP based formulations 
are also proposed for the optimal solutions of BR and PR procedures. DPP is considered for 
dynamic provisioning because of the simplicity of implementation and its fast protection 
switching ability compared to SPP [58]. Our results show that both the proposed schemes can 
achieve much higher connection availability as compared to the BR based protection 
approach. Indeed, availability performance for (DPP + BR + PR) is very close to the 
benchmark (DPP 1:2) while using only a fraction of the backup resources.  

 

6.1 Failure Recovery Schemes 
 
Here, we briefly describe the failure recovery schemes that are proposed in Paper VII,  
namely (DPP + PR) and (DPP + BR + PR). Two benchmarks, i.e., (DPP 1:2) and dedicated 
path protection + backup reprovisioning (DPP + BR), are also described since they are used to 
assess the performance of the two proposed schemes. 
 

6.1.1 (DPP 1:2) 
 
(DPP 1:2) provides two dedicated backup paths for each provisioned connection effectively 
guaranteeing the protection against any possible double link failure. If the primary path of a 
connection is affected by a failure, then protection switching is applied to switch to one of the 
two backup paths. Since survivability against double link failures is guaranteed, there are no 
dropped connections in this case. Furthermore, since in DPP protection switching is very fast, 
the traffic interruption caused by protection is also minimal. In other words, (DPP 1:2) 
provides the highest possible connection availability, and for this reason is used as a 
benchmark. However, this high availability performance comes at the cost of a large 
utilization of backup resources. This translates into a not so good blocking performance 
compared to other schemes because of the network congestion caused by the higher resource 
usage. 
 

6.1.2 (DPP + BR) 
 
(DPP + BR) is the second benchmark scheme. (DPP 1:1) is used for dynamic provisioning 
and BR is proactively attempted for any vulnerable connections, to replace either a failed 
primary or backup path. If BR is successful then a connection goes from a vulnerable state 
back to a protected state again ensuring its survivability against any future link failure. 
Otherwise, the connection remains in a vulnerable state, with the risk to be struck by a second 
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failure while the disrupted primary (or backup) is undergoing reparation. Significantly less 
backup resources are required as compared to (DPP 1:2). It is also worth mentioning that BR 
is attempted not only for connections with failed primaries but also with failed backups to 
minimize the number of vulnerable connections in the network.  
 

6.1.3 (DPP + PR) 
 
(DPP + PR) is the first of the two proposed schemes and it is used to protect against DLFs. It 
utilizes (DPP 1:1) for dynamic provisioning while in case a DLF affects both the primary and 
the backup of a connection, then PR is initiated to dynamically re-compute a new primary 
path. Note that PR is reactive in nature and is only initiated when needed, in contrast to BR 
which is used proactively. (DPP + PR) minimizes the number of dropped connections in the 
network and hence greatly increases connection availability. However, no attempt is made to 
protect vulnerable connections, as it was the case with (DPP + BR). 
 

6.1.4 (DPP + BR + PR) 
 
(DPP + BR + PR) employs both BR and PR procedures to maximize the connection 
availability. In this scheme, (DPP 1:1) is used for dynamic provisioning while in the case a 
connection becomes vulnerable then BR is attempted to re-protect it. If BR is not successful 
then the connection stays in a vulnerable state. In case a second failure affects a vulnerable 
connection then that connection is disrupted, and PR is attempted as a last resort. BR ensures 
that the number of vulnerable connections in the network remains minimal, significantly 
reducing the number of connections that have to eventually resort to PR. This is important 
because PR is characterized by a relatively long recovery time mainly due to path 
computation and signaling time. 
 

6.2 ILP Formulations for the Proposed Schemes 
 
In this section, we present the ILP models for optimal backup reprovisioning (ILP_DPP_BR), 
for path restoration (ILP_DPP_PR), and for dynamic provisioning (DPP 1:2) operations, 
where the latter scheme is used for benchmarking purposes. The  notations used for the inputs 
and the variables of the ILP formulations proposed in Paper VII are listed in Table 6.1 and 
Table 6.2, respectively. 
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Table 6.1 

Inputs for the ILP formulations of the presented failure recovery schemes 
 

( , )G N E  A physical topology consisting of a set of N nodes andE links 
W  Maximum number of wavelengths supported on each link 

xyW  Number of currently free wavelengths on a link( , )x y  
D  A set of connection requests fed to the ILP to be (re)provisioned/restored 
l c  Represents a request c  from a source s  to a destinationd where l �c D  
l p

c  It is equal to1 if the primary path for a request c  from source s  to  destinationd  has 
not failed 

1l b
c  It is equal to 1 if the first backup path for a request c  from source s  to destinationd  

has not failed 
* BR is triggered when either a primary or a backup of a connection fails (i.e., 1 1,l l l+ = " �p b

c c c D ). 

 
Table 6.2 

Variables for the ILP formulations of the presented failure recovery schemes 
 

xyp  Number of wavelengths used by primary paths of (re)provisioned/restored 
connections on a link ( , )x y  

1mnb  Number of wavelengths used by the first backup paths of (re)provisioned 
connections on a link ( , )m n  

2ijb  Number of wavelengths used by the second backup paths of provisioned connection 
on a link ( , )i j  

c
xyp  It is equal to 1 if the primary path of a request c  from s  to d  passes through a 

primary physical link ( , )x y  

1c
mnb  It is equal to 1 if the first backup path a of request c  from s  to d  passes through a 

physical link ( , )m n   

2c
ijb  It is equal to 1 if the second backup path of a request c  from s  to d  passes through 

a physical link ( , )i j   

cA  It is equal to 1 if a request c  is successfully (re)provisioned/restored 

 

6.2.1 ILP DPP Backup Reprovisioning (ILP_DPP_BR) 
 
In this section, we present the ILP formulation for the BR in a DPP scenario which is used by 
the proposed scheme (DPP + BR + PR) as well as the benchmark scheme (DPP + BR). 
  
Objective 1 

Minimize  ( , ) ( , )(| | ) 1 1a b g" " "× - + × + ×� � �c x y m nc xy mnD A p b    (6.1) 

 

Constraints 
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Objective 1 attempts to maximize the number of successful reprovisionings (i.e., minimize the 
failed attempts of primary/backup path reprovisionings) in the first term, while the second 
term minimizes the wavelength resource usage of the primary paths. Last term minimizes the 
wavelength resource usage of the backup paths. Eq. 6.2 is the flow conservation constraint for 
the primary paths. It also ensures that a primary path will only be computed if the primary 
path for the corresponding l c is affected by a network failure (l p

c  
= 0). Eq. 6.3 depicts a 

similar flow conservation constraint but for the backup paths, and the backup path is only 
computed if the corresponding backup ofl c is affected by a network failure (1l b

c  
= 0). Eq. 6.4 

and Eq. 6.5 compute the load of primary and backup links, respectively, of the reprovisioned 
connections. Eq. 6.6 forces the reprovisioned primary path of a connection to be link-disjoint 
from its (already existing) backup path. Eq. 6.7 forces the reprovisioned backup path of a 
connection to be link-disjoint from its (existing) primary. Eq. 6.8 ensures that wavelength 
resources used for reprovisioning of primaries and backups for different connections do not 
exceed the current free capacity (i.e., wavelength availability) on those links. 

 

6.2.2 ILP DPP Path Restoration (ILP_DPP_PR) 
 
Here, we present the ILP formulation for the PR procedure used by the both proposed failure 
recovery schemes. 
 
Objective 2 

 

Minimize ( , )(| | )a b" "× - + ×� �c x yc xyD A p     (6.9) 
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In Objective 2, the first term minimizes the number of connections that cannot be restored, 
while the second term minimizes the wavelength resource used by the restoration paths of 
these connections. Eq. 6.10 represents the flow conservation constraint. Eq. 6.11 computes the 
wavelength resource usage for the restored paths, and finally, Eq. 6.12 ensures that the load 
on each link, as a result of the newly computed restoration paths, does not exceed the capacity 
currently available on that link. 

 

6.2.3 ILP (DPP 1:2) Dynamic Provisioning (ILP_DPP12) 
 

Here, we present the ILP formulation for the (DPP 1:2) benchmark scheme. 

 

Objective 3 

 

Minimize ( , ) ( , ) ( , )(| | ) 1 1 2 2a b g g" " " "× - + × + × + ×� � � �c x y m n i jc xy mn ijD A p b b   (6.13) 

 

Constraints 
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Objective 3 minimizes the number of unsuccessful connection provisioning attempts requiring 
(DPP 1:2) in the first term of the objective. The second, third, and fourth term minimize the 
wavelength resources required for each primary path, and for each first and the second backup 
path, respectively. Eq. 6.14 and Eq. 6.15 are the flow conservation constrains for the first and 
the second backup path of each provisioned connection, respectively. Eq. 6.16 and Eq. 6.17 
computes the link load of the first and second backup path for each provisioned connection. 
Eq. 6.18, Eq. 6.19, and Eq. 6.20 makes sure that all three computed paths (i.e., one primary 
and two backups) for each provisioned connection are mutually link-disjoint to guarantee 
survivability in any possible DLF scenario. Eq. 6.21 ensures that the wavelength usage of the 
current solution do not violate the free wavelength capacity of any network link. 

 

In all the objective functions, multiplier �  is assigned the highest value in order to maximize 
the number of reprovisioned/restored connections (i.e., minimize connection unavailability). 
On the other hand, parameters � , � 1, and � 2 are assigned lower weights, and they minimize the 
wavelength resource usage for each primary, first and second backup path, respectively. 
 

6.3 Performance Considerations 
 
Performance of the proposed (DPP + PR) and (DPP + BR + PR) schemes is evaluated and 
compared with the benchmark approaches (DPP + BR) and (DPP 1:2) to demonstrate the 
potential benefits in terms of survivability related performance metrics. A more detailed set of 
results can be found in Paper VII of the thesis. A modified (i.e., to make it 3-edge-connected) 
NSF network [44] topology is used. Each link in the network is assumed to have bi-
directional fiber links (i.e., one in each direction) with 16 wavelength channels per fiber. 
Performance is evaluated on Red Hat Enterprise Linux (RHEL) workstation with Intel Xeon 
CPUs, and 12GB of installed memory. Holding time (i.e., service time) for each connection is 
assumed to be exponentially distributed with an average equal to one time-unit. Failure inter-
arrival is exponentially distributed with an average equal to 2.5 time-units. The reparation 
time of a broken link is considered to be exponentially distributed and the mean time to repair 
(MTTR) is assumed to be 0.5 time-units. Note that chosen failure arrival rate value (as 
compared to the MTTR) is much more aggressive than in reality. But this setting allowed us 
to gather the results for the compared schemes in reasonable simulation time bounds with a 
good statistical accuracy under a dynamic scenario [78][79]. Furthermore, it allows estimating 
the robustness of the proposed schemes when possibly deployed in some Asian regions (e.g., 
India) where adverse outside environment results in very high link failure rates, and recovery 
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against DLF is of critical importance [80]. An intense failure scenario is simulated in order to 
evaluate the relative performance of the proposed schemes compared to the benchmarking 
algorithms. A revertive case [59] is assumed for the primary paths, where the original primary 
path is always restored after a failed link is repaired. Some key results from Paper VII  are 
shown in Table 6.3 under three different network load conditions. 
 
We can see from the table that for the case of (DPP 1:2) blocking probability is very high 
when compared to the other schemes. This is because two backup paths need to be 
provisioned for each primary. In addition, all three computed paths for a provisioned 
connection need to be mutually link-disjoint which is a difficult constraint to satisfy in many 
cases resulting in high blocking probability for (DPP 1:2). As expected, (DPP + PR) shows 
the lowest blocking probability as backup resources are allocated and used only when needed 
and only by those connections that are affected by a failure. In other words, PR is a reactive 
strategy and it only comes into play when a connection is affected by a failure. (DPP + PR) 
and (DPP + BR + PR) both involve PR operations and hence perform on a similar level (in 
terms of blocking probability) although (DPP + PR) has a slightly lower blocking because BR 
is not involved allowing larger number of free resources. It can be observed that (DPP + BR + 
PR) drops only half as many connections as (DPP + PR) while in both schemes this value is 
far lower compared to (DPP + BR). This happens mainly because of the inclusion of PR in 
both of the proposed schemes. There are no drops in case of (DPP 1:2) because two backup 
paths are available for each connection. Note that there may still be some disruptions during 
the protection switching phase but their time duration is much smaller and is negligible in 
most cases. 
 

Table 6.3 

Performance results for different failure recovery schemes in NSF 

 (DPP + PR) (DPP + BR + PR) 
Load [Erlangs] 20 60 100 20 60 100 

Blocking  
Probability[%] 

0.096 0.361 10.461 0.157 0.717 12.512 

Avg. Con. Dropped [#] 0.481 5.446 18.548 0.36335 2.898 9.0168 
Avg. Con. Unavailability  2.5E-4 0.0025 0.008 2.2E-4 0.0014 0.0046 
Wavelength Res. Usage 

Primary [#] 
44.170 132.293 207.342 45.877 137.974 209.780 

Wavelength Res. Usage 
Backup [#] 

69.877 204.922 307.281 72.394 212.617 310.475 

 (DPP 1:2) (DPP + BR) 
Load [Erlangs] 20 60 100 20 60 100 

Blocking  
Probability[%] 

21.211 30.354 48.998 0.15 0.696 12.461 

Avg. Con. Dropped [#] 0 0 0 243.7 285.28 303.28 
Avg. Con. Unavailability  2E-5 2E-5 2E-5 0.109 0.115 0.141 
Wavelength Res. Usage 

Primary [#] 
33.607 86.897 104.054 45.859 137.642 209.865 

Wavelength Res. Usage 
Backup [#] 

128.312 336.206 412.681 72.412 212.245 310.390 
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Connection unavailability is defined as the inverse of the connection availability and 
represents the ratio of the connection outage time (i.e., protection switching, path restoration, 
signaling time) to the connection service time. Connection unavailability is negligible for 
(DPP 1:2) while (DPP + BR) shows the highest unavailability values. Both proposed schemes 
show significantly lower unavailability compared to the (DPP + BR), which is actually close 
to (DPP 1:2). As expected, (DPP 1:2) is not a good option since it requires significantly more 
backup resources as compared to any other presented scheme. 
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Chapter 7  
 
 

Fiber Access Network Architectures 
 
 
 
In Part I of this thesis, we addressed some research issues specific to core optical networks 
based on WDM technology. One of the key problems that we focused on was the resource 
efficient dynamic provisioning of connection requests in a centralized scenario. However, as 
we argue here, dynamic provisioning problem is not only essential to address in core optical 
networks but also has become increasingly important to tackle in fiber access networks, in 
particular, the ones based on passive optical network (PON) technology. The key to enable 
truly efficient end-to-end dynamic network resource provisioning is to address this problem 
both at the core network level and in access networks from where the network traffic 
originates. Particularly, in last several years, demand for the high-speed broadband access 
networks have grown substantially driven by the emergence of new and exciting bandwidth 
intensive live streaming services, high definition audio/video conferencing, peer-to-peer 
downloading, social media driven contents, and also deeper penetration of broadband access 
in remote areas in different regions of the world. Currently Digital Subscriber Line (DSL) and 
Cable TV are the dominant technologies to satisfy the rising consumer bandwidth requirement. 
Although both of these access technologies are a significant improvement compared with the 
56kbps dialup access solutions they are still not sufficient to meet the future traffic demand. 
Most of these existing broadband technologies have a number of serious performance 
limitations. Asymmetric DSL (ADSL) which is the most commonly deployed DSL variant 
these days using twisted pair wires may offer access bandwidth of up to few Mbps, but 
performance degrades rather quickly with the customer distance from the central office, 
caused by the poor line conditions due to signal impairments. Also, the asymmetric nature of 
the ADSL lines can be a major limitation itself because many consumer oriented applications 
these days require high bandwidth both upstream and downstream.  
 
Cable TV networks were originally meant for analog TV channel transmission, and were not 
designed for high speed data transmission. Most of the available spectrum is allocated for 
analog broadcast services leaving only a narrow band of around 40MHz for digital 
transmission of few 10s of Mbps which is then shared between hundreds of subscribers. In the 
light of the above, only viable and most promising solution to support rapidly increasing 
demand for high bandwidth from broadband subscribers is fiber-to-the-home (FTTH). It 
should not come as a surprise that FTTH has gained a lot of traction in recent years with 
increasing research focused on related technologies as well as widespread gain in popularity 
and deployments in major regions of the world like North America and Asia. Traditionally 
referred to as last-mile networks, these networks are now a day commonly referred to as first-
mile from a broadband consumer point of view to signify their importance in 
telecommunication network hierarchy. In this chapter, first we briefly describe some of the 
key architectures that are supported by FTTH, and then we shift our focus to Passive Optical 
Networks (PON) which is the main theme for the later part of the chapter discussing some 
well-known deployment topologies, and describing different resource sharing techniques in 
PON. 
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7.1 Active vs. Passive Optical Network (AON vs. PON) 
 
A number of fiber access network architectures have been devised over the years. Most 
simple of these architectures is the point-to-point (P2P) (see Fig. 7.1) where a dedicated fiber 
runs-down from a central office (CO) to each broadband subscriber providing dedicated 
bandwidth. But cost is prohibitive for this architecture as significant outside fiber plant 
deployment is required. Assuming that n subscribers requiring an average deployed fiber 
length of m it will results in total fiber length of m x n and 2n transceivers if a single fiber is 
used for bidirectional transmission. 
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Fig. 7.1.  P2P access network architecture. 

 
A logical evolution of this architecture is active optical network (AON) architecture as 
depicted in Fig. 7.2 where a remote active Ethernet switch is deployed close to the subscribers, 
and only a single feeder fiber is then required to feed the switch. However, there are a number 
of drawbacks to this architecture as well. First of all, although fiber deployment cost is 
reduced but it still requires 2n + 2 transceivers. Note that 2 additional transceivers are 
required in addition to the 2n which are required in P2P architecture. This is because of the 
addition of a new link between the CO and the switch. Furthermore, remote switch needs 
power to operate as it is an active switch.  
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Fig. 7.2.  AON access network architecture. 

 
Yet another solution to keep the costs down is to replace the active switch with a passive 
splitter in the outside plant resulting in an architecture referred to as passive optical network 
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(PON) shown in Fig. 7.3. In this case, only n +1 transceivers are needed, and a fiber span of 
length m is required to support this architecture (assuming a negligible distance between 
splitter and subscribers). A PON-based architecture only consists of passive components in 
the outside plant including splitters, splices, and fiber. It affords a number of key advantages 
over other architectures described here. First of all, much longer distances between the CO 
and customer premises can be supported typically around 20 km or more which far exceeds 
the coverage provided by DSL and other non-fiber based solutions. Since a passive splitter is 
deployed at the remote note (RN) it can be buried deep in the ground at the time of 
deployment as compared to the active elements at the RN which may require continuous 
maintenance operations.  
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Fig. 7.3.  PON access netwrok architecture. 

 

7.2 PON Topologies 
 
PON is a point to multipoint (P2MP) architecture where a single CO serves multiple 
subscribers. In PON, communication occurs between an optical line terminal (OLT) located at 
the CO and a number of optical network units (ONUs) which are situated at remote subscriber 
locations. CO is also responsible to connect the access network to the backbone network. 
PONs can be deployed in a number of different network topologies. Most common in PON is 
tree topology (see Fig. 7.4) where single feeder fiber runs-down from the OLT (at CO) to the 
RN which is a splitting point, and then separate trunk fiber runs-down from the RN to each 
ONU connecting them to the PON network.  
 
Another possible PON topology is bus shown in Fig. 7.5 where a simple tap coupler is used to 
extract part of transmission power from the feeder which runs from OLT. This topology 
requires minimal fiber deployment as each ONU can be directly connected to the feeder using 
a tap coupler. However, the signal power may get weaker for the ONUs located far away from 
OLT at the bus. So, this topology is not ideal from optical power budget point of view. 
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Fig. 7.4.  PON access netwrok topologies: Tree. 
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Fig. 7.5.  PON access netwrok topologies: Bus. 
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Fig. 7.6.  PON access netwrok topologies: Ring. 
 
Finally, a ring topology (see Fig. 7.6) is also possible which allows each ONU to have two 
alternate paths to communicate with the OLT. This is very useful in case there is a failure (i.e., 
fiber cut) on one of the paths. However, as with bus topology tap couplers are introduced to 
extract the signal, and optical power budget issues are similar to the bus and actually worse 
than the tree topology, severely limiting the number of ONUs that can be connected to the 
ring. 
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7.3 Resource Sharing in PON: Spectrum vs. Time 
 
The downstream communication in PON, i.e., from an OLT to the ONUs, is referred to as a 
point-to-multipoint where the downstream data transmission is received by all connected 
ONUs (i.e., broadcast nature). On the other hand, the upstream traffic, i.e., from ONUs to 
OLT, is of multipoint-to-point nature. Upstream transmission from multiple ONUs may 
collide at the combiner if an appropriate channel sharing mechanism is not used to avoid such 
cases. Thus, a scheduling mechanism is essential to efficiently share the upstream capacity 
and avoiding the data collisions from multiple ONUs. 
 

7.3.1 Time Division Multiplexing PON (TDM PON) 
 
In TDM PON, to avoid data collisions in the upstream direction a timeslot is allocated to each 
ONU during which it can transmit its own data that’s queued in the input buffer. A major 
advantage in TDM PON is that all ONUs can operate on the same wavelength, and can be 
identical in terms of functionality cutting-down on the deployment cost. Also, only a single 
receiver is needed on the OLT. All ONUs are required to operate on full line-rate although 
each individual ONU can only transfer upstream data at a fraction of the total data rate (i.e., in 
its allotted timeslot). This property allows easily changing the ONU upstream data rate by 
modifying the allotted timeslot or employing a statistical multiplexing technique to make a 
more efficient use of the available upstream bandwidth. Typically, in TDM PON a single 
fiber is used for bidirectional transmission where one wavelength channel is employed for the 
downstream and another one for upstream transmission, and a single transceiver at the OLT to 
send/receive data to/from ONUs. Thus, TDM PON is considered as a relatively cost efficient 
option. 
 

7.3.1.1 Ethernet PON (EPON) and Gigabit PON (GPON) 
 
EPON [19] and GPON [20] are currently the dominant standards based on the TDM PON 
architecture. EPON is based on the Ethernet specification as defined in IEEE 802.3. 
Traditionally, EPON (IEEE 802.3ah) supports downstream and upstream transmission 
bandwidth of 1Gbps. However, more recent version of EPON defined in IEEE 802.3av [81] 
also called 10G EPON supports up to 10Gbps transmission both upstream and downstream. 
Typically, a reach of around 20-30 km is supported from the OLT to each ONU in both 
EPON and GPON to keep the power budget under control. Multi Point Control Protocol 
(MPCP) is defined for bandwidth allocation, auto discovery and ranging process (used to 
measure the RTT between the OLT and each ONU). MPCP defines two messages REPORT 
and GATE to be used for bandwidth allocation. The specifics of the algorithmic details are 
left to the actual implementation of a bandwidth allocation scheme. REPORT message is used 
to send the buffer status information from the ONUs to the OLT, and GATE message is sent 
by the OLT to ONUs to grant the bandwidth. Frame fragmentation is not natively supported 
by the EPON standard. 
 
In GPON, upstream transmission is based on 125 µs periodicity where control messages such 
as buffer status and grant can be integrated in to the header of this 125 µs frame. Frames up to 
1518 bytes long are then encapsulated in General Encapsulation Method (GEM) frame 
including a 5 bytes GEM header. Overhead for the status report messages is only up to 2 bytes. 
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QoS is supported natively by GPON with the concept of transport containers (T-CONTs) 
where each T-CONT represents a class of service (CoS). Furthermore, frame fragmentation is 
supported natively by GPON. Bitrate of up to 2.48Gbps can be achieved in both upstream and 
downstream directions. Next generation of GPON (XG-PON) [82] supporting 10Gbps bitrate 
has already been standardized. 
 

7.3.2 Wavelength Division Multiplexing PON (WDM PON) 
 
Another way of resource sharing in upstream direction is to use WDM technology, i.e. to 
utilize spectrum sharing. In WDM PON, each ONU operates at a dedicated wavelength. This 
requires a tunable receiver (or a receiver array) at the OLT as well as wavelength specific 
ONUs. So, wavelength specific ONU inventory needs to be manufactured by the equipment 
vendors potentially increasing the equipment development as well as retail costs. Also 
installing an ONU with the wrong wavelength may cause interference with the same 
wavelength being used by another ONU causing network stability issues. Although, the 
wavelength specific ONU inventory problems can be solved by manufacturing ONUs with 
tunable transceivers but it will increase the cost even further. There are two variants of WDM 
PON. First variant of WDM PON is called wavelength routed PON (WRPON) where a 
arrayed waveguide grating (AWG) is deployed instead of a splitter/combiner at the RN which 
acts as a passive de-multiplexer in the downstream direction, and a multiplexer in the 
upstream direction. Each ONU in this case can operate on one or multiple dedicated 
wavelengths functionally similar to P2P architecture described earlier. Full duplex point-to-
point connections are supported as well by this kind of architecture. However, from a cost 
perspective, only a single feeder fiber is required. Statistical multiplexing cannot be applied in 
this case to improve the channel utilization as in TDM PON. Second variant is called 
broadcast-and-select WDM PON where the outside plant could be similar to the TDM-PON 
with splitters/combiners, and the WDM equipment can be located at the remote ONUs. Fixed 
or tunable WDM filters can be deployed at the ONUs to select statically or dynamically 
allocated wavelengths.  
 

7.3.3 Hybrid WDM/TDM PON  
 
A hybrid WDM/TDM PON [83] couples the spectrum sharing capability of the WDM 
technology with time sharing feature of the TDM PON to get the best of both worlds. Hybrid 
WDM/TDM PON architectures are considered as promising candidates for the smooth 
migration path from today’s TDM PON to the pure WDM PONs. Generally speaking, there 
are two main hybrid architectures which are popular these days. Firstly, broadcast and select 
(B&S) that uses passive splitters to broadcast all available wavelengths to the users where the 
functionality to select the appropriate wavelength, and timeslot for data transmission is 
delegated to the media access layer at the ONU side. It requires the tunability at the ONU side 
and due to large fan-out at the splitting point power budget is usually poor limiting the 
physical reach. However, this architecture provides the most flexibility in terms of scheduling 
of wavelengths and timeslots. Second architecture prevalent these days is called wavelength 
splitting PON which uses a combination of AWGs to split the wavelengths, and power 
splitters to share a wavelength among a set of ONUs using TDM. It significantly improves the 
power budget but overall flexibility is reduced as compared to the B&S architectures. 
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7.4 Long-Reach (LR) PON  
 
As discussed earlier, PON based fiber access networks are ideal to satisfy the high bandwidth 
demands of the users. In addition, PON can also be the most cost effective solution in terms of 
deployment and maintenance costs because of the passive nature of the outside plant. 
However, cost can still be a major issue when deploying PON on a large scale where 
thousands of users in large geographical area need to be covered. This issue mainly stems 
from the limited physical reach of a typical PON system which is around 20km. This forces 
the deployment of too many expensive COs to cover larger geographical areas rapidly 
increasing the cost. In this scenario, LR-PON is an ideal solution where multiple COs and 
OLTs can be consolidated, resulting in significantly reduced operational expenditure of the 
system. In many cases, it also simplifies the traditional network hierarchy by eliminating 
metro networks, and connecting LR-PON directly to wide area networks (WAN). LR-PON 
networks can be deployed in a ring-and-spur architecture where the ring topology is used to 
increase the network resilience in case of a failure while at each node on the ring an optical 
add drop multiplexer (OADM) is placed as shown in Fig. 7.7 connecting to a PON system 
based on a tree topology. There are a number of PON architectures proposed in the literature 
based on LR-PON concept including the hybrid PON [83] and SuperPON [84].  
 
The distance between the OLT and ONUs in LR-PON may increase to 100 km and beyond 
resulting in the round trip time (RTT) value of 1ms and higher. It necessitates the design of 
new resource sharing schemes tailored for LR-PON that can tolerate the significantly higher 
RTT while still making an efficient use of shared upstream bandwidth. Our work on 
identifying and mitigating these performance limitation factors on upstream resource 
allocation in LR-PON will be presented in the next chapter. 
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Fig. 7.7.  LR-PON deployed in ring-and-spur architecture. 
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Chapter 8  
 
 

Dynamic Bandwidth Allocation in PON 
 
 
 
In both TDM PON and broadcast-and-select WDM PON, data transmission in downstream 
direction is of broadcast nature and is received by all ONUs connected to the PON system 
after passing a single or multiple cascaded splitters. Each ONU can then extract the part of 
data transmission addressed to it from OLT broadcast.  However, in the upstream direction 
medium is shared between multiple ONUs and transmission from these ONUs can collide if 
some suitable arbitration mechanism is not employed for bandwidth sharing. The purpose of 
an arbitration mechanism is to assign each ONU with a timeslot or a transmission window in 
which it can transmit the upstream data. A transmission window usually comprises of the 
transmission start time and length of the window.  There are several ways to allocate a 
timeslot for each ONU. For example, in the simplest scheme, a fixed timeslot can be allotted 
for transmission to each ONU in a round-robin fashion, or to improve the bandwidth 
utilization, a dynamic bandwidth allocation (DBA) algorithm can be deployed. The design of 
an efficient DBA algorithm is a critical issue in TDM PON to ensure the high upstream 
bandwidth utilization, and to satisfy important quality of service (QoS) related parameters 
such as fairness, packet delay and jitter. Moreover, problem becomes even more challenging 
when it is viewed in the context of emerging LR-PON. Performance degrades significantly if 
some suitable mechanisms are not in place to cater for the much larger walk distances 
between the OLT and ONUs in LR-PON. Considering the increasing trend towards the 
deployment of LR-PON in the field it has become very important to come up with some 
efficient DBA solutions to avoid the performance degradation issue. A detailed survey 
presented in [16] on LR-PON deployment issues indeed confirms that one of the fundamental 
challenges in long reach networks is to address the DBA performance degradation due to the 
extended length of the feeder fiber. In recent years, there has been extensive research on DBA 
schemes tailored for the LR-PON [17][85][86][87][88][89]. We propose two novel schemes 
in Paper VIII  and Paper IX to address this important problem using a multi-thread [17] 
based approach while targeting typical bandwidth allocation inefficiencies that occur in the 
currently available schemes when these approaches are utilized in LR-PON. Our results show 
a significant performance improvement over the currently available DBA solutions for LR-
PON under different network scenarios. 
 

8.1 Bandwidth Assignment: Static vs. Dynamic 
 
Generally speaking, bandwidth assignment in TDM PON can be performed in either static or 
dynamic way. In static case, a fixed size transmission timeslot is assigned to each ONU 
without the consideration of the queue occupancy (i.e., bandwidth demand) of each ONU. 
This has the advantage of simplicity, and there is no control overhead related to bandwidth 
allocation as timeslot is fixed for each ONU in each transmission cycle. In addition, there is 
no computation overhead because of the fixed nature of the allotted timeslots. However, static 
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approach to bandwidth assignment has some severe disadvantages regarding the efficient 
utilization of the shared upstream channel in PON. Problem stems from the fact that traffic in 
access networks can be rather bursty with respect to time. It means that there can be time 
instances where allotted timeslots may be underutilized by some ONUs, while for the other 
ONUs allotted timeslots might not be large enough (e.g., they may have more data to send). 
Due to this reason, some packets can be delayed by several cycles before they can be 
transmitted. On the other hand, if an efficient DBA algorithm is deployed, it can adapt to the 
variable bandwidth demands from different ONUs, and hence can offer a far more efficient 
use of the available bandwidth due to the statistical multiplexing nature of DBA while at the 
same time satisfying important QoS related performance parameters (e.g., packet delay, jitter 
and fairness). For the reasons mentioned above, an appropriate DBA scheme can be 
instrumental for improvement of resource utilization in PONs. In the context of EPON, MPCP 
protocol is specified in the standard used to facilitate bandwidth allocation. MPCP specifies 
REPORT and GRANT control messages utilized by ONUs for requesting timeslots and by 
OLT for sending grants respectively. REPORT messages are sent by ONUs to inform about 
the current buffer occupancy (i.e., bandwidth requests) while GATE messages are used by the 
OLT to send the grants back to respective ONUs after computing and allocating bandwidth 
via deployed DBA algorithm. DBA algorithm computes and schedules the upstream 
transmission window for different ONUs by making sure that transmission collisions between 
different ONUs are avoided. DBA scheduling can be of two types: (i) the inter-ONU 
scheduling where transmission timeslots are calculated and arbitration is done for multiple 
ONUs, and (ii) intra-ONU scheduling where arbitration is done for different priority queues 
present within each individual ONU. There are generally two different ways to deploy inter-
ONU and intra-ONU schedulers. One is to deploy the inter-ONU scheduling algorithm at the 
OLT, and the intra-ONU scheduling at each of the ONUs - making them responsible for 
scheduling the internal ONU priority queues for different traffic classes locally. While, in an 
alternative approach, both inter and intra-ONU scheduling responsibilities can be delegated to 
the OLT. This later approach will have scalability issues related to excessive control traffic 
and computation overhead. Note that MPCP do not dictate any strict guidelines for the 
implementation details for a specific DBA algorithm but rather serves as a mere 
communication and signaling framework between the OLT and ONUs to facilitate the 
implementation of any DBA algorithm. Similarly, in GPON DBA request and report 
messages are exchanged between the ONUs and OLT. Each ONU maintains a set of 
transmission container (T-CONT) buffers internally. When an ONU receives a request 
message from the OLT, it sends a report based on Dynamic Bandwidth Request (DBRu) 
informing about the status of specific T-CONT buffer. OLT runs a DBA algorithm to 
calculate the bandwidth to be allocated to each ONU. 
 

8.2 DBA Algorithms 
 
Interleaved polling with adaptive cycle time (IPACT) [90] is the earliest proposed and one of 
the most well-known DBA algorithms. IPACT dynamically polls each of the active ONUs for 
buffer occupancy in a round-robin fashion. It ensures that the next ONU is polled before the 
transmission from the previous ONU has finished - maximizing the upstream channel 
utilization and minimizing the impact of the RTT delay on channel utilization. Note that 
REPORT messages for the next cycle are piggybacked on top of data transmission in current 
cycle by the ONUs. In this way, there is no need to send separate REPORT messages 
avoiding the unnecessary extra control overhead. Furthermore, even if the buffer occupancy 
reported by an ONU is zero in the current cycle, still a transmission window (of size zero) is 
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granted to that ONU to make sure that it can send the REPORT for the next cycle. 
Consequently, IPACT minimizes the impact of propagation delays on the channel utilization 
by overlapping polling requests from multiple ONUs in time. IPACT is a statistical 
multiplexing approach because the length of the timeslot allocated to each ONU can change 
dynamically adapting to the instantaneous bandwidth demands in a given cycle from an ONU. 
On the downside, IPACT does not support CoS and QoS related features. There are several 
variations of IPACT reported in the literature. Generally these schemes can be either 
supporting limited service discipline where an OLT grants the bandwidth demanded by an 
ONU but no more than a pre-specified maximum threshold (Wmax) for each ONU. 
Alternatively, a gated approach is used where OLT grants as much bandwidth as requested by 
an ONU and not imposes any limitation on the maximum bandwidth allocation. It is easy to 
see that gated approach will have a problem if some heavily loaded ONUs ask for very large 
grants. These large grants asked for by heavily loaded ONUs can monopolize the upstream 
channel resulting in excessive delays for the packets queued at the other ONUs. Some traffic 
prediction techniques have also been proposed for IPACT. A comprehensive review of the 
different DBA algorithms for EPON can be found in [15]. Furthermore, there has been 
extensive research on efficient DBA algorithms design to address different fairness and QoS 
related issues. An excellent overview of this research can be found in [91][92][93].  
 

8.3 Performance Degradation in LR-PON and Mitigation 
Techniques 

 
As we discussed earlier, LR-PON is gaining a lot of momentum as a promising candidate for 
current and future optical access network infrastructures. One of the key advantages is the 
extended coverage supported by LR-PON. As such, LR-PON provides the opportunity to 
consolidate multiple COs and service points simplifying the access network infrastructure in 
terms of the maintenance aspects resulting in reduced operational expenditure (OPEX). 
Typically, short-reach PON systems force the deployment of too many expensive COs if large 
geographical areas need to be served. This rapidly increases the installation and maintenance 
costs in Greenfield deployment scenarios. On the other hand, LR-PON allows significantly 
increasing the coverage area, and eliminating the need for the deployment of too many COs. 
LR-PON can provide a geographical reach of 100 km or beyond effectively diminishing the 
boundaries between metro and access networks. LR-PON not only enables increased coverage 
area but also allows the deployment of far more ONUs than a short reach PON system. 
Number of supported ONUs in LR-PON can be in hundreds (or even thousands) range. 
Although, extended reach of LR-PON clearly brings forward a number of tangible advantages 
as discussed above, but on the other hand, it also introduces some key challenges for the DBA 
performance. Traditional DBA algorithms designed for TDM PON do not perform well in 
LR-PON if deployed without some appropriate modifications to compensate for the large 
propagation delays that are inherent in these networks resulting in degraded performance. 
Delay between sending a REPORT message from ONU and receiving the corresponding 
GATE message from the OLT increases significantly, contributing to much higher packet 
delays. For example, it has been shown in [94] that IPACT do not perform well in LR-PON 
scenario after evaluating the performance for different IPACT service disciplines. 
Furthermore, performance study presented in [95] clearly shows that traditional DBA 
algorithms when deployed in LR-PON can cause performance issues for real-time traffic as 
some packets can be marked as lost because of the intolerable delay.  
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Several DBA algorithms have been proposed in the literature to overcome the performance 
degradation in LR-PON. Dynamic minimum bandwidth (DMB) [85] is an offline DBA 
scheme that utilizes the bandwidth prediction technique when allocating grants to ONUs for 
the next cycle to reduce the average delay for the packets. In the offline DBA, OLT collects 
the buffer status information from all active ONUs before executing DBA algorithm (i.e., 
offline scheduling). This is in contrast to online DBA (i.e., online scheduling) where OLT 
calculates and transmits a grant as soon as it receives a REPORT message from an active 
ONU. Offline schemes are useful to achieve fairness among different ONUs during 
bandwidth scheduling, and provide enhanced QoS features because OLT has the buffer status 
information for all active ONUs in the current cycle to perform more accurate bandwidth 
allocation. On the other hand, online algorithms do not require the OLT to wait for the arrival 
of the REPORT messages from all active ONUs in a given cycle (e.g., IPACT). Long Reach 
Interleaved Polling Service level Agreement (LIPSA) [86] is an online scheme with a much 
simpler design and is shown to outperform DMB. Long Reach Highly Efficient Dynamic 
Bandwidth Assignment (LOHEDA) is proposed in [87] and is shown to perform even better 
than LIPSA at medium to high loads in terms of mean packet delay. Briefly speaking 
LOHEDA allows transmission of some packets in the current cycle without waiting for the 
allocation in the next cycle resulting in a reduction of mean packet delay. 
 
A more attractive alternative to improve the DBA performance in LR-PON is to apply a 
multi-threading mechanism. Here, a thread refers to maintenance of an active control loop for 
reporting buffer status from the ONUs and consequent granting of bandwidth according to the 
buffer status information by the OLT. This means that all traditional DBA algorithms in short 
reach PON (e.g., IPACT) can be classified as single thread - a specific case of multi-threading. 
Idea is to overlap and interleave multiple such threads in time in such a way to increase the 
reporting frequency from ONUs and hence reduce the impact of large RTT in LR-PON on 
grant delay of packets. This results in reduced average packet delay as well as enhancing the 
upstream channel utilization. There are already a number of schemes introduced in the 
literature exploiting the concept of multi-threading including the one in [17]. Scheme 
presented in [17] introduces a number of features related to multi-threading, but one of the 
major features is indeed inter-thread scheduling which reduces the response time for reporting 
buffer status of ONUs in long reach scenarios minimizing the packet delay. Some changes are 
suggested in [88] for the scheme presented in [17] to improve the performance even further. 
In particular, a demand-driven mechanism is proposed to distribute the excess bandwidth 
among heavily loaded ONUs to avoid the allocation of this bandwidth to ONUs which may 
not need it. Furthermore, a modified excess bandwidth calculation mechanism is also 
introduced to better utilize the bandwidth in current thread. Study presented in [89] shows that 
multi-threading DBA algorithms may perform well at lower loads but at medium and high 
loads performance may severely degrade because of the excessive overhead due to 
maintenance of multiple threads between the ONUs and OLT. Therefore, a traffic adaptive 
thread reduction technique might be needed to achieve good performance at high loads. 
Although, it may increase the DBA complexity because of the requirement of careful 
monitoring of traffic loads to dynamically adjust the number of threads at different time 
instances. An extensive and recent survey of different DBA schemes proposed for LR-PON is 
presented in [95]. A major problem arising in a multi-threading scenario is related to over-
granting where the same queued traffic at the ONU may be reported multiple times in 
different threads and hence consequently granted multiple times. This clearly results in 
inefficient usage of the shared upstream channel bandwidth. Our proposed schemes in the 
next section completely eliminate this issue in a multi-threading DBA scenario. 
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8.4 Proposed Schemes  
 
In Paper VIII  and IX  of this thesis, we propose two novel schemes to mitigate DBA 
performance degradation issues in LR-PON namely Newly Arrived Plus (NA+) and 
Enhanced Inter-thread Scheduling (EIS). NA+ targets the over-granting problem in LR-PON 
which can be a major performance hurdle when multi-threading is employed in LR-PON, and 
EIS in addition, introduces an inter-thread scheduling mechanism to reduce the mean packet 
delay even further. 
 

8.4.1 Newly Arrived Plus (NA+) 
 
In a multi-threading scenario, multiple DBA cycles are executed in parallel to improve 
performance in LR-PON. However, as we show in Paper VIII,  the performance can degrade 
significantly and become even worse than in single threading case if a suitable mechanism is 
not integrated in the multi-thread DBA to resolve the over-granting issue. It happens because 
each thread don’t have the complete status information about the other threads running in the 
system resulting in same queued traffic at the ONUs to be reported multiple times in different 
overlapped DBA threads. NA+ handles this problem by making sure that each thread is 
responsible for allocating the traffic that newly arrived since the initiation of last DBA cycle. 
Furthermore, it’s possible that granted bandwidth by OLT is less than the requested by an 
ONU in a specific DBA cycle so ONUs may build a backlog of traffic over time. NA+ 
includes a compensation mechanism for the backlogged traffic at different ONUs. Finally, 
NA+ also provides a compensation mechanism for unused timeslots (UTS) which may occur 
in EPON due to the lack of support for frame fragmentation. Fig. 8.1 depicts the working 
procedure of NA+ by an example. Effectiveness of the NA+ can be observed in Fig. 8.1 
where over reporting problem is eliminated by granting the bandwidth only once by the OLT 
for the black packet in Thread 1 (Gi,1) although the same packet has been reported twice – 
both in DBA cycle 1 and 2 (in Ri,1 and Ri,2). It happened because the black packet was still in 
the ONU input buffer when DBA cycle 2 was initiated. Detailed description and performance 
results for NA+ when applied to EPON and GPON can be found in Paper VIII . 
 

Table 8.1 

Notations used to present the proposed DBA schemes 

 
Ri,n Bandwidth reported from ONUi  in DBA cycle n, i.e., the buffer status 

of ONUi  at the time ti,n 
R’

i,n Recalculated bandwidth request at the OLT based on Ri,n and the  
associated inter-thread scheduling schemes 

Gi,n Resulting grant to ONUi responding to Ri,n 
dpoll Polling delay component of the total packet delay at  ONUi 
dgrant Delay until the grant for this packet arrives at  ONUi after issuing report 
dqueue Queuing delay at  ONUi after receiving the grant for this packet 
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Fig. 8.1.  Typical DBA cycles betwean OLT and ONUs in NA+ for a 2-thread case in Paper VIII . 

 

8.4.2 Enhanced Inter-thread Scheduling (EIS) 
 
In Subsequent requests plus (SR+) [17], an inter-thread scheduling mechanism is introduced 
allowing bandwidth allocation even for the packets that arrived to an ONU after issuing the 
REPORT message in the current cycle thus effectively reducing the mean packet delay. These 
packets otherwise would have to be reported in the next DBA cycle. However, over-granting 
issue still cannot be avoided in SR+ as shown Fig. 8.2 where the black packet is granted twice 
by OLT both in thread 1 and 2 (i.e.,  Gi,1 and Gi,2). The delay for the gray packet can be 
reduced significantly however because of inter-thread scheduling. Notice that gray packet was 
reported later in DBA cycle 2 (Ri,2) but EIS was able to send the grant for this packet in the 
cycle 1 (Gi,1) eliminating the need to wait for Gi,2 (i.e., corresponding to the reporting of Ri,2) 
for the grant. Main idea behind the EIS scheme proposed in Paper IX is to integrate the key 
features of NA+ from Paper VIII  with the SR+ to maximize the DBA performance in LR-
PON. So EIS not only eliminates the over-granting problem in multi-thread DBA, but also 
enables advanced scheduling for some of the packets queued at ONUs arriving just after the 
REPORT for the current DBA cycle has been sent out. These features integrated in EIS 
significantly help decreasing the delay experienced by some packets (for example gray packet) 
as illustrated in Fig. 8.3. Since over-granting problem is avoided in EIS so black packet 
although reported both in Ri,1 and Ri,2 is granted only once (Gi,1). Computation time is an 
important aspect to consider when designing a DBA algorithm because it directly impacts the 
packet delay performance. It becomes even more important in a multi-thread case where 
multiple running threads in parallel on the OLT may significantly increase the DBA 
computation time. EIS does not incur any additional inter-thread communication overhead on 
top of what is required to maintain multiple threads as in SR+ and NA+. So the DBA 
complexity in case of EIS grows linearly with an increase in number of threads. However, 
there is still some overhead due to the inclusion of extra threads causing additional DBA 
control message traffic. Therefore, it is important to balance the impact of extra control 
overhead caused by the increased threads with the benefits gained in terms of reduced packet 
delay by using multi-threading. Detailed discussion about EIS working mechanism can be 
found in Paper IX.  
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Fig. 8.2.  Typical DBA cycles betwean OLT and ONUs in SR+ for a 2-thread case in Paper IX. 
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Fig. 8.3.  Typical DBA cycles betwean OLT and ONUs in EIS for a 2-thread case in Paper IX. 

 

8.5 Performance Evaluation 
 
Performance of the proposed schemes NA+ and EIS is evaluated via extensive simulation 
experiments in Paper IX considering a long reach scenario using 32 ONU EPON system and 
a reach ranging from 10 to 100 km. A discrete event simulator developed in C++ specifically 
for assessment of PON based access networks was used in the study. A packet generator to 
model self-similar traffic conditions presented in [90] was utilized. Traffic was generated 
using 256 pareto sub-streams with a hurst parameter of 0.8 and packet size distribution 
measurements are taken from [96]. A selected subset of the performance results is shown in 
Table 8.2. Note that our focus for this study was to quantify the performance gains using our 
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proposed scheme in a multi-threading scenario. Therefore, results are presented for 2-thread 
and 3-thrad implementations for the compared schemes. Packet delay performance advantage 
for EIS is quite clear from the results for different reach values. There is a certain 
performance hit when using a 3-thread implementation as compared to a 2-thread because of 
the extra control overhead as we discussed earlier. This is particularly evident for the SR+ 
scheme as compared to NA+ and EIS where over-granting problem is handled effectively. 
However, difference between the 2-thread and 3-thread implementations start to diminish 
with increasing reach because at higher reach extra overhead incurred by the inclusion of one 
extra thread is more than compensated by the gained benefits brought by increased multi-
threading. In general, it can be concluded that a 2-thread implementation gives the best delay 
performance results if the reach is less than 100 km. For 100 km and beyond a 3-thread 
implementation is more appropriate. As for the jitter performance, EIS shows the best results 
(see Table 8.2) while NA+ also shows decent jitter performance but at the expense of worse 
delay performance compared to EIS. SR+ shows poor jitter performance for a 3-thread 
implementation because of the over-granting problem which gets intensified by an increase in 
number of threads. Complete set of simulation results for different load and reach scenarios 
for the compared schemes can be found in Paper IX.  

 

Table 8.2 

Average delay and jitter performance at load = 0.5 

 (NA+) 2-thread (NA+) 3-thread 
Reach [km] 20 60 100 20 60 100 

Delay [s] 0.00247 0.00292 0.00362 0.00297 0.00308 0.00359 
Jitter [s] 1.4919E-5 1.4481E-5 1.4275E-5 1.4608E-5 1.4554E-5 1.419E-5 

 (SR+) 2-thread (SR+) 3-thread 
Reach [km] 20 60 100 20 60 100 

Delay [s] 0.00225 0.00271 0.00321 0.00464 0.00469 0.00469 
Jitter [s] 2.5602E-5 2.5969E-5 2.6479E-5 6.657E-5 6.6427E-5 6.6131E-5 

 (EIS) 2-thread (EIS) 3-thread 
Reach [km] 20 60 100 20 60 100 

Delay [s] 0.00137 0.00216 0.00331 0.00165 0.00224 0.00294 
Jitter [s] 9.8816E-6 9.9527E-6 1.2444E-5 1.0914E-5 1.0896E-5 1.0802E-5 

 
In general, it can be concluded that proposed EIS scheme brings tangible performance gains 
when deployed in a long reach scenario however it requires a careful selection of the number 
of threads employed depending on various PON system parameters such as load, reach and 
total ONUs. 
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Conclusions and Future Work 
 
The work in this thesis addressed the dynamic provisioning problem in optical core and 
access networks based on the wavelength division multiplexing (WDM) and Passive Optical 
Network (PON) paradigm, respectively. Furthermore, in optical core networks, the problem 
of survivable provisioning was also taken into account, considering both single and double 
link failure (DLF) scenarios. 
 
With respect to the work related to WDM-based core networks, in Papers I, II and III  we 
proposed a centralized bulk provisioning framework with the objective to enable the 
concurrent provisioning of multiple connection requests using the Path Computation Element 
(PCE). The intuition behind this control and management framework is the following. By 
enabling the formation of bundles, i.e., the aggregation of connection requests, at each ingress 
node it is possible to reduce the PCE communication Protocol (PCEP) control overhead. In 
addition, at the PCE it is possible to group together a number of such bundles to create a bulk, 
thus allowing opportunity for concurrent provisioning operations with the benefits in terms of 
an optimized use of network resources resulting in improved connection blocking 
performance. In our framework, both the number of connections in a bundle and the number 
of bundles in a bulk can be controlled individually to target the optimization of specific 
performance objectives (i.e., minimize control overhead and/or blocking probability). An 
Integer Linear Programming (ILP) model was also developed to optimally solve the problem 
of concurrent provisioning of connection requests at the PCE in a dynamic traffic scenario. 
To minimize the impact of the path computation delay on the connection setup times, a 
Greedy Randomized Adaptive Search Procedure (GRASP) meta-heuristic was also proposed 
offering good blocking performance and better scalability when compared to the ILP solution. 
Our simulation results illustrate significant performance gains that can be achieved by the 
proposed bulk provisioning framework in terms of blocking performance, efficient resource 
utilization, and control overhead reduction in PCE-based WDM core networks.  
 
Considering the importance of resilience in optical networks, in Papers IV, V and VI of this 
thesis we extended the proposed bulk provisioning framework to account also for connection 
requests requiring path protection against single link failures. In particular, we proposed a 
GRASP-based meta-heuristic to enable Shared Path Protection (SPP) based provisioning. In 
addition, we also developed a simpler (i.e., greedy) heuristic used for concurrent provisioning 
of connection requests requiring a mixture of Dedicated (DPP) and Shared Path Protection 
(DPP and SPP). All the proposed survivable approaches can be readily deployed in the 
dynamic bulk provisioning framework described above. Simulation results confirmed a 
tangible gain in terms of blocking performance, primary/backup resource utilization, and high 
backup resource shareability in case of SPP, when compared to a sequential approach where 
requests are provisioned one-by-one without any concurrent processing. 
 
Protection against single failures is critical, but the ability to guarantee high service 
availability, in the presence of multiple failures should not be neglected. With this objective 
in mind, in Paper VII  we proposed two Double Link Failure (DLF) recovery schemes that 
focus on minimizing the connection disruption period. The proposed schemes leverage on a 
combination of both protection and restoration techniques to reduce the downtime and the 
number of dropped connections while, at the same time, ensuring an efficient use of the 
backup resources. Furthermore, we formulated ILP models to implement the proposed 
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schemes. The performance evaluation showed that with the proposed provisioning 
approaches, the average connection downtime as well as the number of dropped connections 
can be significantly reduced. This was achieved while utilizing much less backup resources in 
comparison to conventional path protection techniques used to mitigate the impact of double 
link failures (i.e., (DPP 1:2)). 
 
Our research contributions to the optical access networks addressed the Dynamic Bandwidth 
Allocation (DBA) performance degradation issues in Long Reach Passive Optical Networks 
(LR-PON). In Papers VIII and IX  we proposed two novel schemes, namely Newly Arrived 
Plus (NA+) and Enhanced Inter-thread Scheduling (EIS). Both schemes utilize a multi-
threading mechanism to mitigate the impact of excessive grant delays that occurs in LR-PON 
due to the reach extension. NA+ eliminates the over-granting issue which can be severe when 
using multi-threading DBA. Furthermore, NA+ also includes a compensation mechanism for 
Unused Time-slot Reminders (UTR) occurring in Ethernet PON (EPON). EIS is proposed as 
a further enhancement over the NA+ and also integrates an inter-thread scheduling 
mechanism to reduce the grant delays for some packets queued at Optical Network Units 
(ONUs). Performance results conducted for different load and reach scenarios confirm that 
EIS can significantly improve packet delay performance as compared to the benchmark 
scheme. Furthermore, jitter and network throughput performance is also significantly 
enhanced over the compared multi-threading scheme.  
 
In terms of future work, in the area of core networks it might be interesting to assess the 
maximal performance gains achievable by employing an optimal approach at the PCE for 
SPP-based dynamic bulk provisioning. It is also worth to explore the advantages of dynamic 
bulk provisioning when applied to packet switching layer in a multilayer networking scenario 
with (or without) deploying it at the optical layer. The reason is that packet switching layer 
typically has much higher traffic dynamicity than optical layer in current transport networks. 
Furthermore, it might be interesting to explore the benefits of dynamic bulk provisioning 
when applied in a grid (or cloud) computing environment where joint optimization of 
network and grid resources can result in significant performance benefits. In the context of 
network survivability, it is beneficial to extend the proposed DLF schemes to support SPP-
based provisioning resulting in much lower backup resource usage and improved blocking 
performance.  
 
An interesting future work for the DBA design in LR-PON is to devise an automated 
mechanism to dynamically adjust/tune the number of employed threads in the proposed 
schemes based on the current load and reach values offering optimal performance under a 
specific network scenario. Furthermore, proposed DBA schemes should be extended to 
support differentiated service requirement scenarios based on tolerable delay threshold for 
each traffic class.  
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Summary of the Original Work 
 
 
 

Paper I: J. Ahmed, P. Monti and L. Wosinska, “LSP Request Bundling in 
a PCE-Based WDM Network”, IEEE/OSA Optical Fiber 
Communication/National Fiber Optic Engineers Conference 
(OFC/NFOEC 2009), San Diego, CA, USA, March 2009. 

 
In this paper, we address the issue of excessive control overhead in PCE-based WDM 
networks by packing (i.e., bundling) multiple requests in a single PCReq message before 
sending to the PCE from an ingress node, and similarly packing multiple requests together 
in a single PCRep message when transmitting them back to the respective ingress nodes. 
Results show a significant reduction in control overhead by using the proposed approach. 
 
Contribution of the author: Original idea, development of the discrete event simulator, 
implementation of the proposed approach, collection of the simulation results, preparation 
of the first draft of manuscript and preparation of the PowerPoint presentation slides. 

 
Paper II:  J. Ahmed, C. Cavdar, P. Monti, and L. Wosinska, "An Optimal 

Model for LSP Bundle Provisioning in PCE-based WDM 
Networks", IEEE/OSA Optical Fiber Communication Conference 
and Exposition (OFC/NFOEC 2011), Los Angeles, CA, USA, 
March 2011. 

 
In this paper, we propose an ILP model for the dynamic bulk provisioning of LSP requests 
which improves blocking performance in PCE-based WDM networks via concurrent 
optimization of all the requests in each bulk. Results show a clear advantage of the 
proposed ILP model in terms of blocking probability reduction, and scalability for 
processing of small to medium sized bulks. 
 
Contribution of the author: Original idea, development of the discrete event simulator, 
implementation of the proposed ILP model, collection of the simulation results, 
preparation of the first draft of manuscript and preparation of the PowerPoint presentation 
slides. 

 
Paper III: J. Ahmed, C. Cavdar, P. Monti, L. Wosinska, "A Dynamic Bulk 

Provisioning Framework for Concurrent Optimization in PCE-
based WDM Networks", IEEE/OSA  Journal  of  Lightwave 
Technology, vol. 30, issue 14, pp. 2229-2239, 2012. 

 
To make an efficient use of the network resources, and reduce blocking probability, we 
propose a dynamic bulk provisioning framework in Paper III . The proposed framework 
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allows minimizing the blocking probability by performing concurrent optimization in 
addition to addressing the excessive control overhead problem in PCE-based WDM 
networks. Extensive results show the significant advantage of the proposed framework in 
terms of resource optimization and control overhead reduction under a variety of network 
load scenarios. 
 
Contribution of the author: Original idea, development of the discrete event simulator, 
implementation of the proposed bulk provisioning framework, collection of the simulation 
results and preparation of the first draft of manuscript. 

 
Paper IV: J. Ahmed, C. Cavdar, P. Monti, and L. Wosinska, "Bulk 

Provisioning of LSP Requests with Shared Path Protection in a 
PCE-based WDM Network", IEEE Optical Network Design and 
Modeling (ONDM 2011), Bologna, Italy, February 2011. 

 
In this paper, we apply the dynamic bulk provisioning approach to the survivable 
networks based on the shared path protection. We propose a GRASP-based meta-heuristic 
tailored for the bulk provisioning of requests requiring shared path protection. Extensive 
set of results show the effectiveness of the proposed approach (and the heuristic) to reduce 
the blocking probability, primary/backup resource utilization, and resource overbuild. 
 
Contribution of the author: Original idea, development of the discrete event simulator, 
implementation of the proposed meta-heuristic, collection of the simulation results, 
preparation of the first draft of manuscript and preparation of the PowerPoint presentation 
slides. 

 
Paper V: J. Ahmed, P. Monti, and L. Wosinska, “Benefits of Connection 

Request Bundling in a PCE-based WDM Network”, (Invited 
paper), European Conference on Networks & Optical 
Communication (NOC 2009), Valladolid, Spain, June 2009. 

 
In this paper, we apply the bundle provisioning to the survivable networks based on 
different path protection techniques to assess the performance benefits of the proposed 
approach. We also propose an efficient and scalable greedy heuristic designed for the 
bundle provisioning of requests in different path protection scenarios (i.e., dedicated, 
shared and no-protection). Our results show that a noticeable drop in blocking probability 
can be achieved in addition to the reduction of PCEP control overhead without a 
significant increase in LSP setup-time by using the proposed heuristic, if a suitable 
bundling threshold is selected at ingress nodes. 
 
Contribution of the author: Original idea, development of the discrete event simulator, 
implementation of the proposed heuristic, collection of the simulation results, preparation 
of the first draft of manuscript and preparation of the PowerPoint presentation slides. 
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Paper VI: J. Ahmed, P. Monti and L. Wosinska, “Concurrent Processing of 
Multiple LSP Request Bundles on a PCE in a WDM Network”, 
IEEE/OSA Optical Fiber Communication/National Fiber Optic 
Engineers Conference (OFC/NFOEC 2010), San Diego, CA, USA, 
March 2010. 

 
In this paper, for the first time, we propose and apply the bulk provisioning approach to 
the survivable networks in a mixed protection traffic scenario where some of the requests 
require dedicated path protection, some shared path protection, while the others do not 
require any protection at all. We used heuristic proposed in Paper V for the bulk 
provisioning of requests in a mixed protection traffic scenario. Results show that a 
noticeable reduction in blocking probability can be achieved by choosing an appropriate 
value of PCE bundling threshold in a given networking scenario. 
 
Contribution of the author: Original idea, development of the discrete event simulator, 
implementation of the proposed heuristic, collection of the simulation results, preparation 
of the first draft of manuscript and preparation of the PowerPoint presentation slides. 

 
Paper VII: J. Ahmed, C. Cavdar , P. Monti, and L. Wosinska, “Survivability 

Strategies for PCE-based WDM Networks Offering High 
Reliability Performance”, IEEE/OSA Optical Fiber 
Communication/National Fiber Optic Engineers Conference 
(OFC/NFOEC 2013), Anaheim, CA, USA, March 2013. 

 
We propose two novel double link failure recovery schemes to minimize the network 
disruptions in PCE-based WDM networks in this paper. Our proposed schemes are of 
hybrid nature taking full advantage of not only path protection but also dynamic path 
restoration and backup reprovisioning features to minimize the connection downtime, and 
maximize the connection availability while at the same time avoiding excessive backup 
resource usage. ILP models are also proposed to be used for optimal reprovisioning and 
restoration operations. Presented results show that high average connection availability 
and minimization of the number of dropped connections can be achieved by using the 
proposed schemes. 
 
Contribution of the author: Original idea, development of the discrete event simulator, 
implementation of the proposed schemes and ILP models, collection of the simulation 
results, preparation of the first draft of manuscript and preparation of the PowerPoint 
presentation slides. 

 
Paper VIII:  B. Skubic, J. Chen, J. Ahmed, B. Chen, L. Wosinska, and B. 

Mukherjee, "Dynamic Bandwidth Allocation for Long-Reach PON: 
Overcoming Performance Degradation", IEEE Communications 
Magazine, vol. 48, issue 11, pp. 100-108, November 2010. 
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In different DBA schemes designed for LR-PON utilizing multi-thread approaches, over-
granting can be a serious issue due to the lack of coordination among multiple DBA 
threads. To address this issue, an algorithm named Newly Arrived Plus (NA+) has been 
proposed in Paper VIII which allows for a more efficient usage of upstream bandwidth 
by avoiding the over-granting issue. NA+ also includes a compensation mechanism to 
account for the backlogged traffic accumulated in the ONU buffer due to the lack of frame 
fragmentation feature in EPON. NA+ has been proposed for both EPON and GPON in 
this paper. 
 
Contribution of the author: Contribution to the original idea, collection of the EPON 
simulation results and multiple review iterations of the manuscript. 
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In this paper, we propose an algorithm named Enhanced Inter-thread Scheduling (EIS) to 
improve the DBA performance in LR-PON. EIS inherits the key advantages of the NA+ 
as well as integrates the inter-thread scheduling mechanism. Inter-thread scheduling 
allows transmitting some of the queued packets in an ONU buffer even before the 
corresponding GATE (i.e., grant reply) for an earlier sent REPORT (i.e., grant request) 
message has been received, consequently reducing the average packet delay significantly. 
Our results shows tangible performance gain achieved by EIS in terms of several key 
performance metrics such as packet delay, throughput and jitter when deployed in typical 
multi-thread LR-PON scenarios with varying reach. 
 
Contribution of the author: Contribution to the original idea, collection of the simulation 
results and preparation of the first draft of the manuscript. 
 

 
 


