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Abstract

Optical networks based on Wavelength Division Miixing (WDM) technology show
many clear benefits in terms of high capacity, ifidity and low power consumption. All
these benefits make WDM networks the preferred aghdor today’'s and future transports
solutions which are strongly driven by a plethor@merging online services.

In such a scenario, capability to provide high c#iyaluring the service provisioning phase is
of course very important, but it is not the onlgueement that plays a central role. Traffic
dynamicity is another essential aspect to condideause in many scenarios, e.g., in the case
of real time multimedia services, the connectiores expected to be provisioned and torn
down quickly and relatively frequently. High traffidynamicity may put a strain on the
network control and management operations (i.ee, diierhead due to control message
exchange can grow rapidly) that coordinate any ipforning mechanisms. Furthermore,
survivability, in the presence of new failure sa@wes that goes beyond the single failure
assumption, is still of the utmost importance toimize the network disruptions and data
losses. In other words, protection against anyiplesfuture failure scenario where multiple
faults may struck simultaneously, asks for higlglyable provisioning solutions.

The above consideration have a general validity ¢&n be equally applied to any network
segment and not just limited to the core part. \8®,also address the problem of service
provisioning in the access paradigm. Long reachsiPasOptical Networks (PONs) are
gaining popularity due to their cost, reach, anddvadth advantages in the access region. In
PON, the design of an efficient bandwidth sharingchanism between multiple subscribers
in the upstream direction is crucial. In additiktosng Reach PONs (LR-PONSs) introduces
additional challenges in terms of packet delay aeidvork throughput, due to their extended
reach. It becomes apparent that effective solutiorthe connection provisioning problem in
both the core and access optical networks withedsip the considerations made above can
ensure a truly optimal end-to-end connectivity whmaking an efficient usage of resources.

The first part of this thesis focuses on a contmotl management framework specifically
designed for concurrent resource optimization in M¢Based optical networks in a highly
dynamic traffic scenario. The framework and the ppsed provisioning strategies are
specifically designed with the objective of: (i)laaling for a reduction of the blocking
probability and the control overhead in a Path Cataon Element (PCE)-based network
architecture, (ii) optimizing resource utilizatidar a traffic scenario that require services
with diverse survivability requirements which ashig@ved by means of dedicated and shared
path-protection, and (iii) designing provisioninggchanism that guarantees high connection
availability levels in Double Link Failures (DLFE@enarios. The presented results show that
the proposed dynamic provisioning approach canifggntly improve the network blocking
performance while making an efficient use of prigilaackup resources whenever protection
is required by the provisioned services. Furtheanthre proposed DLF schemes show good
performance in terms of minimizing disruption pespand allowing for enhanced network
robustness when specific services require high ection availability levels.

In the second part of this thesis, we proposeieffiaesource provisioning strategies for LR-
PON. The objective is to optimize the bandwidtloedition in LR-PONS, in particular to: (i)
identify the performance limitations associatedhwitaditional (short reach) TDM-PON



based Dynamic Bandwidth Allocation (DBA) algorithmégen employed in long reach
scenarios, and (ii) devise efficient DBA algorithitizat can mitigate the performance
limitations imposed by an extended reach. Our psedoschemes show noticeable
performance gains when compared with conventioridA [algorithms for short-reach PON
as well as specifically devised approaches for laagh.

Keywords: wavelength switched optical networks, passive aptietworks, long-reach PON,
path computation element, dedicated path protectstvared path protection, double link
failures, time-division multiplexing PON, dynamiardwidth allocation.
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Chapter 1

Introduction

There is an array of new and exciting multimedigeir applications emerging in the web-era
that require huge amounts of bandwidtihdemando operate. It has been forecasted that in
the coming years the most dominant type of traffiit be video-based originating from
online streaming services (e.g., YouTube, Netftul &lulu) or from specialized applications
like multiparty high-definition (HD) video conferemg, and video streaming for cloud based
gaming. On the other hand, broadband penetratiamcigasing at a rapid pace in different
regions of the world. Currently available broadbaedwork technologies struggle to satisfy
the huge bandwidth demands imposed due to the rletgrowth further fueled by the
emergence of new multimedia intensav@ine applications running on top of these networks.
Optical networks are ideally suited as the undedynetwork infrastructure to fulfill these
huge dynamic on-demand bandwidth requirements ith loore and access parts of the
network hierarchy. But to make it really happere #fficient use of the valuable network
resources during the dynamic provisioning phaset iesaddressed in both optical core and
access networks. In other words, if we look at thig picture, dynamic bandwidth
provisioning problem is significant to address athbfronts: core and access to maximize the
performance benefits.

In the context of core segment, the networks basedvavelength division multiplexing
(WDM) [1] technology are an ideal candidate becaafstheir inherent advantage to provide
the high bandwidth as well as several other beneftluding protocol level transparency and
reach. WDM technology is at the heart of Wavelerfgifitched Optical Networks (WSON)
[2] containing both data and a control plane. Dptane provides end-to-end optical
connections (i.e., kghtpath) at wavelength granularity while control planee@cerned with
the automated provisioning, control and managerhgrtions to ensure a smooth operation
of the network. On the access networks front, passiptical networks (PONSs) are an
attractive choice because of their high bandwitlthg reach and cost benefits related to
deployment and maintenance. In particular, PON wittended reach, referred to as long-
reach PON (LR-PON) is considered as an attractwelidate for the future deployment since
it allows large coverage and access node consaliidddoth WSON in core and LR-PON in
access networks require specialized provisioningtesgies to be designed and deployed to
maximize the resource utilization efficiency, antthesy key network performance metrics.
Network control overhead is another issue inherenihe dynamic provisioning problem and
should be effectively addressed to ease strainhencontrol plane in dynamic networks.
Furthermore, to maximize the availability of datmoections, survivability is a critical issue
to be catered for particularly in the core parthe network where even small disruptions may
cause huge data loss.

In WSON, one of the most important challenges t@roome is the resource efficient
provisioning of the connection requests in a dymaseenario while maximizing the number
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of connection requests that are successfully pimwesl satisfying the associated set of
network constraints and policies. To enable reefficient dynamic connection provisioning
in WSON and tackle the above mentioned challenfiest, a suitable dynamic network
control and management approach and associateiteatahe need to be identified. There are
several existing network control and managemertti@ctures but fundamentally all of them
are based on one of the two basic approachesn8]isothe distributed paradigm popularized
by the Generalized Multi-protocol Label SwitchingMPLS) [4] and second is the
centralized provisioning approach which is basethenPath Computation Element (PCE) [5]
concept. Distributed approach is preferable in geaiscalability while centralized approach
enables stronger methods for optimization of reseairin most realistic networking scenarios,
network service providers prefer tlsemplicity and robustnessof centralized control and
management over the complicated decentralized enatuthe distributed approach. Another
important issue related to dynamic provisioninghis control overhead generated during the
normal network operation. Particularly, the netwarbntrol overhead can grow rapidly
because of the networttynamism Furthermore, the higher the number of controlkpée
generated in the network - the more computatiotralirs they put on the network nodes
processing these packets.

In addition to the dynamic connection provisionisgyvivability [6][7][8][9] is of critical
importance in optical networks in particular be@uosthe very high transmission capacity of
these networks even small disruptions due to fslucan cause significant data loss
potentially resulting in broken service level agneamts (SLAs) with the end-customers and
lost revenue for network service providers. Survilty refers to the ability of a network to
provide resiliency against network related failuaesl continue itormal mode of operation
under such circumstances avoiding any service plisms. At the very least, it is important to
protect against link failures as they are prevatbese days in optical networks [10]. There
are several ways to achieve survivability in optioatworks. For example, ipath protection
for each provisioned requesierking path, abackuppath is computed and reserved during
the network provisioning phase. Alternatively,path restorationa backup can be computed
dynamically at runtime (or may be pre-computedams restoration schemes), and reserved
only upon a failure occurrence. Path protectioretlagpproaches [6] are particularly popular
because they providguaranteedsurvivability against single (or multiple) link ifares in
contrast to restoration [7][11] where a guarantaenot be made because it might not be
possible to successfully compute and/or reserveackup path at runtime (e.g., lack of
resources). In addition, it can also be very imgoarto protect against two link failures [12]
especially in networks where high connection awdily is of paramount importance.
Furthermore, it might happen that a sinfgber cutaffects two links that are sharing the same
shared risk link group (SRLG), effectively triggegia double link failure (DLF). Moreover,
network service providers may take down some liftksnetwork maintenance procedures
and during this schedulespair time even a single link failure striking the network yna
behave like a DLF. While path protection based apphes are very effective and in
widespread use to protect against single link faguas we stated above but they are not well
suited to protect against DLFs primarily becausprohibitive backup resource requirements.
Hence, there is a need for more specialized hydwldtions involving both protection and
restoration characteristics and possibly some oiteovative techniques to minimize the
disruption time caused by DLFs for affected conioast [13][14].

While efficient dynamic provisioning of connectiogquests is very important in the core part
of the optical networks, it has also become inanggyg important to effectively tackle this
problem in current and future fiber access netwdrksed on PON architecture. As already
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mentioned, PONs are particularly an attractive obh@ue to inherent cost and reach benefits
in addition to high bandwidth. In PON, in the upsim direction medium is shared among
multiple optical network units (ONUs), and a meadkanis required for channel sharing so
that upstream bandwidth can be utilized in the reffstient way. Typically, PON systems do
not require any active element in the outside plantee-and-branchopology is popular for
the PON deployment where the transmission from dpécal line terminal (OLT) is
broadcasted to all ONUs in the downstream directiothe upstream direction, an arbitration
mechanism should be applied to avoid collisionsvbenh packets sent by different users. For
example, in a Time Division Multiplexing PON (TDMaWN) either static or dynamic
bandwidth allocation (SBA or DBA) [15] algorithmtée applied to separate the traffic from
different users. Considering the cost and perfocaarenefits of PON, in recent years there
has been an increased interest in extending tlod @@aPON beyond the typical reach of 10-
20km to 100km and beyond. These PON systems supperttended reach are referred to as
LR-PON [16]. LR-PON brings significant advantages terms of cost savings and
simplification of network maintenance operationssCsavings are enabled by consolidating
multiple central offices (COs) in traditional PONtkvsome low power active components,
referred to as reach extenders (RES), placed atthete nodes (RN) to extend the reach and
coverage area. However, despite the significantamidhges, LR-PON brings forth some
notable challenges that have to be dealt with imgeof efficient bandwidth sharing in the
upstream direction. In particular, due to long reat LR-PON, round-trip-time (RTT) delay
may increase up to 1.0ms as compared to typicabwall 0.2ms in traditional (i.e., short reach)
PON systems. This results in significant perforneaaleallenges when traditional PON DBA
algorithms are deployed in LR-PON without suitabledifications to address performance
degradation issues [17]. Considering the risingutemity of the LR-PON deployments in the
field it has become critical to address the perforoe shortcomings of DBA in such a
scenario by designing novel DBA solutions.

1.1 Contributions of the Thesis

This thesis identifies some notable performance raetgvork survivability related research
challenges in the core part of the optical WDM rwtg, and dynamic resource provisioning
for upstream traffic in LR-PON and proposes effitisolutions and approaches to solve these
issues. The contributions of this thesis are didigeetwo groups and are summarized in Part |
and Part Il, respectively.

In Part | of this thesis, we focus our attentionth@ dynamic network provisioning and
survivability related issues in core networks basadWSON. We address the problem of
dynamic provisioning in a centralized scenario wh#re resources are provisioned by a
centralized PCE entity effectively simplifying theograding to a new set of algorithms,
policies and control procedures for more efficieegsource provisioning if required in the
future. To make an efficient use of the resourced eeduce blocking probability of the
connection requests we propose a dynamic bulk gianing (BP) framework iPaper Il .
The proposed framework not only minimizes the biogkprobability by performing
concurrent optimizatioras shown irPaper Il andPaper Il but also addresses the control
overhead problem in PCE-based WDM networks by sendnultiple path computation
requests (or replies) together in a single coninelssage before transmitting them from
network clients to the PCE or vice versa as shawRaper |. As an additional benefit, the
computationaktrain on the PCE related to processing and parsingeotdmtrol packets can
also be reduced by decreasing the total numberaokgts that need to be sent/received
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to/from client nodes. Proposed dynamic BP framewsrkery flexible where individual
parameters of the framework can to@medto target certain performance objective such as
minimizing the control overhead or blocking probgpiin given network conditions. A
heuristic as well as an optimal Integer Linear Paogming (ILP) model is proposed to
perform concurrent optimization of connection resfgen dynamic BP scenarios.

Proposed BP framework provides significant perforoeaadvantage in PCE-based networks
for the requests requiringnprotectedpaths. However, as mentioned earlier survivabidisyie

in optical networks cannot be overlooked to avoidessive data loss caused by disruptions in
the event of failures. For this reason, we extemdsbudy of dynamic bulk provisioning to
survivable networks. In particular, we consider thevivable networks where connection
requests require path protection. In our studyPaper IV, V and VI, we consider the
Dedicated Path Protection (DPP), Shared Path Rimte(SPP) and mixed protection traffic
scenarios. A set of heuristics have been propogethé above mentioned path protection
schemes to enablefficient and scalable concurrent provisioning of connection requests in
survivable dynamic BP scenario. Our performanceailtesclearly show the benefits of
applying bulk provisioning in survivable networks iterms of blocking probability,
primary/backup resource optimization, resource lowia (i.e.,shareabilitylevel) and control
overhead reduction.

To mitigate impact of DLFs from a high availabilibetwork design perspective, Raper

VIl of this thesis we propose two novel schemes tamize the network disruptions. Our
schemes are of hybrid nature and take full advantdgot only protection but also dynamic
path restoration and backup reprovisioning [18]tdess to minimize the connection
downtime and maximize the connection availabilithile at the same time avoiding
excessive backup resource usage. ILP based maeeddsa proposed to be used for optimal
reprovisioning and restoration operations. Proposgtemes can be readily deployed in a
survivable PCE-based WDM networks where high cotime@vailability is top priority.

In Part Il of this thesis, we draw our attentionefificient dynamic resource provisioning in
PON based access networks. Conventional DBA algustwhen deployed in LR-PON may
face severe performance degradation because ¢brijeRTT delay caused by the extended
distances between the OLT and ONUs. A DBA contoplis maintained between the OLT
and each ONU consisting of (bandwidth) request (@aehdwidth) grant cycles. This control
loop becomes much longer because of the exces3iVaedBlay in LR-PON degrading the key
performance parameters such as delay for the magketued in the ONU buffer waiting for
the grant. To alleviate this issue in LR-PON, nplithreads of communication (i.e., DBA
control loops) can be maintained at the same tietevden the OLT and each ONU reducing
the amount of time that packets have to wait in@iNJ buffer for the grant from OLT [17].
However, schemes based on this concept may faderpance issues in terms of efficient
utilization of the shared upstream channel becatifiee fact that some packets queued at the
ONU buffer may be reported multiple times (i.e. different threads) resulting in a grant to
be issued multiple times for these packets (@eer-grantingissue). Furthermore, Ethernet
Passive Optical Networks (EPON) do not supgaame-fragmentationwhich means that
allocated grant from OLT sometimes may not be cetep} utilized if the packets to be sent
upstream cannot exactly fit in the allocated tiraesbince packets cannot be fragmented to
fully utilize the allocated timeslot so resultingunused timeslot reminder (USR). To address
these issues, an algorithm named Newly Arrived PNK&+) has been proposed Paper
VIII  which allows for a more efficient usage of upstredandwidth. NA+ includes a
compensation mechanism to account for baekloggedtraffic accumulated in the ONU
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buffer due to the lack of frame fragmentation featun EPON [19]. NA+ scheme has been
applied for both EPON and Gigabit PON (GPON) [2D}thePaper VIl . By deploying the
NA+ key advantages of multithreading can be exptbitn LR-PON while avoiding the
undesired side effects in terms of over-grantingh®y coordination among multiple threads.
In Paper IX, we propose another algorithm named Enhanced-timtead Scheduling (EIS) to
further improve the DBA performance in LR-PON. Hitherits the key advantages of the
NA+ as well as integrates theter-thread schedulingnechanism proposed in [17]. Inter-
thread scheduling allows transmitting some of thewpd packets in an ONU buffer even
before the corresponding grant for those packetdoban received, consequently reducing the
average packet delay noticeably. Our results shi@improves performance significantly in
terms of several key performance figures such akgbadelay, throughput and jitter when
deployed in typical multi-thread LR-PON scenarios.

1.2 Outline of the Thesis

The thesis is divided in two parts where Part Lgs on our research work in the core part of
the networks while Part 1l elaborates our contiims in the fiber access networks.

Part | starts with Chapter 2 which describes theuation based evaluation methodology. We
briefly present the simulation software architeettinat has been developed specifically for
performance evaluation of the research contribgtittrat has been presented in this thesis.
Chapter 3 provides a brief introduction to a setaf issues that are being faced in WSON
with the underlying motivation to find adequatewimns to these problems. Topics covered
include routing and wavelength assignment (RWAhcepts related to dynamic provisioning
in both centralized and distributed environmentsl aontrol plane related aspects to
practically realize different connection provisingiapproaches. We also briefly introduce the
proposed dynamic BP framework for network resowpémization and control overhead
reduction both with and without survivability codserations. Finally, we outline our
contributions related to proposed dynamic failueeovery strategies in survivable optical
networks considering DLFs. Chapter 4 starts byt fitsscribing some related work then
details our contributions in terms of PCE-basedadyic BP framework with associated
concurrent optimization algorithms and introducedla? model to be deployed at the PCE.
Some illustrative results from the related publmas fromPaper I, Il andlll are presented
in the end of the chapter. Chapter 5 summarizeses@arch contributions frofaper 1V, V
and VI in terms of concurrent resource optimization awet®l overhead reduction in
survivable WDM networks based on path protectionChapter 6, we focus on the design of
failure recovery schemes aimed at achieving highneotion availability in networks by
taking into account not only single but also doubi& failures to significantly minimize the
disruption period for the affected connections. piesent two DLF recovery schemes as well
as a set of associated ILP based models to beydepbt the PCE proposed Raper VI,
aiming at achieving high average connection avditatand minimization of the number of
dropped connections.

In Part Il of the thesis, we focus our attentionedficient dynamic resource provisioning in
fiber access networks based on PON architectueejfggally PON systems designed for long
reach. In Chapter 7, we briefly describe some exjdtiroadband access technologies that are
prevalent these days and their performance liroitati Then we introduce fiber access
networks based on PON architecture as real conteadaleviate these performance issues.
Many popular PON deployment topologies are briefigcussed. In the later part of the
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chapter, we discuss some resource sharing teclmiquifferent PON architectures based on
TDM PON, WDM PON and emerging LR-PON including tiedative merits and demerits in
terms ofspectrumandtime sharing. Chapter 8 focuses specifically on ourtrdmmtions in
terms of dynamic resource allocation in TDM-PON. particular, we target the DBA
performance degradation issues in LR-PON whichemasrged as one of the most promising
candidate for the next generation broadband acawesdtecture. LR-PON enables covering
large geographical areas providing high bandwidtteas while at the same time minimizing
the operational expenditure for the network serviweviders. We first talk about the
performance degradation issues, mitigation teclesguith some related work in the domain
to provide the context. Finally, we present ouresohs to enhance DBA performance in LR-
PON proposed iPaper VIII andIX. A selected set of performance results are alssepted

to demonstrate the tangible gains that can be aethiby deploying the proposed schemes in
an LR-PON scenario.

We conclude the thesis by summarizing our contigmgtin the area of dynamic provisioning
in both WSON based backbone/core networks and LR-P@sed fiber access networks,
together with our proposals on addressing surviiglgroblem in WSON. We also identify
some interesting avenues for future research tenextour work on dynamic resource
provisioning and survivability for the future comed access optical networks. Finally, a brief
summary of the papers included in this thesis alaith our contributions in each one of
them is provided.



Chapter 2

Evaluation Methodology

There are several ways to conduct performance atratu for computer communication
networks. One is to physically implement and deptbg specific system/subsystem or
protocol under exam (i.e., to buildtest-bed, and then to make measurements under real
network conditions. However, the experimental eatiin may be very costly, especially in
the case of large and complex network scenariosf@rpnts. Another option is to use
Emulationbased techniques. In this case a replica thaelglagcreates the functionality of
the real system is created, via a combination odware and software. Emulation is relatively
cost effective but because of time and complexibnstraints (both in terms of the
development and speed of execution), it makespgicély prohibitive to evaluate large
communication systems. If this is the case onlgcaled-downversion of the investigated
network scenario is usually emulatéhalytical modeling is yet another option to avoid the
cost and effort typically associated with the depehtent of a network test-bed. Although,
analytical models are indeed useful to get an Irisif the performance characteristics of a
simple communication system, it becomes rather d¢icated to model more realistic
moderate to large sized systems. For all theseomeasimulatiorbased performance
evaluation techniques can be very useful, espgdalassessment of complex systems. This
is mainly because with a simulative approach sdélalproblems become less of an issue
(i.e., compared to emulation- and test-bed-baseasarements), and reasonably large sized
systems can be evaluated with relative ease. Catnpelly faster execution times and cost
are other factors that favor simulation-based aggtes for performance evaluation.
Furthermore, with simulations it becomes much edsieonfigure various system parameters
and to make performance assessment under a lamgetyvaf network conditions. In
particular, Discrete Event Simulation (DES) [21k@mmonly used to model communication
networks. In DES, a number of system states ardefireed with the intent to model a
particular behavior of the system. Transitions frome state to another can take place only at
specific moments and the system may transition fmme state to another only when a
specific event occurs.

In this chapter, we describe the discrete eventilsitors that were used for the performance
evaluation work presented in Part | and Il of tihiesis. We first briefly introduce the concept
of DES in section 2.1, and also highlight the catrstate of simulation tools available for
optical networks. Then, in section 2.2, we descdbecustom-made simulator developed for
performance evaluation specifically targeting coetworks, and in section 2.3, the simulator
used for our performance studies of Dynamic Bantiwidllocation (DBA) in access
networks.
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2.1 Discrete Event Simulation

There are already a number of powerful simulatioals and frameworks available for
modeling packet switched networks including NS-2][NS-3 [23] and OMNET [24], all of
them with a rich set of features. But when dea$ipgcifically with performance evaluation of
optical networks, the situation is not very brigist most of the available tools have a limited
set of feature, they are cumbersome to use, anel daelatively slow simulation speed. For
example, the GMPLS Lightwave Agile Switching Simola(GLASS) [25] is a popular
simulator supporting a complete suite of GMPLS qcots including highly configurable
signaling mechanisms, quality of service (QoS), aifterent failure recovery schemes.
Unfortunately, despite the rich feature-set, theee certain issues hindering the usability and
implementation of new algorithms and protocols, als®h the simulation speed is slow based
on our experience. The Optical WDM Network Simutaf@WNS) [26] is another tool that
has been used for conducting research in optidalanks. It is built as an extension of the
already mature and popular NS-2, with many of @atidres and platform libraries also
accessible in OWNS. On the other hand, OWNS inh&oim NS-2 a bloated code base, slow
execution time and complicated procedures to impl@mew algorithms and protocols. This
is mainly a consequence of fact that the simulédows a monolithic coding structure
instead of a more modular approach for differemiLgation entities.

In this thesis, we decided to rely on DES to eva&luhe performance of the various proposed
schemes. Mainly motivated by the issues with theeo state of the simulation software
available for optical networks, we develop andizgila custom-made simulator. It is
originally presented in [27] and here we extendedth an enriched feature-set to support the
simulation studies which are presented in Part thi§ thesis in the area of core WDM
networks. As for the performance evaluation worlagtess networks, we use the simulator
proposed in [28]. In the rest of this section, wiefby describe the core set of components
that comprise a typical DES system [29].

System State

The System state is a logical entity comprisingalbfthe system variables and other data
structures characterizing the current state oftavor.

Future Event Set (FES) Queue

The Future Event Set (FES) queue is a key entiiyES systems. It is used to maintain a list
of events that have yet to despatchedoy an event handling routine. All the events that a
scheduled to occur at some time later in the futmeeinserted in the queue while, after being
dispatchedpastevents are removed from the queue. All the eveomsained in FES queue
are sorted in an ascending order based on therinvhich they are scheduled to happen. So,
the first element in the queue is the one thakeid to being dispatched. The selection of an
efficient data structure to implement FES is aiaalt design decision, and has strong
implications on the performance of the simulatoe.(i mainly the execution time). The
selected data structure should allow for fasertionandremovaloperation of events in the
FES. Binary heaps [30] can be used for an effidmplementation of FES queues.

Initialization Routine
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The initialization routine is responsible to intBadifferent system variables, data structures
and eventuallyoot-strappinga simulation experiment by inserting the first ®viem the FES
queue.

Event Handler

An event handler is triggered when a specific evesdds to be dispatched. It performs a
number of predefined actions based on the spemignt type the handler is related to. Note
that when an event is dispatched one or more nemtgvnay be generated, by the event
handling routine.

Terminating Condition

In theory, a DES may run indefinitely as new eventsy continue to enter the system and
eventually be dispatched by the main event disgatidop. So, it is important to define a set
of rules/conditions, which clearly specify how terrhinate a simulation if the desired
experiment goals are fulfilled. These goals might related to a (predefined) statistical
accuracy of the obtained results, or to the maxintinme an experiment should be running,
etc. When a terminating condition is reached tlyprcally no new events are generated in the
system. Theeft-overevents in the FES queue are processed and thé&asomuwexperiment is
terminated when the FES queue eventually becompsyem

Simulation Clock

The simulation clock is a variable, which is usedrack the current (simulated) time within a
simulation experiment. The events in the systengarerated and ordered in the FES queue
based on the value of the simulation time. As tkgeeament progresses the simulation time
also advances. Note that the simulation time igeiht from the experimemtinning time
which represents the effective time the simulaa&es to run an experiment. For example one
month worth of traffic provisioning in a regionaétwork may be simulated in an hours’ time,
while on the other hand, few minutes of performaeacaluation of a specific protocol may
take hours. It depends on the level of the detadssimulator is considering. In terms of data
structure usually a double (or a floating-pointjighle in programming languages is used to
represent the simulation clock.

Statistics Collector

A statistics collector routine is responsible ff):collecting all the interesting and relevant
stats (i.e., performance metrics) during the cowofsie simulation andi) storing them for
later retrieval and post-processing. Simulatiorisstae usually stored in files (on storage
medium) but may also be displayed on the terminahd, or after the simulation experiment
has terminated.

Routines for Input / Output (I/O) Operations

A separate module is used to handle all the I/Caijmns of the system, e.g., the input of
different configuration parameters to setup theusaton, the output of results relevant to a
specific experiment to the terminal or files. A @hnecal User Interface (GUI)-based system
may be used to input the configuration parametsravell as output the simulation results.
Furthermore, GUI based systems may support ricphgecal virtualization capabilities for
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scenario configuration (before the simulation rumsafterwards to visualize the performance
results from an experiment.

Library Routines

Library routines may be utilized Hinking the main simulation code witH%®arty libraries.
These libraries can be used to provide some conyngdd functions, e.g., random number
generator (RNG), graph related operations such oase rcomputation, and performing
complex mathematical or statistical operations. ciieed libraries to perform these
operations are useful because they are typicaliyniged for fast execution times as well as
for providing a rich set of input parameters usadcbnfiguration.

In the next two sections, we describe two DES-basels that were utilized for our work on
dynamic provisioning and network survivability inre and access optical networks.

2.2 Simulator for Performance Evaluation in Optical Core
Networks

The Portable Optical Simulation Environment (PO%E DES tool that has been developed
specifically for the simulation studies of diffetaouting and wavelength assignment (RWA)
algorithms in optical WDM networks originally preged in [27]. It has been greatly
extended for the simulation-based studies presentBart | of this thesis by implementing a
Path Computation Element (PCE)-based dynamic bubkigioning framework (including
signaling) whose details will be discussed moreci§igally in chapter 4. POSE has been
developed in Java, making it portable and platfanaependent, i.e., it can be run on any
platform for which a Java Virtual Machine (JVM)asailable (e.g., Windows, Linux, Unix).

OR12

Fig. 2.1. A layered view of POSE architecture.

A layered view of the POSE architecture is presemdrig. 2.1. OR12 [31] and JGraphT [32]
libraries are utilized for the implementing somapr related algorithms, e.g., likdjkstra
(for shortest-path) [33], variant dellman-Ford (for k-shortest path) [34], and to make
available other important data structures, éigsh tablesand binary search treegfor an
efficient implementation of the FES queue). POSBpsuts dynamic interaction with the
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Gurobi Optimizer[35] to solve Integer Linear Programming (ILP) rebéhstances that are
generated at runtime. A Java API interface provibgdhe Gurobi Optimizer is used to feed
the ILP models to it that have to be solved angebback the results during the course of the
simulation. POSE has also access to a number & diasses modeling optical network
components such as fiber links, wavelength chanoelical nodes, connection requests, etc.
The Utility Functions class provides access to some commonly used dmsctby the
implemented algorithms (e.g., compute the numbehags of a path). At the top layer,
different provisioning strategies, with accesshe information about the underlying optical
network infrastructure, can be implemented, dependn the use of the POSE simulataP
Generatoris used to dynamically generate the ILP files f@spnting an ILP model instance
to be solved by the Gurobi Optimizer) atidP Parser parses the output solution file
generated after the execution of the ILP solver.

File File

Trace H Result H

File Agent <\'::> Stats Monitor

‘ Exp File H ‘ Topo File H
Traffic
Generator

| OR12 Library ~‘ B

Routes <]\::> Protection and
——— Container Container Restoration

Gurobi
Optimizer |

PCE Optical Optical I\:)ctylt;:;
Node 1 Node 1 N
J

Fig. 2.2. An interaction diagram for different functional mdes of the POSE.

An interaction diagram between different functionaddules in POSE is shown in Fig. 2.2.
Optical Simulatoris the main class responsible for the coordinatind interaction between
other modules of the simulator. Initialization rogs, termination conditions, main
simulation dispatcher loop are implemented in ttéss.Traffic Generatoris used to create
one or more traffic instances, with the possibility choose specific distributions for the
connection inter arrival time and holding time. TReutes Containeclass pre-computes the
routes using the ‘OR12’ and ‘JGraphT’ libraries atdres them for later retrieval during the
initialization phase. These routes are then usedhbyGraph Ultilities class to implement
different support functions such as compute thebmmof hops of a path, find the wavelength
resource usage in the network (or on a specifi) lifree up reserved resources, &tats
Monitor is responsible for collecting important performarstatistics that might be generated
during the simulation run time. THeCE class encapsulates all PCE related functionatity f
the execution of the provisioning algorithms, fegélurecovery schemes as well as the
interaction with the network nodes. Thgptical Nodeclass represents the functionality of a
switching node in the optical network. Total numilxérnodes depending on the network
topology are generated dynamically and initializedbe used in an experiment Bptical
Simulatorclass. All file /0O related routines, e.qg., forrpiag the input files as well as for
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printing each experiment statistics and traces haralled by thd-ile Agentclass. For each
experiment, arExp file is created containing the different configimat parameters for a
specific simulation experiment setup, e.g., thevoet topology (i.e.,Topofile), number of
replications for the experiment, number of wavetarghannels per fiber, RWA algorithms to
be used. After an experiment is finished all caéldcperformance stats are sent to an output
file called Result A simulationTracefile is also generated showing the timing sequesfce
the different events generated and processed dtimengimulation run. This file can be useful
for debugging purposes during the implementaticasptof a new algorithm or a protocol.

2.3 Simulator for Performance Evaluation of DBA in PON

To evaluate the performance of DBA strategies issRa Optical Network (PON)-based
access networks, we used the simulator presentB]nThis is a custom-made DES tool
built in C++ and can be used for a detailed evadnabf Ethernet PON (EPON) DBA
algorithms both for inter- and intra- Optical NetkadJnit (ONU) scheduling (i.e., scheduling
of internal ONU queues containing packets belongiogdifferent traffic classes). The
simulator can model both traditional (i.e., shaaah) EPON as well as long-reach EPON
systems. In the context of our thesis work, we hauaplemented different inter-ONU
scheduling algorithms including Interleaved Pollingth Adaptive Cycle Time (IPACT),
Subsequent Requests Plus (SR+), Newly Arrived PN&+) and Enhanced Inter-thread
Scheduling (EIS) which are discussed later in atrat New DBA algorithms based on both
offline and online scheduling mechanism can be easily implementededls This simulator
supports modeling of both 1Gbps and 10Gbps EPOMm®gs with configurable number of
ONUs and reach. The maximum polling cycle and buiee for ONU queues (for each
simulation run) is configurable before the exeautio

e

OoLT Inter-

Inter-ONU algorithms
NA+
SR+

EIS

ﬁ ONU 2
Intra-
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Intra-ONU
scheduler

system

Statistics (—— ~

Fig. 2.3. Block diagram showing architecture of EPON DBA siatar.

The Implementation is highly modular using C++ sk and can be easily extended with
new DBA algorithms and features in the future. Ten building blocks of the simulator are
shown in Fig. 2.3. Thénitialization block is responsible for initializing different siration
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parameters of the PON system. All initial configioa parameters including the names of the
input traffic traces and of the output file for ués collection are configured from the
command-line terminal. In addition, the terminatoandition for each simulation experiment
is also setup from the terminal (i.e., stop theusation after a specific time limit or after a
pre-configured number of packets have been genkmtd processed in the system). The
Statisticsblock collects all desired performance resultstfad chosen performance metrics
(e.g., packet delay, jitter, and throughput) dutimg course of the simulation run, and it stores
them in a file for later retrieval and processimye Packet Generatofunction can generate
both short range dependent (SRD) and long rangendiemt (LRD) traffic in the system.
Packet length can be fixed or variable, for examfpde Ethernet packet length can vary
between 64 — 1518 bytes. Th#sent Driven Systens the main block responsible for
coordinating between other functional elements lé system. A detailed description
regarding the architecture and feature set of #imulator can be found in [28].
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Chapter 3

Provisioning in Wavelength Switched Optical
Networks (WSON)

To compute an optical connection from a source destination in WSON, where the traffic

unit is a single wavelength channel, certain resewavailability and wavelength continuity

constraints must be satisfied. In other words, favigion connection requests in WSON
routing and wavelength assignment (RWA) problem tningssolved. This chapter starts by
describing the RWA problem, followed by categoriaatbased on network traffic scenarios
and different approaches to solve the RWA probleatuding the optimal and sub-optimal

solutions. Then centralized and distributed optitms¢he deployment of RWA provisioning

approaches are discussed together with the coplmok support provided by the currently
available standards. Dynamic bulk provisioning apph to network resource optimization
and control overhead reduction is then briefly desd along with our contributions in that

area. Lastly, we introduce the survivability in iopt networks and highlight the importance
of design and implementation of efficient failuecovery schemes in terms of both network
resources and survivability related performancerisget Our work both in the context of

single and double link failures in survivable optioetworks is also briefly discussed.

3.1 RWA Problem

WSON systems which do not contain optical-eleckogical (OEO) converters are referred
to astransparentoptical networks. One key property of transpagstical networks is that
any path established between a source and a destimade is completely in theptical
domainreferred to as a lightpath. To setup a lightpathithese networks, a route is first
computed from a source to a destination, and theuitable wavelength is assigned on all
comprising links of the computed route. This iseredd to as RWA problem [36]. In optical
networks, if wavelength conversion capability ig available on any of the WSON nodes
then it must be ensured that the same wavelengtinet is used on all links of the path. This
is referred to aswavelength continuity constraifWCC) and is the primary reason
contributing to the computational complexity of tR&A problem [36]. If full wavelength
conversion facility is available on all network sshing nodes then WCC constraint doesn’t
exist, and RWA problem transforms to a much simptarting problem faced in typical
circuit switched networks such as public switchettghone networks (PSTN). Design of
suitable RWA algorithms is crucial for connectionoysioning in WSON to make an
efficient use of the available network resources.

17
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3.1.1Static vs. Dynamic RWA

RWA problem in optical networks can be categoriged a static or a dynamic problem [37]
depending on the traffic scenario. In a static caséwvork demands or connection requests to
be setup in the network are known in advance apitdily the main objective is to setup
these requests in the network while minimizingrémource usage (i.e., used wavelength links,
number of transmitters, receivers, length of coragybaths). Static RWA problem is also
known asoffline RWA problem and is considered in the network piagrstage. On the other
hand, in a dynamic RWA case, network demands ar&nmawvn in advance and usually arrive
in the network at some random time instances. Sineevhole demand set is not known in
advance so optimal routings of the provisioned egtions to globally optimize the resource
usage is not possible. Instead, the key objectivéhis case is to minimize the blocking
probability or alternatively maximize the numberaafcepted connections. Dynamic RWA is
also known asnline RWA problem [37] and represents the normal dynawpieration of the
network.

3.1.2Solving RWA Problem

Static version of the RWA problem is known to be-@&mplete [37] which implies that
finding optimal solution in polynomial time is npossible. On the other hand, in the dynamic
case since the whole traffic demand-set is not knowadvance, an optimal solution cannot
be found. Solving an RWA problem involves the solutof two sub-problems namely
routing and wavelength assignmesub-problem. Either both sub-problems can be solve
jointly, here referred to asne-stepapproach (R & WA), or alternatively they can béved
separately using so callédio-stepapproach (R + WA) where first routing sub-problém
solved and then the wavelength assignment subgmoldoth of these RWA approaches are
described below.

3.1.2.10ne-Step (R & WA)

To find an optimal solution of the RWA problem, babuting and wavelength assignment
sub-problems are solved together by formulatingnéeger Linear Programming (ILP) model,
and feeding to an optimization software to comgh&eresult. However this approach might
not be scalable for larger problems. For this readio® based RWA is usually considered
where time is not a critical issue or only for tatwely scaled down version of the problem.
Alternatively, heuristics can be used to solve pheblem in more reasonable time bounds.
Furthermore, it is possible to find near-optimauk in a fraction of time required for the ILP
approach. Some of the commonly used meta-heurigiic®lve the RWA problem include
Greedy Randomized Adaptive Search Procedure (GRAEP)Simulated Allocation (SAL)
[39] and Simulated Annealing [40].

3.1.2.2Two-Step (R + WA)

Due to the complexity of the RWA problem, usualbthbrouting and wavelength assignment
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sub-problems are solved separately by decomposadRWA problem into a routing and
wavelength assignment sub-problem. Different apgrea to solve both of these sub-
problems separately are described next.

Routing Sub-problem

Solution to the routing sub-problem provides aahlé path to be used to establish a lightpath
in the network. Routing sub-problem can be solved ifixed or a fixed alternate manner
according to whether dynamic network state inforomat(e.g., wavelength availability
information) is available or not. First route(s)tween each source destination pair are pre-
computed and fixed to be used for routing. If dymanetwork state information is available
then routing decisions can be made at runtime, @éaptive routing) for better usage of
network resources and to improve blocking perforceailease note that the routing schemes
described below are explained in the context ofraathic traffic scenario to convey the main
concept clearly, however, first two schemes ar® applicable in a static case as well
assuming that the requests in a given demand-setpivisioned in aserialized (i.e.,
sequential, one-by-one) fashion.

Fixed Routing

Simplest approach to solve the routing sub-probketo pre-compute a path for each source
destination pair in the network to be used wheerahd between a source and a destination
needs to be satisfied. Usually tfiled path is computed using a shortest path algorigum,,(
dijkstra [33]) based on an assigned cost function (emk,distances, hop count). Since only
a single path is pre-computed without reserving r@spurces for each source destination pair,
it may result in blocking the connection requeshdre are not enough resources available on
the pre computed path, and there are no alterrates @mvailable in this case to satisfy the
request.

Fixed Alternate Routing (FAR)

FAR [37] can be considered as an extension ofideel routing where more than one path are
pre-computed for each source destination pair tisfgahe demands. Usually theshortest
path algorithms (e.g.Yen’s algorithm[41], variants ofbellman-ford [42]) are used to
compute thek alternate paths based on a specified cost funciibis helps to reduce the
blocked connection requests significantly as theme multiple path choices available for
selection to satisfy a demand. Théspaths computed for each source destination pair ar
ordered using a cost function. When a connectigueast arrives, the path with the least (or
most) cost is selected provided that there aracseffit free resources available on the path to
satisfy the demand. Since paths are pre-computiEnteband, so there is no computational
overhead regarding the path computation duringniésvork provisioning phase. Blocked
requests can be further decreased by increasingatbe ofk to a certain extent, although, it
will increase the storage overhead for the comppégls in a large network.
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Adaptive Routing

In contrast to static network planning scenarionadyic routing approaches need the
knowledge of the updated network state informatiomaddition to the network topology to
compute the viable route(s) for each connectioruestat run-time upon the arrival of
connection requests. It is assumed that the antrglved in the computation of the paths has
knowledge on the updated network state informatfiodaptive routing, a weight function is
defined to dynamically calculate and assign weigthitsach link in the network graph before
executing the shortest path algorithm. Since, gipiche routes are computed dynamically at
run time, connection provisioning time can be mhaher as compared to the fixed routing
approach. But storage requirements are relaxed@rmputed routes do not need to be stored
offline. Note that some schemes may use a set efc@mputed routes for each source
destination pair in the network to minimize the-time overhead. Some common techniques
that come under the umbrella of adaptive routiregdmscribed next.

Shortest Path (SP)

In SP [37], a shortest path is computed from a®tw a destination considering the current
network state information when a request arriveghis case, it can be ensured that a path to
satisfy a demand is the shortest based on a gigenfanction that typically takes in to
account free resources availability to satisfy deenand given the current lightpath routings
in the network.

Least Loaded Routing (LLR)

LLR is also referred to deast congested routindgn LLR [43] similar to SP, a shortest path
according to a modified cost/weight function is @uted dynamically to satisfy a demand.
The cost function to assign weights to differenkd in this case is based on the number of
used wavelength channels on each link in the nétwaorcouraging to utilize the least-used
links in the routing decision. Link weights are dymically updated before the execution of
LLR to reflect the changes in the network statémBmotivation for the LLR is to minimize
congestion in the network in a dynamic scenarioabgiding the links that are already
overloaded to route the traffic. However it mayufesn longer routes under moderate to high
network load conditions. On the other hand, in meages, LLR results in much improved
blocking performance compared to SP due to its b@ddncing capability.

Weighted Least Congested Routing (WLCR)

The weight function in WLCR [44] takes into accolath current network state information
(i.e., number of free wavelengths on a route) a asthe hop count of the route. More
specifically, this weight function is a productraimber of free wavelengths on the route, and
inverse of the square-root of hop count value at tioute. A route with the highest weight
value is then selected and used to satisfy a gileemand. If the weight value is O for all the
routes then connection request is blocked. WLCRMKdhg performance is even better than
LLR in many dynamic provisioning scenarios [44]cgnit jointly considers the congestion on
a route as well as the length of a candidate ma#void the problem of selecting excessively
long routes.
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Wavelength Assignment Sub-problem

After selecting a suitable route for a connectiequest, the second sub-problem to solve in
two-step RWA is to choose an appropriate wavelemgththe selected route. Note that if
wavelength converters are available in the netwibek the wavelength assignment problem
becomes trivial as any free wavelength can be t®eleon a link because WCC constraint
doesn't exist in that case. Optimal solution of thavelength assignment problem can be
mapped to the well-known graph coloring problem][3vhich is NP-Complete So a
polynomial time solution to solve the problem in@stimal way is not possible. In practice,
usually heuristics are used to solve the wavelergsignment sup-problem. Some well-
known wavelength assignment heuristics are desthbee.

First Fit (FF)

FF is the most commonly used wavelength assignsedm@me and is also one of the simplest.
The wavelength channels on each link in the netvawmekindexed in a numerical order then
the first free wavelength (with lowest index) ises¢ed provided that the same wavelength is
available on all comprising links of the chosenteoas well. FF tends tpack the used
wavelengths and leaves the free ones in a contmapactrum which helps minimizing the
blocking of future connection request arrivals ey the WCC.

Last Fit (LF)

LF works in a similar way as FF and the only difiece is that search to find a common free
wavelength on all the comprising links of the stddcroute is started from highest indexed
wavelength instead of the lowest as in FF. Perfoeas also similar to FF.

Random Fit (RF)

RF scheme randomly selects a free wavelength abledt the connection for a demand from
the set of freely available wavelengths on thecteteroute. Main problem is that RF leads to
the fragmentation of the free spectrum in conti@$tF and LF. Consequently, performance is
usually not up to par with the FF and LF.

Most Used (MU)

Most used selects a free wavelength on a route avitindex which is used on the largest
number of the links so far in the network. In thiay, the wavelengths that are already used
very often are reserved again leading to clustesinfpe used and free spectrum as in FF and
LF. Ties can be broken arbitrarily or based orrst fit basis though. MU performs very well
in dynamic connection provisioning scenarios buhaor drawback is the requirement of
updated global state information about wavelengtme in the network.

Least Used (LU)

Least Used works in a similar way to the MU buthagine important difference in that when

selecting a free wavelength for a chosen routeel@agth which is used on the least number
of the links in the network is assigned, as the e@nplies. This results in a very fragmented
free spectrum on most links in the networks and aetnally lead to worse performance as
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compared to FF and MU. Global network state infdromais of course required as in MU
case.

3.2 Control Plane Aspects

To practically realize the provisioning and setaffconnections, a control plane mechanism
is required. Here, we will discuss the currenthaitable popular frameworks and protocols
that have been standardized to implement the doplaoe. But, first we describe the two
main types of control mechanisms used in telecomecation networks to provision
connections: centralized and distributed.

Connection requests are setup in the network #ftsr are provisioned by solving the RWA
problem. There are fundamentally two different ops for the network provisioning
operations [3]. Either they can be handled localty eachingressnode (i.e., the node on
which these connection request arrive) irdistributed manner or the requests for such
operations can be forwarded tocantralized entity which is also responsible for path
computation operations of these requests. Heredisauss both deployment scenarios of
dynamic provisioning with their respective meritelalrawbacks.

Since, in a distributed scenario, connection reiguase provisioned by their respective
ingress nodes, so this approach requires the aitdyaf global network state information on
each network node to perform RWA locally. It imglignat a routing protocol will be required
in distributed approach to disseminate/exchangedfaired network state information to all
the network nodes. Distributed provisioning hasaadages in terms of network scalability
and resilience to network failures as path compartatesponsibility is split among multiple
nodes in the network and no single failure cangtime whole network down. However, a
number of issues associated with distributed prowisg must be addressed for an effective
deployment in a dynamic scenario. First of allhighly dynamic networks, the network state
information available on different network nodesynmmt be always up to date resulting in
less optimal path computation decisions. This mwbtan be mitigated by choosing a higher
frequency for the dissemination of network statpdaies from/to each node. But on the other
hand, a higher rate of network status update messagchange will rapidly increase the
network control overhead traffic. Furthermore, &hes another problem concerning the
network control and management such as differetwarking policies (e.g., call admission
control) which may be difficult to deploy in a distuted manner. Finally, it is not easy to
utilize the network resources in an optimal waidistributed case resulting in degradation
of blocking performance.

Compared to distributed, in a centralized provisigrapproach usually only a single entity is
involved in path computation operations. Hence, nidt required to convey the network state
information from each node to every other netwodden Centralized control may also
eliminate the need for complicated routing protecébr disseminating network status
information resulting in much lower control overdeaA major advantage in the network
provisioning context is that a more optimal usaetwork resources is possible as compared
to a distributed approach. Moreover, the netwonktiad and management procedures can be
simplified as they only need to be deployed oncir@ralized entity in this case.

A control plane is responsible for the maintenaaond tracking of network topology, state
information related to network resources, estabisht, maintenance and termination of



Chapter 3. Provisioning in Wavelength Switched CgtNetworks (WSON) 23

connections in the network. These functions arengmily achieved through two protocols
namely: (1) protocol for topology and network staméormation dissemination and (2)
signaling. Both of these will be discussed in sgbsat sections. Currently, there are two
dominating standards to provide the control planppsrt for automated provisioning of
connection requests in optical networks. Autom&wdtched Optical Networks (ASON) [45]
proposed by ITU-T defines a set of requirements itinast be satisfied for automated control
of network operations in a more abstract way. WHhdeneralized Multiple Protocol Label
Switching (GMPLS) [4] can be considered as a frapr@wfor providing a concrete
implementation of the ASON requirements with explpecification of a set of protocols to
handle key tasks (i.e., routing, link managemeimgnading) concerned with the smooth
operation of the network.

3.2.1Topology and Network State Information Disseminatio

Entities responsible for making the routing decision the network must have the updated
state information available for topology and reseuto make such decisions. Open Shortest
Path First (OSPF) [46] originally defined for patlsvitched networks in Multiprotocol
Label Switching (MPLS) is extended for GMPLS witlaffic engineering extensions (i.e.,
OSPF-TE) [47] to disseminate not only the topolagformation but also the resource
availability information (e.g., number of free wiésmgths on a link). Link State
Advertisements (LSAs) are used by OSPF to commteittee state information between
different nodes in the network. Frequency of théLdates strongly influence the accuracy
of the state information available to the ingresslas [48] responsible for the routing
decisions. So, there is a clear tradeoff involvetiveen the accuracy of available network
state information, and network control overheadlgmiverned by the LSA update frequency.
Hence, an appropriate update frequency must beullgreselected based on a specific
networking scenario to keep a good balance. A nurobéechniques exist in the literature
[48][49] allowing to minimize the impact of imprea network state information as well
minimizing the routing control overhead. In GMPLSSPF-TE supports the dissemination of
aggregated wavelength availability information Ire tnetworks. There are some proposed
extensions to support the dissemination of detanvestelength availability information for
each link. But this is achieved at the cost of mog a significant extra control overhead
introduced by the routing protocol.

3.2.2Signaling

As mentioned earlier, path computation can be ejpleeformed in a distributed manner on
each ingress node to enhance scalability (disgthapproach) or on a centralized entity (i.e.,
centralized controller) to enhance the resourcézation. In both cases, after the path
computation, a signaling protocol is required ttupea path in the network. Key objective of
a signaling protocol is to physically setup an émend path in the network once it has been
computed, and also to take it down by releasingekserved resources after the service time
of the connection expires. In case of GMPLS, RS\HP{30] is the most commonly used
protocol to setup (and teardown) a lightpath in tregwork. RSVP-TE is based on the
Destination Initiated Reservation (DIR) [51] tecimue where a control message (PATH) is
sent from a source to the destination collectirggwlavelength availability information on a
hop-by-hop basis in the forward direction. Aftee tmessage arrives on the destination node,
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a free wavelength is selected from the common sékte wavelengths (available along the
entire path), and initiates the reservation onréwerse path from destination to source using
another control message (RESV). DIR based schemesuinerable taace conditions A
race condition occurs, when a wavelength whichoisnél to be free during the forward
traversal of the control message (PATH) is no lorayailable for reservation (i.e., reserved
by some other connection) during the backwardsetsal of the control message (RESV)
from destination to source likely taken for anotbennection request in the meantime. There
are schemes proposed in the literature to avominimmize the race conditions in RSVP-TE
[52].

3.2.3Enabling Technologies for Centralized Provisioning

Recently, network architecture based on the conaepath Computation Element (PCE) [5]
has been proposed to aid in the path computatieratipns in the network. A PCE provides a
centralized control of network resource provisignidA PCE communicates with the ingress
nodes in the network (i.e., Path Computation CéefRCC)) via a protocol named Path
Computation Element Communication Protocol (PCER] pllowing ingress nodes to send
PCReq messages for path computation requests akdréfiies back to the ingress nodes
with the PCRep messages containing the computéd.pés assumed that PCE has access to
the wavelength availability and network topologjommation (e.g., via OSPF-TE). After the
path computation phase, ingress nodes can setupatheusing a signaling protocol (i.e.,
RSVP-TE). PCE concept can not only be applied ckeaswitched and TDM networks, but
also in WSON. Regarding the application of PCE ephan optical networks, [54] discusses
the utilization of PCE in ASON context. A framewotl integrate the GMPLS and PCE
based architectures to control WSON is discuss¢soh In GMPLS terminology, a lightpath
can be considered as an equivalent concept tptacal Label Switched Path (LSP)n our
work presented in this thesis, from here on, bdtthese terms are used interchangeably
depending on the context but referring to the seomeept.

3.3 Dynamic Bulk Provisioning

Although, centralized provisioning naturally enabkmore efficient resource utilization, its
true potential can only be appreciated when coimmecequests are processed in bulks (i.e.,
batches) at a centralized node. It allows moreciefit usage of network resources via
concurrent optimization. There are studies thagetaefficient batch provisioning of grid
resources [56] and minimization of LSP setup time dxploiting a batch provisioning
architecture [57] in PCE based networks. But, inggel, there is a lack of an extensive work
on bulk provisioning strategies particularly in dymc PCE-based WDM networks.
Furthermore, performance in many existing studgesiot evaluated in a dynamic traffic
scenario. InPaper | of this thesis, we propose a bundle (i.e., agdmagaof optical LSP
requests at a PCC) provisioning mechanism whicisésl to reduce network control overhead.
An optimal ILP based model is proposed for conaurkeilk provisioning of these requests at
PCE inPaper Il to optimize the network resource usage. Buildingrenideas presented in
Paper | andPaper Il, a flexible dynamic bulk provisioning frameworkpsesented ifPaper

[l along with an ILP model and a scalable heuristibéodeployed for efficient resource
provisioning in addition to reducing network contoverhead. Proposed bulk provisioning
framework is flexible and different parameters aomfigurable to choose an appropriate
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tradeoff among the different performance objectifeg., minimization of control overhead,

blocking performance and LSP setup time). Perfooeas evaluated in various PCE-based
dynamic connection provisioning scenarios whera@mpate control and signaling protocols

are also implemented to emphasize the performathanéage of the proposed framework.

3.4 Failure Recovery in Dynamic Networks

Modern WDM networks can transfer huge amounts fafrmation in a small fraction of time

to satisfy the growing demands of current and emgrgnline services. However, it also
means that fault management in these networks g wmeportant because even a brief
downtime can cause huge data loss, and also cah ies significant revenue loss for the
service providers because of the potentially veda®ervice Level Agreements (SLAS) with
the clients. In particular, the failure of evenirggte fiber link (e.g., resulting from a fiber cut)
can result in many lightpaths to be interrupteder&fore, it is crucial to deploy effective fault
recovery schemes to mitigate the effect of failueesl making optical networks more
survivable. Survivability here refers to the alildaf the network to recover from hardware
failures (i.e., node and link failures). Generafigeaking, link failures are much more
prevalent in optical networks than node failure§1f@|[58]. Consequently, in our work we

limit our scope and discussion only to link failsii@ the network.

Fundamentally, failure recovery techniques candtegorized in one of two basic approaches,
namelyprotectionandrestoration[58]. In protection, the key characteristic is theadvance
reservation of network resources providing guaesteo protect against possible future
failures. Protections based techniques can be yegleither at theath or thelink level, i.e.,
called path and link protection respectively. A gt path satisfying a certain disjointness
criteria (i.e., node, link, shared risk link group)eserved in advance during the provisioning
phase in path protection. In link protection, rases are reserved around each link during
connection provisioning to be used in the everd bhk failure. In path protection, usually it
is required that source and destination nodesileidfpath are notified about a failure as soon
as possible so as to perform the protection switghio the backup path, while in link
protection, only the start and end node of a faliekl are involved in the failure recovery
procedure resulting in faster protection switching.

Both for link and path protection, backup resourcas be either dedicated or shared. In case
of link protection, backup resources along the @athshared to protect the connection under
different failure scenarios which are not expedtedccur simultaneously resulting in more
efficient usage of backup resource as comparedetiicdted link protection, but at the
expense of slower recovery times. In case of déglicpath protection (DPP), resources for
the backup path are exclusively reserved for tla#,pand cannot be used by backup of any
other connection. DPP can be implemented as €fil¥el) protection or (1:1) protection. In
(1+1) protection, signal is transmitted on bothmary and backup path at the same time, so
that the destination node can select the besttguatgnal from these two. While in (1:1),
transmission only takes place at the primary patld, in the event of a failure on the primary
path, traffic is switched to the backup path. Geltgr(1+1) provides much faster protection
switching while (1:1) provides better resource aincy, since under normal circumstances
the backup path can be used to carry low prioiigy,(Ereemptablg traffic. In shared path
protection (SPP), resources for the backup pattoahesoft reserved, and they belong to a
shared resource pool which can be used by the pgukiln of any other connection provided
that primaries for these connections satisfy thgoditness criteria. In other words, SPP
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allows sharing of backup resources if it's certhiat two primaries sharing resources on their
backups will not fail simultaneously in order too&V the resource contention. However, more
efficient backup resource utilization of SPP as parad to DPP is achieved at the expense of
higher failure recovery times and lower connectiailability level. Path protection based
techniques have been widely studied in the liteeakil][6][58][59].

Similar to the protection, restoration techniquél12][60][61] can also be categorized into
two: pathandlink restoration [58]. In link restoration when a lifélure occurs, start and end
nodes of the failed link dynamically computedetour around the failed link to reroute the
traffic. In this case, source and destination effdiled path are not notified of the failure, and
hence not involved in the failure recovery proceddiis is also callekbcal restoration and
results in much faster failure recovery times coragato end-to-endrestoration. In path
restoration, after a link failure, source and dedion nodes of the failed path are notified
about the failure and an end-to-end restorati@itempted by dynamically computing a new
backup path to re-route the traffic away from thiéetl path. End-to-end path restoration may
result in longer recovery times because both soamncedestination of the failed path need to
be notified of the failure, and signaling a newlgnputed path may take longer time
compared to signaling just detour around the failed link as in link based restoratio
However, it has been shown that path restoratimviges much better backup resource
utilization [58]. Furthermore, in some cases loaak restoration may not be successful to
compute aletouraround the failed link resulting in a failed restton.

3.4.1Single Link Failures

Single link failures are prevalent in WSON and was failure recovery schemes based on
protection and restoration are presented in tkeealiire - designed specifically to mitigate
their effect. An ILP model and a heuristic scheme proposed for centralized dynamic
restoration (CDR) [11] in PCE-based WDM networksréaover from failures in case of
unprotected paths. Both schemes are compared adheslistributed dynamic restoration
(DDR). It is found that PCE-based CDR schemes oaticeably improve the blocking
performance as compared to the DDR. A DPP basddcpatputation scheme is proposed in
[62] to provide end-to-end survivability even undegh loads in multilayer GMPLS based
optical networks. Some routing approaches are ptege¢o improve the network performance
both for DPP and SPP. They are implemented andiaes in ADRENALINE test-bed [63].
The effect of outdated control information in GMFASON optical networks in a DPP/SPP
path protection scenario is studied in [64].

On the other hand, work on dynamic bulk provisigniof requests in the context of
survivable networks that can be found in the lign@is so far quite limited. Path protection
is most commonly used technique in survivable WDatworks to shield against single link
failures. Our study is greatly motivated by thefpenance gains in terms of blocking
probability and network resource optimization thah be achieved by applying the concept
of dynamic bulk provisioning to survivable netwotased on path protection. Raper 1V,

V and VI of this thesis we consider the performance benefidynamic bulk provisioning in
survivable networks supporting dedicated, sharetlaamixed protection traffic scenarios. In
particular, the benefits in terms of blocking proiity performance improvement,
minimization of backup resource usage and contretltead reduction are studied.
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3.4.2Double Link Failures

WDM networks might face certain link failure scenarwhere more than one link is in a
failure state at the same time. At the minimuns ithportant to protect against double link
failures as they can cause significant disruptiometresulting in a big data loss, and their
occurrence probability is not negligible [65]. Notbat, currently popular protection
techniques in WDM networks (i.e., (DPP 1:1) andRSIP1)) only protect against single link
failures, and in the wake of multiple link failur¢s.g., double link failures) survivability
cannot always be guaranteed with only one resepretection path. A straightforward
approach is to extend the path protection schempsotiide two backup paths instead of one
(e.g., (DPP 1:2)) ensuring survivability in doulilek failure scenarios. However, providing
multiple backup paths can increase the backup resaisage significantly, and also resulting
in much worse blocking performance partly causedhgyrequirements to satisfy thak-
disjointnesscriteria among all three computed paths of a comme So, path protection
schemes using multiple backup paths to protectnagalouble link failures are not very
resource efficient in many practical networkingren@os.

An alternative is to use dynamic restoration basetiniques [7][12][60][61] that can handle
multiple link failures as well because of the dymamature of the restoration based
approaches. However, a major drawback is the laekhard guarantee to protect against link
failures. Furthermore, path restoration (PR) baapdroaches may require much longer
failure recovery times because of involved procedurelated to failure notification, path
computation and signaling to dynamically compute se&tup a new backup path. Connections
that loose either primary or a backup due to nétwkailures are calledvulnerable
connections because in the wake of yet anotherréadn theonly surviving path will result in
lost connection between the end-points unlesstareg®n is attempted which may take much
longer time (increasing disruption period) as coragao simple protection switching which
would have been possible if the connection wagategted state. So, the average disruption
period for the connections can be decreased byd&npithe connections to resort to
restoration by minimizing the number of vulnerabtanections in the network. This is the
exact idea behind Backup Reprovisoning (BR) thétnapts to minimize the number of
vulnerableconnections in the network resulting in reducihg &verage disruption period for
the network connections. Yet another approach icdople restoration with an active
protection mechanism as in [13]. Authors in [14ppose a hybrid scheme to achieve high
double link failure restorability (DLFR) by estaditing a pre-determined backup route (PBR)
during the connection provisioning phase and aredtbackup route (RBR) is established in
case a failure occurs on the backup path. A segimesed restoration scheme is proposed
which allows having a quick recovery from a failuneinimizing the disruption time, but on
the other hand, decreases the restoration effigziaaacompared to end-to-end dynamic path
restoration schemes. We address the problem oéwanbi high connection availability in
double link failure scenarios by involving PR asllves BR in the failure recovery process.
More specifically, we propose two dynamic failuezaovery schemes iRaper VII namely
dedicated path protection + path restoration (DPPR) and dedicated path protection +
backup reprovisioning + path restoration (DPP + BAPR) to maximize the connection
availability, and minimize the number of droppedections.






Chapter 4

Dynamic Bulk Provisioning of Network Resources

Network control and management is a broad termraoy@ wide range of functionalities that
depend on the type of network and architectureidensd. In Wavelength Switched Optical
Networks (WSON), network control and managementtionalities mainly focus on features
such as network topology discovery, network stafermation dissemination, neighborhood
discovery, fault management, and performance mongooperations [2]. This set of
functionalities also includes connection managemepekrations (e.g., establishment,
maintenance and teardown) of the requests in andigrecenario [66].

As mentioned in the previous chapter, there arddorentally two different ways to provide
control functionalities for dynamic provisioning @bnnection requests in a WSON, i.e.,
distributed and centralized[3]. One example of distributed control is Genieed Multi-
Protocol Label Switching (GMPLS) [4]. In this appah (as it is the case for all distributed
solutions), provisioning decisions are made logallythe ingress nodes (i.e., network nodes
where connection requests originate) based on mktstate information that is replicated and
maintained throughout the network. This charadierimakes distributed approaches highly
scalable, i.e., the processing load of path contijputas distributed among the various
network nodes. In addition, distributed approaches inherently less affected by failures,
since path computation operations are not perforatedsingle node, i.e., no single point of
failure. As it was already mentioned before, al ttodes in network taking part in the routing
decisions must have access to up-to-date netwate shformation (e.g., detailed, or
aggregated, wavelength availability informationrrent lightpath routings in the network).
On the other hand, in larger networks and withficahat becomes more and more dynamic,
maintaining correct and up-to-date network stat®rmation becomes a challenge. This
translates into routing decisions that might nobpemal as they are based on a local view of
the network state which is not always up to dateotAer problematic aspect is related to the
computing power required to handle these compléix pamputation operations, i.e., not all
nodes in the network might be equipped with swgfiticomputational capabilities.

Centralized provisioning can be used to addressesohthese drawbacks [67]. With this
approach typically a single entity is responsilde rhaking all the routing decisions, which
are based on a global view of the network statermétion. It allows for the possibility to
make optimal routing decisions, and for centralizeahdling of network control and
management operations. This in turn eases the datmgmal load on the network nodes
related to these tasks and up-to-date network stitemation only needs to be maintained at
the centralized entity instead of each network né@dethese advantages, on the other hand,
come at the price of a reduced robustness, i®céhtralized entity becomes a single point of
failure, and additional measures needs to be tdakeavoid severe service disruptions.
Furthermore, scalability can be an issue in larggworks due to the limited computational
power of the centralized entity.

29
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For the reasons mentioned above, we decided tc foau attention on centralized network
provisioning scenarios. In particular, we were liegted in the opportunity that such a choice
allows for optimal provisioning of connection regtg i.e., tangible performance gains in
terms of improved blocking performance, better vese utilization and control overhead
reduction [3][68]. Network provisioning based onntalized approaches has gained
momentum since the introduction of a new set ohddads by the IETF related to Path
Computation Element (PCE) [5]. As a result, a numifePCE-based solutions (with their
associated network architectures) specifically assing the WSONSs are already available in
the literature. For example, one possibility ih&ve a close interaction between the Network
Management System (NMS) and the PCE in a setupentner NMS is responsible for the
communication between the ingress nodes and the [BEE This kind of architecture is
useful if the network nodes are not capable of hagdPCE Communication Protocol (PCEP)
based interactions (i.e., in the absence of a imat Path Computation Client (PCC)
module). An alternative architecture involves meggthe NMS functionality (including all
the services, call admission control, and QoS edlablicies) with the PCE, and allowing the
ingress nodes to directly communicate with the P@Hninating one extra layer of
communication between the PCE and network nodekerprocess. The work presented in
this chapter is influenced by this latter archiieetwhere direct interaction between ingress
nodes and the PCE is allowed.

Regardless of the specific choices made for thaiteature, the benefits of a PCE-based
provisioning scheme can be best capitalized if eochan requests are processed at the PCE
in bulks (i.e., in batches). The main reason is liaéch provisioning of resources provides an
opportunity forconcurrentoptimization of how resources are used, whichum results in a
better network performance. However, there is & Gcextensive research on the impact of
batch provisioning on network performance in dymammaffic scenarios. In [57], a PCE-
based architecture is proposed for Next Generatietwork (NGN) applications including
grid services that allows for a dramatic reductionhaf $etup time of connection requests by
provisioning them in batches. In [56], network aretiure suitable for dynamic provisioning
of resources in optical grids is proposed. Howelseth works only consider ancremental
traffic scenario (i.e., connection requests ariivehe network randomly, but after they are
set-up, they are never terminated).Raper | of this thesis, we propose a mechanism to
aggregate multiple LSP requests to formbandle and to send them to the PCE for
provisioning using the PCEP protocol. The key nation is to reduce the PCEP control
overhead by having multiple LSP requests encap=iiiatthe same PCEP message. This idea
is refined, and a more flexible mechanism is pregos Paper Il where multiple such
bundles are processed at the PCE in a concurremenan the form of &ulk For this reason,
we refer to this approach dynamic bulk provisioningThe idea proposed iRaper Il not
only allows for reducing the PCEP control overheladt also provides an opportunity to
concurrently optimize how network resources ardizetl, thus improving the network
blocking performance. Based on this idea, Haper Ill, we propose a dynamic bulk
provisioning framework, which provides two typesagjgregation for LSP requests (both at
ingress nodes and at the PCE). The different pasamef the proposed bulk provisioning
framework can be configured targeting certain pemBnce requirements (i.e., minimizing
blocking probability or PCEP control overhead).
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4.1 Bulk Provisioning (BP) Framework

The PCE-based dynamic bulk provisoning frameworppsed inPaper Il is presented in
Fig. 4.1. This framework makes use of the messdgésed for the interaction between a
PCC and the PCE, i.e., the PCEP protocol [53]. dlee two important messages in the
PCEP which are interesting in the context of theesu study. The PCReq message, which is
used to send a path computation request from aedagiode to the PCE, and the PCERep
message, which is used to send a path computatpy lback to a specific ingress node. The
PCEP protocol provides the flexibility to send npiie LSP path computation requests in the
same PCReqg message. Similarly multiple path comipataeplies (for the same specific
ingress node) can also be packed in one PCRep geesHaese features can be exploited to
reduce the PCEP control overeahead, i.e.,bbgdling multiple LSP path computation
requests at each ingress nodes, and by using kEsepproach when transmitting the path
computation replies back to the ingress nodes fileenPCE. At the PCE, all the incoming
LSP requests belonging to different bundles aregalan the Request Queue (RQ). Different
algorithms for bulk provisioning of LSP requestsymaside in Path Computation Engine
(PCENQ). The Path Computation Manager (PCM) pickstaof requests belonging to one or
multiple bundles from the RQ, and feeds them toRB&ng for concurrent provisoning. The
PCENg computes paths using one of the deployedspnaing algorithms. Routing decisions
are based on the up-to-date network state infoomasitored in the Traffic Engineering
Database (TED), and the routes of the already kestald lightpaths are stored in a separate
database (i.e., Active LSP List).

PCE Path Computation Element

TED Traffic Engineering Database
LSP Label Switched Path

Path Computation Enginel

PCC Path Computation Client @

PCEP Path Com, i
mputation Element PCReq/—\
Communication Protocol

PCC-time-threshold

Fig. 4.1. Proposed PCE-based dynamic bulk provisoning framiewadPaper Il .
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Fig. 4.2. A timeline view of the propsoed frameworkRPaper Il .

A timeline view of the proposed dynamic bulk prangg procedure is illustrated in Fig. 4.2.
Three LSP requests arrive within a pre-defiR€iC-time-thresholat ingress node B (Step 1).
All the requests arriving in this time-thresholde acollected and packed in one PCReq
message and transmitted to the PCE for path cotnputgStep 2) where they are placed in
RQ. APCE BundleThrshs employed at the PCE to ensure that a pre-card@thnumber of
bundles are collected before forming a bulk. Omeehulk is ready it is fed to the PCEng for
concurrent optimization (Step 3). After the bulloyasoning process finishes at the PCEng
(Step 4), all path computation replies are sortskd on their ingress nodes, such that all the
replies destined for the same ingress node areegaokone single PCRep message and then
sent back to the respective ingress nodes (StefAb)RSVP-TE [50] based signaling
procedure is then initiated (Step 6) to setup earhputed path. As shown in Fig. 4.2, LSP
setup-time includes different time components idiclg queueing times at the PCC and PCE,
communication time, and signalling time.

4.2 Concurrent Optimization Algorithms

As described in the previous section, path comjmurtadlgorithms can be deployed at the
PCM to perform bulk provisioning of LSP requests.Haper Il and Paper Ill, an ILP
formulation is proposed to optimally solve the dym@abulk provisioning problem at the PCE.
Paper Il also proposes an efficient meta-heuristic for bptvisioning of LSP requests
which can be used as a scalable alternative tdLfRdased solution. Both these proposed
solutions are presented in this section. Tableasd Table 4.2 present the notation used for
the inputs and the variables used to describerthgoped concurrent optimization algorithms.



Chapter 4. Dynamic Bulk Provisioning of Network ®eses 33

Table 4.1

Inputs for proposed concurrent optimization aldoris

G(N,E)| Physical topology consisting of set of nods$ &nd set of linksK)
W Maximum # of wavelengths supported on each link
Wy | Number of free wavelengths on liky)
D Set of LSP requests to be provisioned in the PG&reveach request
(from a sourceto a destinatiounl) is denoted by.and . D

Table 4.2

Variables for proposed concurrent optimization &thons

L.y | Number of wavelengths to be used by LSPs on(kn based on current
solution of the processed bulk

Binary variable equal to 1 if LSP requedtaverses physical linfx,y)
using wavelengthv

A. | Binary variable equal to 1 if LSP requess$ successfully provisioned
Binary variable equal to 1 if LSP requesises wavelengtiv

M | Load of the maximally loaded link in the network

4.2.1Proposed ILP Formulation

In this section, we introduce the formulation farr groposed ILP for bulk provisioning of
LSP requests (LSP_BP_ILP) at the PCE to enableuctartt optimization.

Objective 1 (Weighted LL + M)
Minimize Ck(| D ‘ _ZVC Ac) + BZV(:B, y)(W — Wl’?/)L:I:y + M (4.1)

Objective 2 (M)
Minimize Oé(| D ‘ _ZVCAC> + 6ZV(L y)Lw + M 4.2)

Objective 3 (Weighted LL)

Minimize | D | =Y, AC) + B8 v, W =W,)L

- (4.3)

Objective 4 (LL)
Minimize (| D[ =}y A )+ BY v, y)ny (4.4)
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Constraints

0, y = s,d

ZWny’w — ZV’IFyx,w =1 —AC ,  y=s VuVcVy @5
A;“, y=d

vacmy,w < ].,VC,(!B,@/) (4.6)
D Al S AV @4.7)
chxcy’w < 1,Vw,(z,y) (4.8)
A <A, Ve (4.9)
ZWZVCF mcyw = ny’v(‘”’ y) (4.10)
L, < nyav(xa y) (4.11)
F;%w S W;;,VC,\V/’LU, \V/(.CE, y) (4.12)
M > ny + (W - sz!),V(ﬂ?, y) (4.13)

In the ILP proposed iRaper Il andPaper Il four different objective functions have been
proposed with a purpose to evaluate different egiias to minimize the resource congestion
in the network (i.e., avoiding the usage of alredmbded links). It is assumed that in all
objective functions . Objective 1 (4.1) aims at minimizing: the numbéblocked
LSP requests in the first term, the sum of weighitgd loads in the second term (i.e., higher
weight is assigned to the links that have more usadber of wavelengths to avoid these
overloaded links in Weighted LL), and the load ajshloaded link in the network (M) in the
last term. In Objective 2 (4.2), the first term mizes the number of blocked LSP requests;
the second term minimizes the link loads (LL) (ite.reduce total wavelength usage), while
M is minimized in the last term. Note that weight@ik loads are not considered in the
Objective 2 to evaluate the effectiveness of oliyng M to minimize resource congestion. In
Objective 3 (4.3), in addition to minimizing the RSlocking ratio in the first term, the
second term minimizes the weighted link loads (Wtid LL). M is not considered in
Objective 3 to evaluate the impact of using onlyighted link loads on the performance.
Objective 4 (4.4) is the simplest objective whereaddition to minimizing the LSP blocking
rate in the first term, only link load (LL) is mmized (in the second term). So, in all four
considered objectives, different mitigation teclugg for wavelength resource contention
have been integrated to assess the impact on hipplrformance.
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As for the constraints, Eq. 4.5 is the flow conséipn constraint for the computed paths. The
constraint in Eq. 4.6 ensures that each LSP canreserve one wavelength on a link at most.
The constraint in Eq. 4.7 makes sure that a wagéteon a link is reserved only if the
corresponding LSP request is provisioned. The caim$tin Eq. 4.8 forces any wavelength on
any link in the network to be used by at most o8& LThe constraint in Eq. 4.9 makes sure
that the successful provisioning variable is caistd by the existence of the corresponding
LSP request in the demand set D. The constraigit.10 is used to calculate the number of
used wavelengths on each network link based oh$i®s already routed in the network. The
constraint in Eq. 4.11 makes sure that the loadagh link is not exceeding the number of
free wavelengths on that link at that particulandiinstance. The constraint in Eq. 4.12 is
used to eliminate the flow decision variables fareatain link when all its wavelengths are
already occupied. This is done to speed up theehtdtution time. The constraint in Eq. 4.13
calculates the value of M, i.e., the load of thestrloaded link in the network, which is used
in Objective 1 and Objective 2.

4.2.2GRASP With Bulk Provisioning (LSP_BP_GRASP)

In this section, a heuristic based on a Greedy Bamked Adaptive Search Procedure
(GRASP) [38] is described. This heuristic, proposedPaper Ill, is a time efficient and
scalable alternative to the ILP based optimal smiupresented in the previous section.
GRASP is a meta-heuristic and is well suited tovescbmbinatorial optimizatiorproblems.
GRASP comprises two main phases, as shown in Bg.Hrst phase is calletbnstruction
where a feasible solution (i.e., provisioning gbuih connection requests) is built in multiple
iterations, while in théocal searchphase a local optimum is searched in the neigluootiof
the current solution. Note that inputs for the LBP_GRASP are the same as for
LSP_BP_ILP (as defined in Table 4.1) while a setcomputed paths are output for the
provisioned requests.

Construction Phase

l Return the set of provisioned requess

e ~\ | from the best solution so far

*Set size for RCL
—>{ *Populate RCL according to min. Local Search

allocation costGreedy

l a
Remove a random connection from De-allocate n random connections
RCL and allocate it

Yes

A complete
solution built?

If current iteration
< Max lIterations ?

Yes

Compute the objective value for the
current solution

- AN
Fig. 4.3. A flowchart for the LSP_BP_GRASP proposedPiaper Il .

Save the best solution so far
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During the construction phase, first a restrictoandidate list (RCL) is built comprising a
subset of all input connection requests based gready cost function (i.e., the number of
wavelength link resources required to provisioroanection request). If RCL is not empty
then a random request is removed from the RCL dlodased (i.e., provisioned). During
connection allocation, for routing, a dynamic ragtialgorithm named Weighted Least
Congested Routing (WLCR) presented in [44] is u&HCR uses pre-computed k-shortest
paths (to cut-down on the runtime computation ogad), and dynamically selects a suitable
path during the provisioning phase depending orctmgestion level and hop count criteria.
First Fit (FF) is used for the wavelength assignmafterwards. Note that procedure is
adaptive because the cost (i.e., based on greeutyidno mentioned above) associated with
each connection used to populate the RCL is updatezhch iteration. After a complete
solution is built (i.e., all the input requeststhe@ GRASP procedure are processed), it is saved
if it's indeed the best one so far based on theprdad value of GRASP objective function
(i.e., any objective presented in the previous settion can be used). Max lterations
parameter is specified to bound the number of roingepeats allowed for the GRASP
procedure. If current iteration is not the lase.(i< Max Iterations), then connections are
randomly de-allocated (i.e., released) from theresur solution (e.g., with a uniform
distribution), and the control flow is again tramséd to the construction phase. If, on the
other hand, it is the last iteration then compupadhs for the successfully provisioned
requests are returned by the GRASP procedure lmséte saved best solution so far. Note
that, all the allocations are only performed olo@al snapshoof the network state database
but not in the real network. Time complexity of th6P_BP_GRASP i©(D ) and to
initially pre-compute k-shortest paths for eachths v*(v-1) node pairs usin@ellman-Ford
algorithm requires a time-complexity ofO(K*v*e). A detailed description of
LSP_BP_GRASP can be foundRaper III .

4.3 Performance Considerations

First, we present a selected set of results foPi&-based bundle provisioning mechanism
proposed inPaper | to evaluate the beneficial effects of bundle mning in terms of
PCEP control overhead reduction. Performance etratugs done in the European Optical
Network (EON) topology, comprising of 19 nodes &l links. WLCR [44] is used for
routing, and First Fit is utilized for wavelengtesggnment. Performance is evaluated as a
function of the PCC-time-threshold for three diéfiet LSP request arrival rate values (i.e.,
low, medium and high) generated between each naidénpthe network.

Results are presented not only for the proposedreg§iest bundling approach but also for a
Baselinecase (i.e., no bundling is applied), used as a@hreark to assess the PCEP control
overhead reduction and blocking probability perfante of the proposed scheme. It's
apparent from Table 4.3 that under low arrival 1@ee, there is no blocking in the network
even for the higher PCC-time-threshold values whmites the traffic to become bursty.
With a medium arrival rate, the blocking probalyiibcrease is still negligible for low PCC-
time-threshold values. However, when the time thoésk is increased to 40s, we observe a
noticeable increase in blocking probability becaofskigher induced burstiness of traffic. For
the high arrival rate case, we see that blockingbability is somewhat close to Baseline
when PCC-time-threshold values of 1s and 10s aegl.uslowever, blocking probability
performance is much worse for the LSP request lmmdhpproach as compared to the
baseline, when a PCC-time-threshold of 40s is us@@n be concluded that high PCC-time-
threshold values result in an increased burstinegsl of the traffic. The lack of any
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concurrent optimization algorithm to counter thffeet leads to a degradation in blocking
probability performance.

Table 4.3 also shows that, for a low arrival ratel @ PCC-time-threshold of 40s, a 47%
reduction of the PCEP control overhead is possiBied this gain is achieved without
incurring in any blocking probability increase otke Baseline approach. In medium and low
arrival rate traffic scenarios, a PCC-time-thredhalue of 10s is more useful where a PCEP
control overhead reduction of 32% and 38% respelstiis possible. Although, even higher
reduction in the PCEP control overhead can be aetiebut it is at the expense of a much
worse blocking performance compared to the Basanghown in Table 4.3. It's evident that
PCEP control overhead reduction is directly relatedhe PCC-time-threshold value at the
ingress nodes (i.e., higher values result in medction in control overhead). However,
gains in terms of control overhead reduction stadiminish beyond the value of 40s for the
PCC-time-threshold. From these results it can bis@bserved that there is a clear tradeoff
between the achieved reductions in control overh@adising the LSP request bundling
approach, and the increase in blocking probabdaysed by the high burstiness of traffic
triggered by an increase in the PCC-time-threshold.

Table 4.3
Blocking probability and PCEP control overhead et for LSP request bundling in EON

LSP Request Bundling | Baseline
PCC-time-threshold [s] 1
Arrival Rate([s] 1/120 1/90 1/60 | 1/120 1/90 1/60
(Low) | (Medium)| (High) | (Low) | (Medium)| (High)
Blocking 0 0.01667 | 1.1167 0 0.0233 1.1733

Probability[%0]
Control Overhead 6.3154 7.5315 9.8687 - - -
Reduction Over
Baseline [%]

LSP Request Bundling Baseline
PCC-time-threshold [s] 10

Arrival Rate [s] 1/120 1/90 1/60 | 1/120 1/90 1/60
(Low) | (Medium)| (High) | (Low) | (Medium)| (High)

Blocking 0 0.01 1.22 0 0.0233] 1.1733
Probability[%0]
Control Overhead 27.6709| 31.9484 | 38.417% - - -
Reduction Over

Baseline [%]

A4

LSP Request Bundling Baseline
PCC-time-threshold [s] 40
Arrival Rate [s] 1/120 1/90 1/60 | 1/120 1/90 1/60
(Low) | (Medium)| (High) | (Low) | (Medium)| (High)
Blocking 0 0.27 3.1233 0 0.0233] 1.1733

Probability[%0]
Control Overhead 47.1282| 49.7813 | 52.6373 - - -
Reduction Over
Baseline [%]
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Now, we show some performance evaluation resulistie dynamic bulk provisioning
approach based on LSP_BP_ILP (proposed Paper 1l and Paper Ill) and on
LSP_BP_GRASP (proposed Raper lll) . First, we compare performance (in Table 4.4) for
the different objective functions used with LSP_BHP that are proposed (as described
earlier) in Paper Ill to minimize the congestion and improve blockingf@@nance.
Performance evaluation is done using the NSF nétwapology [44], which comprises 14
nodes and 20 bi-directional links. For this seteslults, the PCC-time-threshold value is set at
30s, and PCE BundlesThrsh parameter in the bulkigioming framework is configured to a
value of 5.

Table 4.4
Blocking probability and RWA computation time foSP_BP_ILP based on different objectives
Objective 1 Objective 2
(Weighted LL + M) (LL + M)
Load [Erlangs] 150 160 170 150 160 170
Blocking 1372 | 2921 4.842 1399 2992 4.939

Probability[%]

RWA Computation Time [ms] | 54.316| 60.363| 61.658| 54.552| 61.572| 62.538

Objective 3 Objective 4
(Weighted LL) (LL)
Load [Erlangs] 150 160 170 150 160 170
Blocking 1.222 | 2.752| 4.665 124y 2836 4.78

Probability[%0]
RWA Computation Time [ms] | 48.657| 54.999| 55.867| 49.28 | 53.801 55.175

It's clear from the results presented in Table thdt (Weighted LL) provides the best
blocking performance because of the more fine-tumedgestion control. So, when
computing different paths, it is important to acebuot only for the wavelength usage but
also for the resource congestion level. The waesiopmance is obtained by (LL + M) mainly
because it tries to minimize only the load of thesimloaded link in the network. Based on
these results, (Weighted LL) is used as the objedtr performance evaluation Raper IlI
both for LSP_BP_ILP and LSP_BP_GRASP.

Table 4.5
Blocking probability and LSP setup-time results different approaches in NSF

Sequential Baseline
PCE 1 5 9 1 5 9
BundlesThrsh [#]
Blocking 2.805| 2.943| 3.086| 2.511| 2.511| 2.511
Probability[%0]
LSP 5.295| 6.945| 8.605| 0.282| 0.282| 0.282
Setup-time [s]

LSP_BP_GRASP LSP_BP_ILP
PCE 1 5 9 1 5 9
BundlesThrsh [#]
Blocking 2.699| 2.333| 2.204| 2.26 | 1.863 1.764
Probability[%0]
LSP 5.279| 6.928| 8.563| 5.718| 7.487| 9.265
Setup-time [s]
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A selected set of results froRaper Il are shown in Table 4.5 comparing the proposed bulk
provisioning schemes (i.e., LSP_BP_ILP and LSP_BRASP) with the Baseline as well as
a Sequentialapproach, where requests in each bulk are provdione-by-one(i.e., no
concurrent provisioning is performed and a seqgaéhguristic named WLCR is used for this
purpose). Note that for these results a networll lmal70 Erlangs is used, and PCC-time-
threshold is fixed to 10s. Results are shown fifedint values of the PCE BundlesThrsh to
clearly demonstrate the benefits of bulk provisigniapproach to reduce the blocking
probability. LSP setup-time results are also shdewrthe compared schemes. It's clear that
higher values of PCE BundlesThrsh has a direct flmaleimpact in terms of reducing the
blocking probability because an increase in thisapeter allows a better opportunity to
concurrently process multiple LSP request bundlewimg from a diverse set of ingress
nodes. When the PCE BundlesThrsh is set to 9, LBPILB can achieve blocking
performance improvement of around 30% compared dselhe. Under the same set of
parameters LSP_BP_GRASP can reduce the blockingapiidy by 12% compared to the
Baseline. LSP setup-time for the LSP_BP_ILP ishthighigher but acceptable if considering
that this approach provides optimal blocking perfance. However, performance in
Sequential approach starts to degrade with theehighlues of PCE BundlesThrsh due to the
lack of any concurrent optimization. In other wqrtte effect of traffic burstiness forces the
blocking probability to increase. Detailed resuftr other simulation scenarios and
performance parameters can be founBaper Il .






Chapter 5

Dynamic Bulk Provisioning in Survivable WDM
Networks

The emergence of new multimedia-intensive onlingliegtions and the increasing need for
bandwidth by existing services has paved the wathéodeployment of optical networks
based on WDM technology. However, bandwidth is t@ only important parameter to
consider. These latest applications, such as ssvelated to the medical field, remote data
backup and replication, cloud storage, cloud computand Business to Business (B2B)
applications, demand also high connection avaitgibéind require the underlying transport
infrastructure to be resilient to failures. Theagquirements are incorporated as a part of the
service level agreement (SLA) between the netwbénts and the service provider. In order
for WDM optical networks to fulfill these resiliee@nd connection availability requirements,
it is necessary to specifically focus on schemds &b achieve the maximum survivability
under different network failure scenarios, withoatnpromising too much on other important
aspects, e.g., connection blocking probability.

The research efforts in this area have been inteimsethe past several years
[1][6][7][58][59][60][61]. This is mostly due to & fact that in WDM networks even a single
failure (e.g., a fiber cut) can potentially disrupany wavelength links each one transmitting
at tens of Gbps data rates. In these studies eliftaype of network failure (e.g., node, link)
have been considered. In particular, link failuaes predominant in WDM networks and there
are many resilient approaches presented in literatumitigate their effect [58][59][60][61].
They can be fundamentally divided into two basitegaries: protection or restoration
strategies. Path-protection-based approaches amgariicular very popular because they
provide aguaranteeagainst single (and/or multiple) link failures dymputingandreserving
backup resources during the network provisioningsgh Because of this fact, protection-
based approaches are very fast during the faikgevery phase, not having to deal with any
runtime path computation overhead (i.e., the typoese of a restoration-based survivable
scheme). Path protection techniques can be fuddieigorized indedicated path protection
(DPP) orshared path protectiofSPP) schemes. Both DPP and SPP have their taie sif
strengths and weaknesses. The backup resourceatatidoy DPP schemes cannot be shared
with the backup paths of any other connection i@ tletwork (i.e., they are dedicated).
Reservation of dedicated resources allows switcmethe backup path to e-configured

to enable fast protection switching in the evena gfotential failure on the primary. The fast
protection switching afforded by DPP helps minimgthe connection disruption period [58].
In addition, control and signaling procedures asmally much simpler for DPP-based
schemes. Lastly, RWA approaches for DPP are nopuatationally as intensive as in SPP
case. On the other hand, the backup resourcesRrc&® be multiplexed (i.e., shared) among
backups of multiple connections as long as the gmynpath of these connections are link-
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disjoint (i.e., satisfy theshareability criteria, in the case only single link failuresear
considered). In other words, it must be ensuredl ribatwo backups contend for the same
(shared) backup resource in the event their agedcgimaries fail at the same time. SPP
enables more efficient use of network resourcessimge the backup resources are @dit
reservedwhen a failure occurs, the signaling proceduresdtup the backup requires more
time compared to DPP. Because of their ability targntee recovery against single link
failures, the rest of the chapter will concentrspecifically on protection-based techniques
only.

The potential advantages of having a centralizegl, ®ath Computation Element (PCE)-
based, path provisioning mechanisms were alreadgudgsed, in Chapter 4. All these
advantages still hold in case of survivable patbvisioning, and for this reason there has
been extensive research on PCE-based survivablesigmuing techniques. In [70] a SPP
scheme is proposed and implemented in a PCE-bassthrio leading to a much higher
resource shareability, which also results in impbwlocking performance. A modified 2-
step Dijkstra-algorithm-based SPP scheme is prapase[71], and its performance is
evaluated in a PCE-enabled Wavelength Switchedc@iphletwork (WSON). Some PCE
communication Protocol (PCEP) modifications hava dleen proposed to support signaling
of various SPP features. However, most of the gabiiity schemes available in the literature
consider a typical dynamic network provisioning rex@ where connection requests are
provisionedone-by-one and usually in the order of their arrival. On tbier hand, the
benefits of provisioning connection requests irchas have been clearly described in [72],
and it were also the main focus of Chapter 4 of thesis. In this chapter, we argue that
network resource usage and other key performan@emgders can be significantly improved
in survivable WDM networks based on path protectran bulk provisioning of connection
requests. More specifically the contribution of ttepter, with respect to the papers included
in this thesis, is highlighted next.

In Paper 1V, V, VI of this thesis, we propose a set of efficient fstigs tailored for different
path protection scenarios. Their objective is ttimje the resource usage of both primary
and backup paths. They are presented and evaludtied the dynamic bulk provisioning
framework described in ChapterPaper IV presents a Greedy Randomized Adaptive Search
Procedure (GRASP) [38] meta-heuristic used to coeatly provision LSP requests
requiring SPP. The performance of the proposedepia® is evaluated considering key
performance parameters including blocking probshilivavelength link utilization, and
resource overbuild (i.e., the amount of wavelergtks consumed by backup paths over the
amount of wavelength links utilized by primary pathA different heuristic designed for
efficient provisioning of primary and backup resms in a number of path protection
scenarios is presented Paper V. Paper VI considers a mixed traffic scenario where
requests arriving in the network may require DPIPR $r no protection at all. The Proposed
heuristics for DPP and SPP frdpaper |V, V andVI will be briefly described in this chapter
along with a selected set of performance resultsotstrating their benefits when deployed
in a dynamic bulk provisioning scenario taking suability aspect into consideration.

In the previous chapter, we presented a bulk piaviisg framework with the primary
objective to efficiently provision multiple connemt requests at the PCE as well as to reduce
the network control overhead. It was shown thatoomnt provisioning enables optimization
of key network performance parameters (i.e., blogkprobability by efficient resource
utilization) in a scenario where the provisionedhrections only require unprotected paths.
The intuition was simple: for the connection reqsesriving at an ingress (i.e., source) node



Chapter 5. Dynamic Bulk Provisioning in Survivall®M Networks 43

a time-based threshold is used (iRCC-time-thresholdYo aggregate multiple incoming
connection requests before sending for the pathpatation to the PCE. This bundling
feature allows minimizing PCEP control overheaddyucing the number of control packets
that need to be sent to the PCE. At the PCE, nhilspch bundles arriving from different
ingress nodes are merged together (viaPG& BundlesThrsparameter) to form bulk that
can be processed concurrently for the path compuatgburpose enabling significant
improvement in key network performance metrics.the remaining of this chapter, we
present a series of survivable strategies speltyficevised for this bulk provisioning
framework and we analyze their performance.

5.1 Dynamic Bulk Provisioning with GRASP for SPP
(GRASP_SPP _BP)

GRASP is a meta-heuristic suitable to solve comeuroptimization problems. In this section,
we present a GRASP-based meta-heuristic to provisidtks of LSP requests at the PCE in a
concurrent manner. The objective is to maximize thenber of requests that can be
provisioned in each bulk as well as to minimize phienary and backup wavelength resource
usage. The general procedure and control flow fdRAGP_SPP_BP is similar to
GRASP_LSP_BP, described in Chapter 4. To summadueng the GRASRonstruction
phase all the requests (in a bulk) that need to be igiomed are given as an input and then
ordered based on a greedlocation costfunction (i.e., wavelength resources required to
provision a connection request). The top elememrgghen put in a Restrictive Candidate List
(RCL). Afterwards, one connection at a time is reatbrandomly from RCL and temporarily
allocated(i.e., perform RWA) based on the local snapshahefnetwork resource database.
This procedure is repeated until the RCL is emipgy, a complete solution for the input bulk
is built (i.e., all the input requests are procdyse the current iteration. The total cost
associated with the set of allocated requests enctirrent solution is calculated using a
specific objective function(that might vary depending on the performance rpatars of
interest). If the solution cost is lower than thne @f already computed solutions (for the same
bulk), the current solution is considered as thst lsme and saved along with its associated
cost. This marks the end of tieenstruction phasef GRASP. If the number of performed
iterations is equal to the (predefined) maximum ham then the procedure terminates
providing as an output the current best solutidhewvise, a set af requests are randomly
selected and de-allocated (i.e., released)ooal search phaseand the whole GRASP
procedure is repeated again.

In the following, we briefly describe the requeBbeation procedure as well as the method
for calculating the allocation cost for each requesbe put in RCL, operations specifically
designed for the GRASP_SPP_BP. Note that allocatost is used to order the connection
request to be put in RCL during the constructiomgghof GRASP. A flow chart of the

allocation procedure in GRASP_SPP_BP is showngn%-L1.
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l Connection request

Run WLCR withk-shortespaths to
assign primary path

!
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!

Rerun WLCR withk-SP-disjointpaths
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primary and
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Do wavelength assignment using
First-Fit

\ l Connection request allocated /

Fig. 5.1. Allocation procedure for GRASP_SPP_BP proposdeéaper IV.

The request allocation procedure in GRASP_SPP_BBRssd on a two-step approach. First a
primary path is assigned using Weighted Least CstedeRouting (WLCR) [44], which
chooses amonlg possible shortest paths between the source andestaation of the input
connection request. Thérshortest link-disjoint paths are loaded in mem(@oy the currently
selected primary path). WLCR is rerun again to sleoamong thesle SP-disjoint paths one
protection path (see Figure 5.1). If both primaryd asecondary paths are successfully
allocated then a wavelength is assigned using itise fAt approach (both for the primary and
backup) resulting in a successful allocation of ¢banection request. If any of the primary
and/or secondary path rll (i.e., cannot be assigned) then the connectionestqs not
successfully allocated.
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| Connection request
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De-allocate the connection request
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- | /
v
Total wavelength resources required for
allocation of this connection request

Fig. 5.2. Calculation of allocation cost in GRASP_SPP_BP psegl inPaper V.

A flowchart for computing the allocation cost ofcannection request (used when building
RCL in GRASP) is shown in Fig. 5.2. First an allibca is performed using the allocation

procedure described in Fig. 5.1. Afterwards, th@&altaumber of reserved wavelengths is
calculated both for the primary and secondary pesipectively. A sum of the total primary

and backup wavelengths reserved by the conneatignest is returned followed by the de-
allocation of the connection request (i.e., relegthe allocated request). It should be noted
that the use of already shared wavelengths in ¢ftwark is not counted towards the cost of
secondary path in SPP.

The following objective function (5.1) is used t@aulate the total cost after the construction
phase is over in GRASP_SPP_BRfer IV).

Minimize a*(|D|- |A|fF b6 *Sumi+ g* Sumac (5.1)

whereD is the set of demands fed to the GRASP_SPP_BBut&rprovisioning, and\ is the
set of demands that are successfully provisionedha current solution. and
are the sum of resources required by the primadybaickup paths respectively of the
provisioned (i.e., allocated) requests in the eurselution. In the objective function (5.4),
b and gare constant multipliers to assign different wesghd the different terms of the
objective function. It's assumed that> b >g which results in the highest weight to be
given to the minimization of the number of blockextjuests in the first term, and to the
minimization of the primary resource usage in teeosid term of the objective. Meanwhile,
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the third term helps to maximize the sharing ofkog@cresources in SPP. For more detailed
description of the GRASP_SPP_BP we refdPaper V.

A selected set of results froRaper IV for GRASP_SP_BP are presented in Table 5.1. In
addition to the propose@oncurrentapproach (i.e., concurrent optimization of conioect
requests in each bulk based on GRASP_SP_BP), semdtalso presented forSzquential
approach based on WLCR (using the allocation pnaeedescribed in Fig. 5.1) where no
concurrent optimization is used (connection reqgigseach bulk are provisionete-by-ong

at the PCE. Finally, results for Baseline approach are also presented where bulk
provisioning is not used at all. Performance isleat@d using a 14-node NSF [44] topology
and the network load is fixed at 80 Erlangs. F@s #et of results, the PCC-time-threshold in
bulk provisioning framework is fixed at 30s, andB8undlesThrsh is varied to assess the
gains in terms of blocking performance, link ualion and resource overbuild.

Table 5.1

Blocking probability, avg. link utilization and resrce overbuild in NSF

Baseline Sequential Concurrent
PCE 1 4 7 1 4 7 1 4 7
BundlesThrsh [#]
Blocking 0.116| 0.116| 0.116| 0.384| 0.465| 0.53 | 0.012 0.002| 1E-3
Probability[%0]
Avg. Link 0.503| 0.503| 0.503| 0.504| 0.504| 0.502| 0.444| 0.425| 0.418
Utilization
Resource Overbuild| 0.639| 0.639| 0.639| 0.642| 0.63 | 0.612 0.609| 0.606| 0.601

From the set of results shown in Table 5.1, it'sdent that blocking probability for the
Concurrent approach is significantly less (when parad to Baseline) even for PCE
BundlesThrsh value of 1.0, and it continues to drpgetting higher values for this parameter.
Link utilization also drops as more efficient udewavelength link resources is enabled by
larger values of PCE BundlesThrsh. Moreover, resouoverbuild for the Concurrent
approach is much less compared to the Baselinexpscted, in the Sequential approach, we
see blocking performance degradation with increpsmues of PCE BundlesThrsh because
of higher traffic burstiness caused by this paramahd because of the lack of any concurrent
optimization strategy available to counter thiseeff It can be concluded that all three key
performance parameters can be significantly imptolrg applying the proposed dynamic
bulk provisioning framework in SPP-based survivai@évork scenario, and higher values of
PCE bundlesThrsh improves performance by providimgre opportunity for concurrent
optimization (larger bulks of connection requestsfarmed).

5.2 Concurrent Provisioning Heuristic for Connection
Requests Requiring Path Protection

In Paper V of this thesis, we show that a significant reduttin PCEP control overhead in
path protection based survivable WDM networks camathieved by enabling the bundling of
connection requests at the ingress nodes and uwsitighe-threshold. Note thatundle
provisioning can be considered as a special case of dynamkcpoalisioning where PCE
BundlesThrsh is set to 1.0. In other words, eacovipioned bulk only includes one bundle in
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this case. Furthermore, a heuristic for concurpeavisioning of LSP requests requiring path
protection (i.e., DPP and SPP) at the PCE is ptedem a dynamic bulk provisioning
scenario. The main objective is to improve the kilog probability performance in a bundle
provisioning scenario via concurrent optimizatioh amnnection requests. This heuristic
works in an iterative manner where in each iteratiequests are prioritized for allocation
based on a given cost function (i.e., the requinathber of total wavelength links to provision
the connection). Specific details about the cosiction calculations in DPP and SPP are
described inPaper V. Here, we describe the general working proceddréh® proposed
heuristic, which first requires a pre-processingg#h The steps of the pre-processing phase
are described below:

Step 1 Compute a set dk-shortest routes for each of the source destingiairs in the
network, to be used later for selecting a suit@bi@ary path for each connection request.

Step 2 Computel link-disjoint shortest routes for each of theoutes computed iBtep 1to
be used for selecting a suitable backup path foln eannection request.

‘ Bundle of connection requests

v
Place all the connection requests in an input
queue

!

For each connection request:

» perform an allocation

¢ calculate the no. of required wavelength <
resources (both primary + backup path)

» De-allocate the request

!

Sort all the request in queue in an ascendirhg
order based on the wavelength resource uspge

!

Select the request at the head of the queue [apd
remove it from queue

|

‘ Allocate the connection request I A set of allocated
\ / Requests in the bundle

Fig. 5.3. Concurrent RWA provisioning heuristic Paper V.

Yes Any request No
remaining in

gueue ?

As for the working procedure of the proposed heigrisee Fig. 5.3), first of all the requests
that need to be provisioned are placed in an igpeue. Each of the connection requests in
the queue is temporarily assigned a working ancbgegtion path, for calculating the required
wavelength resource usage. After that, all theestguin the queue are sorted in the ascending
order based on the required wavelength resourcgeusansidering both the primary and
backup path. A request at the head of the quetigers removed, and allocated. The whole
procedure is repeated until the queue is empty.

The Enhanced Weighted Least Congested Routing (ERYLIZ3] algorithm is used to
allocate the connection requests. Briefly speakimegprocedure works as follows: in the first
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step, EWLCR is run withk-shortest routes to select a suitable primary gatheach
connection request. Then EWLCR is run again (whthlt link-disjoint routes to the selected
primary path) to choose a suitable backup pathe Nwdt these input routes are computed in
advance in pre-processing phase as described aBdierwards, First-Fit is used for
wavelength assignment. For detailed descriptioih@heuristic we refer tBaper V.

Table 5.2
Blocking probability, LSP setup-time and PCEP cohtwerhead reduction in EON

Baseline Sequential Concurrent
PCC-time-threshold [s] 10 40 10 40 10 40
Blocking 14.13 | 1413 14.81 20.41 13.96 18.65

Probability[%]

LSP Setup-time [s] | 2.10 | 2.10| 8.73 29.63| 11.07 34.68

PCEP Control - - 20.854 32.368 18.169 30.313
Overhead Reduction
Over Baseline [%0]

A selected set of results is presented in Tablefé&.2he heuristic proposed iRaper V
referring to the European Optical Network Topoldg§®N) [44]. It should be noted that for
the results presented in this section, the PCE Bsiitirsh is not used, and the results are
collected as a function of PCC-time-threshold ofiligis is done to assess the reduction in
PCEP control overhead and in blocking probabilithee proposed concurrent heuristic when
applied in a DPP based dynamic bundle provisiosaenario.

Since all the requests processed in a bundle beétotige same ingress node there is not much
opportunity for concurrent optimization. ApplyingRCC-time-threshold artificially creates
burstiness of the traffic. The combination of theéa® aspects results in an increase in
blocking probability (i.e., with the increasing uak of PCC-time-threshold). However, the
proposed heuristic alleviates this problem by mining this increase in blocking probability
via concurrent provisioning of multiple connectioequests. As shown in Table 5.2, the
blocking probability shown by the proposed heuwtigtor a PCC-time-threshold value of 10s)
is even smaller than value of blocking probabitifythe Baseline approach. On the other hand
blocking probability increases more rapidly for @& time-threshold of 40s. LSP setup-time
(i.e., the time required to setup a connectiorha ietwork including signaling and queuing
time) also increases because of the direct impécthe PCC-time-threshold. For the
concurrent case, significant reduction in PCEP rabnbverhead is achieved (over the
Baseline) even for small PCC-time-threshold values.

5.3 Concurrent Provisioning in a Mixed Protection Traffic
Scenario

We have shown in the previous sections that blackmobability and PCEP control overhead
can be reduced significantly by using the propa$gthmic bulk provisioning framework in
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SPP and DPP based survivable WDM network scenalimo®aper VI of this thesis, a
performance study is presented to assess and fyudh& benefits of dynamic bulk
provisioning when used with a traffic with mixedopection requirements, i.e., requests need
to be setup in the network require a combinatio®BP, SPP, and no protection. We found
that a significant reduction in blocking probalylih the network can be achieved without a
noticeable increase in the LSP setup-time. Forpdxormance evaluation, the concurrent
heuristic proposed iRaper Vis used to provision each request.

Table 5.3
Blocking probability and LSP setup-time in EON-TT
Baseline Concurrent
PCE 1 3 5 1 3 5
BundlesThrsh [#]
Blocking 6.798| 6.798| 6.798| 6.81 | 4.19 3.2
Probability[%0]
LSP Setup-time [s]| 2.619| 2.619| 2.619| 22.72| 24.31| 34.63

Some key results for the mixed protection trafinvieonment in the EON-TT [74] topology
are presented in Table 5.3. A traffic scenario =timg of a mix of different path protection
techniques is used, where 10% of the requestsree#P, 40% need no protection, and 50%
demand SPP. To obtain these results, PCC-timehiblicess fixed at 40s and results are
gathered as a function of the PCE BundlesThrshstess the possible gains in terms of
blocking performance. Recall that larger valuesP@E BundlesThrsh allow to process
requests from a more diverse set of ingress nquiesiding more opportunity for concurrent
optimization. As shown in Table 5.3, even small PBHEndlesThrsh values provide
significant reduction in blocking probability ovéine Baseline. LSP setup-time increases
rapidly after this point as concurrent provisioniiog larger bulks (formed by an increase in
the PCE BundlesThrsh) becomes more computatiomrdbysive. Increase in the LSP setup-
time is a compromise that has to be made in mangmic bulk provisioning scenarios and a
major cause is the time threshold that is applietha@ ingress nodes. On the other hand, a
smaller value of PCC-time-threshold can be seletiesignificantly reduce the LSP setup-
time, if the objective is to achieve higher netwoekource optimization instead of a reduction
in PCEP control overhead. The complete set of tesldmonstrating the impact of different
configuration parameters of the bulk provisionimgniework on the important performance
metrics in a mixed protection traffic scenario te&nfound inPaper VI.






Chapter 6

Double Link Failure Recovery

In Chapter 5, we already discussed the importaht@wng failure recovery mechanisms to
ensure a survivable optical network infrastructureparticular, we presented a number of
failure recovery approaches based on peh protection concept. However, in our
discussions, the scope was limited to single laikufe scenarios, and the proposed solutions
(i.e., based on ILP models and heuristics) wereiBpally designed to guarantee protection
against those failures scenarios. Indeed, single fiilures are the most common type of
failures in optical networks these days. Howeveg high level of availability is of prime
concern then it becomes very important to provesglience against multiple link failures, i.e.,
in the case of double link failures (DLF) [75]. Dl&fers to a scenario where the occurrence
of a second fault takes place while the first anstill being repaired. Furthermore, it has been
observed that, although less frequently than sitigle failure, DLFs (and multiple link
failures) are likely to happen due to a varietyreésons, e.g., a common duct carrying
multiple fiber links is damaged. In other wordsDBF may occur when the affected fibers
belong to the same shared risk link group (SRLG).

A classification of DLFs can be found in [65] intes of network problems that lead to such
failures and necessary features for a recoveryrighgo to avoid them. The protection
schemes discussed in Chapter 5 cannot guarantéé fiifiection against DLFs, i.e., there
might be time instances in which a second faildfects a connection that is momentarily
unprotected. A simple and straightforward soluttonguarantee protection against DLFs
could be to have protection schemes where eachapyims protected by two completely
disjoint backup paths (e.g., (DPP 1:2), in the cafsdedicated path protection). However,
prohibitively large backup resources are requi@dupport such a scheme. A more viable
option is to use a backup reprovisioning (BR) pdage in conjunction with a path protection
scheme that protects against single link failueeg,, (DPP 1:1). The key idea behind BR is to
re-compute the backup paths only for those conmestihat are leftulnerable(i.e., without a
protection path) while network equipment is undgyaration as a consequence of a previous
failure. Obviously it might not always be possiliefind an alternative protection path for
each vulnerable connection (i.e., due to lack @frespvavelength resources). On the other
hand BR lowers the risk that a large number of egtions in the network are left
unprotected while failures are repaired. This imtoias a positive effect on the downtime (i.e.,
service outage time) these connections might egpeei as a result of concatenated failures in
the network.

A detailed study on the BR procedure and its bé&nafiwDM networks can be found in [18].
An enhanced and more generalized version of theritigh named backup reprovisioning
after network state updates (BAND) is presente@i76]. The concept behind BAND is the
same of BR presented in [18] with a difference ttingt backup reprovisioning in BAND
might be triggered by different type of networktsta@hanges (i.e., failure arrival, failure

51
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departure, connection arrival, and connection dapar and not only by occurrence of a
failure, as it was the case for the work in [18}rtRermore, a policy to reprovision backups
after theresource overbuildi.e., number of wavelength resources used byugmagaths over
the number of wavelength resources consumed byapyipaths) exceeds a specific threshold
is also explored. Both an ILP model and a heuratéecproposed for BR with the objective to
minimize the backup resource utilization. Resuttsvg that BAND significantly reduces the
number of vulnerable connections, thus enhanciaghgtworkrobustness

Despite the advantages of BR, it is still not polesto guarantee 100% protection against all
DLF scenarios, primarily because it's quite difficto ensure all vulnerable connections are
reprovisioned successfully. In other words, eveeradipplying BR in each failure recovery
phase there may be connections in the networkatteastill left in vulnerable conditions due
to lack of backup resources and hence may eventhballdisrupted in case a second failure
strike them.

A slightly different approach utilizing both protean and restoration is proposed in [13]. This
scheme follows a hybrid approach, i.e., a pre-cdatppath to protect against the first failure,
and (when needed) a restoration-based strategydoafternate paths for those vulnerable
connections affected by the second failure. In otdeminimize the use of backup resources,
the pre-computed paths are provisioned accordinghéo Shared Path Protection (SPP)
concept, i.e., two protection paths are able toeshize same wavelength channel under the
condition that their respective primaries do notehany resource in common. The scheme
proposed in [13] allocates much more spare reseythan in SPP) to ensure that there is no
contention of shared backup resources betweenpteuttonnections in a DLF scenario. Also,
a recovery scheme is presented based ofotadized restoratiorconcept, where a recovery
is attempted around the failed link only, instedcc@mputing a completely neend-to-end
path. This allows quick recovery from link failuras notifications do not need to be sent to
the source and destination nodes of the failed, pathvell as the computation of a completely
new restored path is avoided. However, in termsufcessfulrestoration ratiolocalized
scheme performs worse than end-to-end approachodadiigher probability of the latter to
successfully compute a new restored path. In adgiteven if localized restoration is
successful it may results in longer and suboptipadéihs unnecessarily increasing the resource
utilization.

An end-to-end availability evaluation model is gneted in [77]. Based on this model, an
availability-aware dynamic connection provisionstgategy is proposed with the objective to
minimize the use of backup resources while satigfyhe availability constraint. Benefits of

partial restoration are also explored while malsnge that the required protection level of a
connection is satisfied. Protection level of a amion is defined as the percentage of
working capacity restorable in case of a failure[14] another hybrid scheme based on both
protection and path restoration (PR) is proposeith whe objective to achieve high DLF

restorability (DLFR) in survivable WDM networks. this scheme, a predetermined backup
route (PBR) is setup during the network provisignpphase, and a restored backup route
(RBR) is established dynamically in case of a failon the backup path. Furthermore, a
segment based (i.e., localized) restoration schismaso proposed to increase successful
restoration ratio. A major feature of this schemmehiat resources for the RBR are reserved
only for the time-duration for which a failure pists resulting in significant backup resource
savings provided that the service time of the cotioe is much higher than the repair time of
a link. This scheme also noticeably reduces thebmunof disrupted connections in DLF

scenarios. This is mainly due to the involvementestoration in the failure recovery process.
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However, since no BR is provided this may resula inigh number of connections having to
be restored causing degradation of connection ahbiliiy performance. Recall, that
restoration in most cases requires much more time & simple protection switching to
recover from a failure.

In the light of above findings, iRaper VII of this thesis, we propose two failure recovery
schemes specifically designed for DLFs, namely cidd path protection + path restoration
(DPP + PR) and dedicated path protection + backppowisioning + path restoration (DPP +
BR + PR). Their objective is to maximize the cortiwet availability levels in a (DPP 1:1)
provisioning scenario in the presence of doubleifes. Furthermore, ILP based formulations
are also proposed for the optimal solutions of Bl BR procedures. DPP is considered for
dynamic provisioning because of the simplicity ofpiementation and its fast protection
switching ability compared to SPP [58]. Our resshew that both the proposed schemes can
achieve much higher connection availability as caregd to the BR based protection
approach. Indeed, availability performance for (DPPBR + PR) is very close to the
benchmark (DPP 1:2) while using only a fractiorir@f backup resources.

6.1 Failure Recovery Schemes

Here, we briefly describe the failure recovery sobe that are proposed Faper VI,
namely (DPP + PR) and (DPP + BR + PR). Two benckspare., (DPP 1:2) and dedicated
path protection + backup reprovisioning (DPP + BRg§ also described since they are used to
assess the performance of the two proposed schemes.

6.1.1(DPP 1:2)

(DPP 1:2) provides two dedicated backup paths &@heorovisioned connection effectively
guaranteeing the protection against any possiblblddink failure. If the primary path of a
connection is affected by a failure, then protetswitching is applied to switch to one of the
two backup paths. Since survivability against deubik failures is guaranteed, there are no
dropped connections in this case. Furthermoreesm®PP protection switching is very fast,
the traffic interruption caused by protection iscalminimal. In other words, (DPP 1:2)
provides the highest possible connection availgbiland for this reason is used as a
benchmark. However, this high availability perfomma comes at the cost of a large
utilization of backup resources. This translate® ia not so good blocking performance
compared to other schemes because of the netwadestbon caused by the higher resource
usage.

6.1.2(DPP + BR)

(DPP + BR) is the second benchmark scheme. (DPPisliised for dynamic provisioning
and BR isproactively attempted for any vulnerable connections, to @plaither a failed
primary or backup path. If BR is successful thecoanection goes from a vulnerable state
back to a protected state again ensuring its saipility against any future link failure.
Otherwise, the connection remains in a vulneratalie swith the risk to be struck by a second
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failure while the disrupted primary (or backup)usdergoing reparation. Significantly less
backup resources are required as compared to (BPPItlis also worth mentioning that BR
is attempted not only for connections with failegim@aries but also with failed backups to
minimize the number of vulnerable connections mrletwork.

6.1.3(DPP + PR)

(DPP + PR) is the first of the two proposed scheamakit is used to protect against DLFs. It
utilizes (DPP 1:1) for dynamic provisioning while case a DLF affects both the primary and
the backup of a connection, then PR is initiatedlynamically re-compute a new primary
path. Note that PR iseactivein nature and is only initiated when needed, intiast to BR
which is usedroactively (DPP + PR) minimizes the number of dropped cotimes in the
network and hence greatly increases connectionadigty. However, no attempt is made to
protect vulnerable connections, as it was the eatbe(DPP + BR).

6.1.4(DPP + BR + PR)

(DPP + BR + PR) employs both BR and PR proceduoesnaximize the connection
availability. In this scheme, (DPP 1:1) is used dgnamic provisioning while in the case a
connection becomes vulnerable then BR is attemated-protect it. If BR is not successful
then the connection stays invalnerablestate. In case a second failure affects a vulterab
connection then that connection is disrupted, a@RdsPattempted as a last resort. BR ensures
that the number of vulnerable connections in thevoek remains minimal, significantly
reducing the number of connections that have toterdly resort to PR. This is important
because PR is characterized by a relatively longpuwery time mainly due to path
computation and signaling time.

6.2 ILP Formulations for the Proposed Schemes

In this section, we present the ILP models forraptibackup reprovisioning (ILP_DPP_BR),
for path restoration (ILP_DPP_PR), and for dynamiovisioning (DPP 1:2) operations,
where the latter scheme is used for benchmarkingoses. The notations used for the inputs
and the variables of the ILP formulations proposeBaper VIl are listed in Table 6.1 and
Table 6.2, respectively.
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Table 6.1
Inputs for the ILP formulations of the presenteitlife recovery schemes
G(N, E) | A physical topology consisting of a set ®ihodes and links
W Maximum number of wavelengths supported on eadh lin
W, Number of currently free wavelengths on a link)
D A set of connection requests fed to the ILP torbpfovisioned/restored
/. Represents a requestrom a sources to a destinatioawhere/, D
/P It is equal tol if the primary path for a requesrom sources to destinatiod has
not failed
/> It is equal to 1 if the first backup path for awegtc from sources to destination
has not failed

* BR is triggered when either a primary or a back#éip connection fails (i.e/” +# ™ =17 D).

c

Table 6.2
Variables for the ILP formulations of the presenfitlre recovery schemes

Py Number_ of wave_lengths used by primary paths (re)provisioned/restore
connections on a linkx, y)

b, | Number of wavelengths used by the first backup path (re)provisione:
connections on a linkm, n)

b2, | Number of wavelengths used by the second backiys pétprovisioned connectic
onalink,j)

py, | It _is equal to 1 if_ the primary path of a requc from s to d passes through
primary physical link(x, y)

b1 | It is equal to 1 if the first backup path a of regic from s to d passes through
physical link (m, )

b2 | Itis equal to 1 if the second backup path of alestc from s to d passes throug
a physical linkd, j)

A | Itis equal to 1 if a requec is successfully (re)provisioned/restc

6.2.11LP DPP Backup Reprovisioning (ILP_DPP_BR)

In this section, we present the ILP formulationtfoe BR in a DPP scenario which is used by
the proposed scheme (DPP + BR + PR) as well dsethehmark scheme (DPP + BR).

Objective 1
M'n'm'ze c"l>(|D| = o Cl%)'l'b X. (X,y)pr 'gl X (mn)bjmn (61)

Constraints
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A, k=d
Ph- Pe= - A ks, k& /=0 6.2)
"X "X 0, ktsd
A, k=d
ble - b= - A, k s k& /™=0 6.3)
"X "X 0, ktsd
Py = Py " (X Y) (6.4)
" /&0
bl = b1%,n, " (M, n) (6.5)
"o /80
Py =0," (X,y), 8 (2=10bE, =1) (6.6)
blf, =0," (x,y), 8, (J=1U g, =1) (6.7)
pmn+b1mn£Wmn " (m r) E (68)

Objective lattempts to maximize the number of successful kegianings (i.e., minimize the
failed attempts of primary/backup path reprovisngs) in the first term, while the second
term minimizes the wavelength resource usage optimeary paths. Last term minimizes the
wavelength resource usage of the backup path$.Eds the flow conservation constraint for
the primary paths. It also ensures that a primat pvill only be computed if the primary
path for the corresponding is affected by a network failure/{ = 0). Eq. 6.3 depicts a
similar flow conservation constraint but for theckap paths, and the backup path is only
computed if the corresponding backup 0$ affected by a network failure’ t = 0). Eq. 6.4
and Eqg. 6.5 compute the load of primary and badiks, respectively, of the reprovisioned
connections. Eq. 6.6 forces the reprovisioned pyrpath of a connection to be link-disjoint
from its (already existing) backup path. Eq. 6.7cés the reprovisioned backup path of a
connection to be link-disjoint from its (existingyimary. Eg. 6.8 ensures that wavelength
resources used for reprovisioning of primaries hadkups for different connections do not
exceed the current free capacity (i.e., waveleagtilability) on those links.

6.2.2ILP DPP Path Restoration (ILP_DPP_PR)

Here, we present the ILP formulation for the PRcpdure used by the both proposed failure
recovery schemes.

Objective 2

Minimize @ XD | - . A )+b X. () Py (6.9)
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Constraints

A, k=d
Pi- Po= - A, ks ki (6.10)
e X 0, ktsd
Pyy = ) p(;(yy "(Xy) (6.11)
PonEWnp " (M) E (6.12)

In Objective 2, the first term minimizes the numloérconnections that cannot be restored,
while the second term minimizes the wavelength ues® used by the restoration paths of

these connections. Eq. 6.10 represents the flowarwation constraint. Eq. 6.11 computes the
wavelength resource usage for the restored patiasfimally, Eq. 6.12 ensures that the load

on each link, as a result of the newly computetbration paths, does not exceed the capacity
currently available on that link.

6.2.3ILP (DPP 1:2) Dynamic Provisioning (ILP_DPP12)

Here, we present the ILP formulation for the (DP® benchmark scheme.

Objective 3
Constraints

Constraints irEq (6.10) (6.11)and

A, k=d
b, - b= - A, k s ke (6.14)
X X 0, kt!sd
A, k=d
b2y - bZ= - A, koSt ok (6.15)
X X 0, ktsd

bl,,= bl," (m,n) (6.16)

"c
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b2, = bZ," (.j) (6.17)
p§y+b1§y£ A" (XY« (6.18)
Py T2 E A" (X V), ¢ (6.19)
bly, + b2 £ A" (X)) ¢ (6.20)
Py Ty + b2, EW,, " (X)) E (6.21)

Objective 3 minimizes the number of unsuccessfahegtion provisioning attempts requiring
(DPP 1:2) in the first term of the objective. Thexand, third, and fourth term minimize the
wavelength resources required for each primary, @atti for each first and the second backup
path, respectively. Eq. 6.14 and Eq. 6.15 areltve ¢onservation constrains for the first and
the second backup path of each provisioned comareatespectively. Eq. 6.16 and Eq. 6.17
computes the link load of the first and second bpgkath for each provisioned connection.
Eg. 6.18, Eq. 6.19, and Eq. 6.20 makes sure th#trake computed paths (i.e., one primary
and two backups) for each provisioned connectia rautually link-disjoint to guarantee
survivability in any possible DLF scenario. Eq. béhsures that the wavelength usage of the
current solution do not violate the free wavelengbacity of any network link.

In all the objective functions, multiplier is assigned the highest value in order to maximize
the number of reprovisioned/restored connectiorms, (minimize connection unavailability).
On the other hand, parameters1, and 2 are assigned lower weights, and they minimize the
wavelength resource usage for each primary, firdtsecond backup path, respectively.

6.3 Performance Considerations

Performance of the proposed (DPP + PR) and (DPR+BPR) schemes is evaluated and
compared with the benchmark approaches (DPP + BR)(BPP 1:2) to demonstrate the
potential benefits in terms of survivability reldtperformance metrics. A more detailed set of
results can be found iPaper VIl of the thesis. A modified (i.e., to make3#edge-connectgd
NSF network [44] topology is used. Each link in thetwork is assumed to have bi-
directional fiber links (i.e., one in each direcfjowith 16 wavelength channels per fiber.
Performance is evaluated on Red Hat EnterprisexXL{RIHEL) workstation with Intel Xeon
CPUs, and 12GB of installed memory. Holding time.(iservice time) for each connection is
assumed to be exponentially distributed with arraye equal to one time-unit. Failure inter-
arrival is exponentially distributed with an avesagqual to 2.5 time-units. The reparation
time of a broken link is considered to be exporatiytdistributed and the mean time to repair
(MTTR) is assumed to be 0.5 time-units. Note thabsen failure arrival rate value (as
compared to the MTTR) is much more aggressive thapality. But this setting allowed us
to gather the results for the compared schemesasonable simulation time bounds with a
good statistical accuracy under a dynamic scend@fp79]. Furthermore, it allows estimating
the robustness of the proposed schemes when podsiployed in some Asian regions (e.qg.,
India) where adverse outside environment resultgeny high link failure rates, and recovery
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against DLF is of critical importance [80]. An int failure scenario is simulated in order to
evaluate the relative performance of the proposé@drees compared to the benchmarking
algorithms. Arevertivecase [59] is assumed for the primary paths, wtier@riginal primary
path is always restored after a failed link is reggh Some key results frofaper VII are
shown in Table 6.3 under three different netwoddiconditions.

We can see from the table that for the case of (DRI blocking probability is very high
when compared to the other schemes. This is bectwsebackup paths need to be
provisioned for each primary. In addition, all tareomputed paths for a provisioned
connection need to bmutually link-disjointwhich is a difficult constraint to satisfy in many
cases resulting in high blocking probability forHP 1:2). As expected, (DPP + PR) shows
the lowest blocking probability as backup resouresallocated and used only when needed
and only by those connections that are affected ajlure. In other words, PR is a reactive
strategy and it only comes into play when a conoeds affected by a failure. (DPP + PR)
and (DPP + BR + PR) both involve PR operations lagace perform on a similar level (in
terms of blocking probability) although (DPP + RARis a slightly lower blocking because BR
is not involved allowing larger number of free restes. It can be observed that (DPP + BR +
PR) drops only half as many connections as (DPR)}while in both schemes this value is
far lower compared to (DPP + BR). This happens imdecause of the inclusion of PR in
both of the proposed schemes. There are no dropasm of (DPP 1:2) because two backup
paths are available for each connection. Notettherte may still be some disruptions during
the protection switching phase but their time darais much smaller and is negligible in
most cases.

Table 6.3
Performance results for different failure recovechiemes in NSF
(DPP + PR) (DPP + BR + PR)
Load [Erlangs] 20 60 100 20 60 100
Blocking 0.096 0.361 10.461 0.157 0.71) 12.512

Probability[%]
Avg. Con. Dropped [#] | 0.481 | 5.446| 18.548 0.363352.898 | 9.0168
Avg. Con. Unavailability | 2.5E-4 | 0.0025] 0.008] 2.2E-4 0.0014 0.0046
Wavelength Res. Usagd 44.170 | 132.293 207.342] 45.877 | 137.974 209.780

Primary [#]
Wavelength Res. Usage 69.877 | 204.922 307.281| 72.394 | 212.617 310.475
Backup [#]
(DPP 1:2 DPP + BR)
Load [Erlangs] 20 60 100 20 60 100
Blocking 21.211| 30.354| 48.998 0.15 0.696 12.461
Probability[%0]
Avg. Con. Dropped [#] 0 0 0 243.7 | 285.28§ 303.28

Avg. Con. Unavailability | 2E-5 2E-5 2E-5 0.109 0.115 0.141
Wavelength Res. Usage 33.607 | 86.897| 104.05445.859 | 137.642 209.865
Primary [#]
Wavelength Res. Usage 128.312| 336.206| 412.681| 72.412 | 212.245310.390
Backup [#]
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Connection unavailability is defined as the inverse the connection availability and
represents the ratio of tle®nnection outage tim@.e., protection switching, path restoration,
signaling time) to the connection service time. @motion unavailability is negligible for
(DPP 1:2) while (DPP + BR) shows the highest urlaldity values. Both proposed schemes
show significantly lower unavailability comparedttee (DPP + BR), which is actually close
to (DPP 1:2). As expected, (DPP 1:2) is not a ggutibn since it requires significantly more
backup resources as compared to any other pressetiethe.
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Chapter 7

Fiber Access Network Architectures

In Part | of this thesis, we addressed some relsaascies specific to core optical networks
based on WDM technology. One of the key problenas e focused on was the resource
efficient dynamic provisioning of connection regises a centralized scenario. However, as
we argue here, dynamic provisioning problem isomdy essential to address in core optical
networks but also has become increasingly impotiariackle in fiber access networks, in
particular, the ones based on passive optical m&t{RON) technology. The key to enable
truly efficient end-to-enddynamic network resource provisioning is to adslréss problem
both at the core network level and in access ndisvérom where the network traffic
originates. Particularly, in last several yearsnded for the high-speed broadband access
networks have grown substantially driven by the ymece of new and exciting bandwidth
intensive live streaming services, high definitiandio/video conferencingpeer-to-peer
downloading, social media driven contents, and diseper penetration of broadband access
in remote areas in different regions of the wo@drrently Digital Subscriber Line (DSL) and
Cable TV are the dominant technologies to satiséyrising consumer bandwidth requirement.
Although both of these access technologies argrafisiant improvement compared with the
56kbps dialup access solutions they are still nffictent to meet the future traffic demand.
Most of these existing broadband technologies havaumber of serious performance
limitations. Asymmetric DSL (ADSL) which is the nmtosommonly deployed DSL variant
these days using twisted pair wires may offer ademndwidth of up to few Mbps, but
performance degrades rather quickly with the custodistance from the central office,
caused by the poor line conditions due to signglaimments. Also, the asymmetric nature of
the ADSL lines can be a major limitation itself base many consumer oriented applications
these days require high bandwidth both upstreandanahstream.

Cable TV networks were originally meant for analldg channel transmission, and were not
designed for high speed data transmission. Mogh@favailable spectrum is allocated for
analog broadcast services leaving only a narrowdbah around 40MHz for digital
transmission of few 10s of Mbps which is then stidretween hundreds of subscribers. In the
light of the above, only viable and most promissgution to support rapidly increasing
demand for high bandwidth from broadband subscsiberfiber-to-the-home (FTTH). It
should not come as a surprise that FTTH has gaankad of traction in recent years with
increasing research focused on related technol@giesell as widespread gain in popularity
and deployments in major regions of the world INerth America and Asia. Traditionally
referred to atast-milenetworks, these networks are now a day commodyresl to adirst-
mile from a broadband consumer point of view to signiftyeir importance in
telecommunication network hierarchy. In this chapfiest we briefly describe some of the
key architectures that are supported by FTTH, &ed we shift our focus to Passive Optical
Networks (PON) which is the main theme for theradart of the chapter discussing some
well-known deployment topologies, and describinffedent resource sharing techniques in
PON.
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7.1 Active vs. Passive Optical Network (AON vs. PON)

A number of fiber access network architectures hlbeen devised over the years. Most
simple of these architectures is the point-to-p(f2P) (see Fig. 7.1) where a dedicated fiber
runs-down from a central office (CO) to each braaub subscriber providing dedicated
bandwidth. But cost is prohibitive for this arclutigre as significant outside fiber plant
deployment is required. Assuming thatsubscribers requiring an average deployed fiber
length ofm it will results in total fiber length o x nand2n transceivers if a single fiber is
used for bidirectional transmission.

b b

Fig. 7.1. P2P access network architecture.

A logical evolution of this architecture is actiwptical network (AON) architecture as
depicted in Fig. 7.2 where a remote active Ethesndtich is deployed close to the subscribers,
and only a single feeder fiber is then requiretees the switch. However, there are a number
of drawbacks to this architecture as well. Firstadif although fiber deployment cost is
reduced but it still require@n + 2 transceivers. Note that 2 additional transceivames
required in addition to the 2n which are requiredPR2P architecture. This is because of the
addition of a new link between the CO and the dwiteurthermore, remote switch needs
power to operate as it is an active switch.

Ry
N
ol

\53%
ey

Fig. 7.2. AON access network architecture.

Yet another solution to keep the costs down iseface the active switch with a passive
splitter in the outside plant resulting in an atebtiure referred to as passive optical network
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(PON) shown in Fig. 7.3. In this case, only-1 transceivers are needed, and a fiber span of
length m is required to support this architecture (assunmangegligible distance between
splitter and subscribers). A PON-based architectunlg consists of passive components in
the outside plant including splitters, splices, &bdr. It affords a number of key advantages
over other architectures described here. Firstllpivaich longer distances between the CO
and customer premises can be supported typicadynar 20 km or more which far exceeds
the coverage provided by DSL and other non-fibexebdasolutions. Since a passive splitter is
deployed at the remote note (RN) it can be buriedpdin the ground at the time of
deployment as compared to the active elementseaRth which may require continuous

maintenance operations.

o

Fig. 7.3. PON access netwrok architecture.

7.2 PON Topologies

PON is a point to multipoint (P2MP) architecture e a single CO serves multiple
subscribers. In PON, communication occurs betweeoptical line terminal (OLT) located at
the CO and a number of optical network units (ONWBich are situated at remote subscriber
locations. CO is also responsible to connect theesx network to the backbone network.
PONSs can be deployed in a number of different nééwapologies. Most common in PON is
treetopology (see Fig. 7.4) where single feeder filoes-down from the OLT (at CO) to the
RN which is a splitting point, and then separatmkrfiber runs-down from the RN to each
ONU connecting them to the PON network.

Another possible PON topologylisisshown in Fig. 7.5 where a simple tap coupler edus
extract part of transmission power from the feedbich runs from OLT. This topology
requires minimal fiber deployment as each ONU caulibectly connected to the feeder using
a tap coupler. However, the signal power may getkeefor the ONUs located far away from
OLT at the bus. So, this topology is not ideal froptical power budget point of view.
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B

—

Fig. 7.4. PON access netwrok topologies: Tree.

Fig. 7.6. PON access netwrok topologies: Ring.

Finally, a ring topology (see Fig. 7.6) is also gibke which allows each ONU to have two

alternate paths to communicate with the OLT. Thigdry useful in case there is a failure (i.e.,
fiber cut) on one of the paths. However, as witk tapology tap couplers are introduced to
extract the signal, and optical power budget issressimilar to the bus and actually worse
than the tree topology, severely limiting the numbeONUSs that can be connected to the

ring.
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7.3 Resource Sharing in PON: Spectrum vs. Time

The downstream communication in PON, i.e., fronCQ&T to the ONUS, is referred to as a
point-to-multipointwhere the downstream data transmission is recebye@ll connected
ONUs (i.e., broadcast nature). On the other hamel,upstream traffic, i.e., from ONUs to
OLT, is of multipoint-to-point nature. Upstream transmission from multiple ONUaym
collide at the combiner if an appropriate channel shameghanism is not used to avoid such
cases. Thus, a scheduling mechanism is essentedfic¢eently share the upstream capacity
and avoiding the data collisions from multiple ONUs

7.3.1Time Division Multiplexing PON (TDM PON)

In TDM PON, to avoid data collisions in the upstredirection a timeslot is allocated to each
ONU during which it can transmit its own data tsatjueued in the input buffer. A major
advantage in TDM PON is that all ONUs can operate¢hee same wavelength, and can be
identical in terms of functionality cutting-down a@he deployment cost. Also, only a single
receiver is needed on the OLT. All ONUs are requii@ operate on full line-rate although
each individual ONU can only transfer upstream @aita fraction of the total data rate (i.e., in
its allotted timeslot). This property allows easdganging the ONU upstream data rate by
modifying the allotted timeslot or employings#atistical multiplexingtechnique to make a
more efficient use of the available upstream badtwiTypically, in TDM PON a single
fiber is used for bidirectional transmission where wavelength channel is employed for the
downstream and another one for upstream transmissnal a single transceiver at the OLT to
send/receive data to/from ONUs. Thus, TDM PON issatered as a relatively cost efficient
option.

7.3.1.1Ethernet PON (EPON) and Gigabit PON (GPON)

EPON [19] and GPON [20] are currently the dominstaindards based on the TDM PON
architecture. EPON is based on the Ethernet spativh as defined in IEEE 802.3.
Traditionally, EPON (IEEE 802.3ah) supports dowemtn and upstream transmission
bandwidth of 1Gbps. However, more recent versiokBON defined in IEEE 802.3av [81]
also called 10G EPON supports up to 10Gbps trassonidooth upstream and downstream.
Typically, a reach of around 20-30 km is supportexn the OLT to each ONU in both
EPON and GPON to keep the power budget under domthalti Point Control Protocol
(MPCP) is defined for bandwidth allocation, autsativery and ranging process (used to
measure the RTT between the OLT and each ONU). M&&iRes two messages REPORT
and GATE to be used for bandwidth allocation. Thectics of the algorithmic details are
left to the actual implementation of a bandwidtlo@tion scheme. REPORT message is used
to send the buffer status information from the ONtJshe OLT, and GATE message is sent
by the OLT to ONUs to grant the bandwidth. Franagfentation is not natively supported
by the EPON standard.

In GPON, upstream transmission is based on 12%yfisdicity where control messages such
as buffer status and grant can be integrated tinettveader of this 125 us frame. Frames up to
1518 bytes long are then encapsulated in Generab@sunlation Method (GEM) frame
including a 5 bytes GEM header. Overhead for thistreport messages is only up to 2 bytes.
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QoS is supported natively by GPON with the conagptransport containers (T-CONTS)
where each T-CONT represents a class of servic8)(Gaurthermore, frame fragmentation is
supported natively by GPON. Bitrate of up to 2.48&ban be achieved in both upstream and
downstream directions. Next generation of GPON (XGN) [82] supporting 10Gbps bitrate
has already been standardized.

7.3.2Wavelength Division Multiplexing PON (WDM PON)

Another way of resource sharing in upstream dioecis to use WDM technology, i.e. to
utilize spectrum sharing. In WDM PON, each ONU epes at a dedicated wavelength. This
requires a tunable receiver (or a receiver arrayh@ OLT as well as wavelength specific
ONUs. So, wavelength specific ONU inventory nead®d¢ manufactured by the equipment
vendors potentially increasing the equipment dgwalent as well as retail costs. Also
installing an ONU with the wrong wavelength may smauinterference with the same
wavelength being used by another ONU causing nétvetability issues. Although, the
wavelength specific ONU inventory problems can blvedd by manufacturing ONUs with
tunable transceivers but it will increase the @&n further. There are two variants of WDM
PON. First variant of WDM PON is called wavelengttuted PON (WRPON) where a
arrayed waveguide grating (AWG) is deployed instefad splitter/combiner at the RN which
acts as a passive de-multiplexer in the downstre@ection, and a multiplexer in the
upstream direction. Each ONU in this case can ¢peodm one or multiple dedicated
wavelengths functionally similar to P2P architeetdiescribed earlier. Full duplex point-to-
point connections are supported as well by thisl loh architecture. However, from a cost
perspective, only a single feeder fiber is requittatistical multiplexing cannot be applied in
this case to improve the channel utilization asTIDM PON. Second variant is called
broadcast-and-select WDM PON where the outsidet gianld be similar to the TDM-PON
with splitters/combiners, and the WDM equipment barlocated at the remote ONUSs. Fixed
or tunable WDM filters can be deployed at the ONUsselect statically or dynamically
allocated wavelengths.

7.3.3Hybrid WDM/TDM PON

A hybrid WDM/TDM PON [83] couples the spectrum shgr capability of the WDM
technology with time sharing feature of the TDM P@Nyet the best of both worlds. Hybrid
WDM/TDM PON architectures are considered as pramgiscandidates for the smooth
migration path from today’s TDM PON to the pure WORDNSs. Generally speaking, there
are two main hybrid architectures which are popthase days. Firstly, broadcast and select
(B&S) that uses passive splitters to broadcast\alllable wavelengths to the users where the
functionality to select the appropriate wavelengiind timeslot for data transmission is
delegated to the media access layer at the ONU Isigggjuires the tunability at the ONU side
and due to largéan-out at the splitting point power budget is usually pdimiting the
physical reach. However, this architecture provithesmost flexibility in terms of scheduling
of wavelengths and timeslots. Second architectueggbent these days is callegvelength
splitting PON which uses a combination of AWGs to split the wewmgths, and power
splitters to share a wavelength among a set of Oilirgy TDM. It significantly improves the
power budget but overall flexibility is reducedasnpared to the B&S architectures.
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7.4 Long-Reach (LR) PON

As discussed earlier, PON based fiber access niedvame ideal to satisfy the high bandwidth
demands of the users. In addition, PON can algdbdenost cost effective solution in terms of
deployment and maintenance costs because of thgv@asature of the outside plant.
However, cost can still be a major issue when deptp PON on alarge scalewhere
thousands of users in large geographical area teede covered. This issue mainly stems
from the limited physical reach of a typical PONst&yn which is around 20km. This forces
the deployment of too many expensive COs to coweger geographical areas rapidly
increasing the cost. In this scenario, LR-PON isd@al solution where multiple COs and
OLTs can be consolidated, resulting in significamdduced operational expenditure of the
system. In many cases, it also simplifies the tiaal network hierarchy by eliminating
metro networks, and connecting LR-PON directly toevarea networks (WAN). LR-PON
networks can be deployed irriag-and-spurarchitecture where the ring topology is used to
increase the network resilience in case of a failwhile at each node on the ring an optical
add drop multiplexer (OADM) is placed as shown ig.F.7 connecting to a PON system
based on a tree topology. There are a number of &OMtectures proposed in the literature
based on LR-PON concept including the hybrid POB] gd SuperPON [84].

The distance between the OLT and ONUs in LR-PON masease to 100 km and beyond
resulting in the round trip time (RTT) value of 1lmsd higher. It necessitates the design of
new resource sharing schemes tailored for LR-PQi ¢an tolerate the significantly higher
RTT while still making an efficient use of sharegstream bandwidth. Our work on
identifying and mitigating these performance liida factors on upstream resource
allocation in LR-PON will be presented in the nelkapter.

Fig. 7.7. LR-PON deployed in ring-and-spur architecture.






Chapter 8

Dynamic Bandwidth Allocation in PON

In both TDM PON and broadcast-and-select WDM PO&tadransmission in downstream
direction is of broadcast nature and is receivedalbyDNUs connected to the PON system
after passing a single or multiple cascaded s@itteach ONU can then extract the part of
data transmission addressed to it from OLT brodadca®wever, in the upstream direction
medium is shared between multiple ONUs and trarsamsfrom these ONUs can collide if
some suitable arbitration mechanism is not empldgedbandwidth sharing. The purpose of
an arbitration mechanism is to assign each ONU witimeslot or a transmission window in
which it can transmit the upstream data. A transiorms window usually comprises of the
transmission start time and length of the windowhere are several ways to allocate a
timeslot for each ONU. For example, in the simpkedteme, a fixed timeslot can be allotted
for transmission to each ONU in m@und-robin fashion, or to improve the bandwidth
utilization, a dynamic bandwidth allocation (DBAgarithm can be deployed. The design of
an efficient DBA algorithm is a critical issue irDM PON to ensure the high upstream
bandwidth utilization, and to satisfy important ttyaof service (QoS) related parameters
such as fairness, packet delay and jitter. Moreguablem becomes even more challenging
when it is viewed in the context of emerging LR-PONrformance degrades significantly if
some suitable mechanisms are not in place to d¢atethe much larger walk distances
between the OLT and ONUs in LR-PON. Considering ithe@easing trend towards the
deployment of LR-PON in the field it has becomeyvenportant to come up with some
efficient DBA solutions to avoid the performancegdmlation issue. A detailed survey
presented in [16] on LR-PON deployment issues iddmmfirms that one of the fundamental
challenges in long reach networks is to addres®®& performance degradation due to the
extended length of the feeder fiber. In recent gyetlvere has been extensive research on DBA
schemes tailored for the LR-PON [17][85][86][87]]F®]. We propose two novel schemes
in Paper VIII and Paper IX to address this important problem using a mutedld [17]
based approach while targeting typical bandwidtbcation inefficiencies that occur in the
currently available schemes when these approackagibzed in LR-PON. Our results show
a significant performance improvement over the entty available DBA solutions for LR-
PON under different network scenarios.

8.1 Bandwidth Assignment: Static vs. Dynamic

Generally speaking, bandwidth assignment in TDM R&N be performed in either static or
dynamic way. In static case, a fixed size transimmssimeslot is assigned to each ONU
without the consideration of the queue occupan®y, (bandwidth demand) of each ONU.
This has the advantage of simplicity, and thereascontrol overhead related to bandwidth
allocation as timesilot is fixed for each ONU in le@ac@ansmission cycle. In addition, there is
no computation overhead because of the fixed natutlee allotted timeslots. However, static
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approach to bandwidth assignment has some sevsaglvdintages regarding the efficient
utilization of the shared upstream channel in P@idblem stems from the fact that traffic in
access networks can be rather bursty with respetitnie. It means that there can be time
instances where allotted timeslots may be underetilby some ONUSs, while for the other
ONUs allotted timeslots might not be large enougllg.( they may have more data to send).
Due to this reason, some packets can be delayedebgral cycles before they can be
transmitted. On the other hand, if an efficient DBI§orithm is deployed, it can adapt to the
variable bandwidth demands from different ONUs, &edce can offer a far mosdficient
use of the available bandwidth due to satistical multiplexinghature of DBA while at the
same time satisfying important QoS related perforwegparameters (e.g., packet delay, jitter
and fairness). For the reasons mentioned aboveapgmopriate DBA scheme can be
instrumental for improvement of resource utilizatio PONSs. In the context of EPON, MPCP
protocol is specified in the standard used to ftatd bandwidth allocation. MPCP specifies
REPORT and GRANT control messages utilized by ONtsrequesting timeslots and by
OLT for sending grants respectively. REPORT message sent by ONUSs to inform about
the current buffer occupancy (i.e., bandwidth retglewhile GATE messages are used by the
OLT to send the grants back to respective ONUg aftenputing and allocating bandwidth
via deployed DBA algorithm. DBA algorithm computesid schedules the upstream
transmission window for different ONUs by makingesthat transmission collisions between
different ONUs are avoided. DBA scheduling can betwo types: (i) theinter-ONU
scheduling where transmission timeslots are cakedland arbitration is done for multiple
ONUs, and (ii)intra-ONU scheduling where arbitration is done for differpribrity queues
present within each individual ONU. There are gathetwo different ways to deploy inter-
ONU and intra-ONU schedulers. One is to deployitiver-ONU scheduling algorithm at the
OLT, and the intra-ONU scheduling at each of theUSN making them responsible for
scheduling the internal ONU priority queues forfeliént traffic classes locally. While, in an
alternative approach, both inter and intra-ONU dcitiag responsibilities can be delegated to
the OLT. This later approach will have scalabiiggues related to excessive control traffic
and computation overhead. Note that MPCP do ndiatdicany strict guidelines for the
implementation details for a specific DBA algorithiout rather serves as a mere
communication and signaling framework between thel Gind ONUs to facilitate the
implementation of any DBA algorithm. Similarly, iGPON DBA request and report
messages are exchanged between the ONUs and OIch. BHU maintains a set of
transmission container (T-CONT) buffers internalhen an ONU receives a request
message from the OLT, it sends a report based arai Bandwidth Request (DBRu)
informing about the status of specific T-CONT buff©LT runs a DBA algorithm to
calculate the bandwidth to be allocated to each ONU

8.2 DBA Algorithms

Interleaved polling with adaptive cycle time (IPAXIBO] is the earliest proposed and one of
the most well-known DBA algorithms. IPACT dynamiggbolls each of the active ONUSs for
buffer occupancy in eound-robinfashion. It ensures that the next ONU is pollefbieethe
transmission from the previous ONU has finished aximizing the upstream channel
utilization and minimizing the impact of the RTTlag on channel utilization. Note that
REPORT messages for the next cycle@ggybackedn top of data transmission in current
cycle by the ONUs. In this way, there is no needsémd separate REPORT messages
avoiding the unnecessary extra control overheath&umore, even if the buffer occupancy
reported by an ONU is zero in the current cycld, asttransmission window (of size zero) is
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granted to that ONU to make sure that it can sdrel REPORT for the next cycle.
Consequently, IPACT minimizes the impact of propimgadelays on the channel utilization
by overlapping polling requests from multiple ONUWs time. IPACT is a statistical
multiplexing approach because the length of theesiot allocated to each ONU can change
dynamically adapting to the instantaneous bandwdéthands in a given cycle from an ONU.
On the downside, IPACT does not support CoS and @tfed features. There are several
variations of IPACT reported in the literature. @mlly these schemes can be either
supportinglimited servicediscipline where an OLT grants the bandwidth deseanby an
ONU but no more than a pre-specified maximum trolEsh(W,,) for each ONU.
Alternatively, agatedapproach is used where OLT grants as much bandagltequested by
an ONU and not imposes any limitation on the maximhandwidth allocation. It is easy to
see that gated approach will have a problem if sbeavily loaded ONUs ask for very large
grants. These large grants asked for by heavilgddaONUs camonopolizethe upstream
channel resulting in excessive delays for the pacfjeeued at the other ONUs. Some traffic
prediction techniques have also been proposedMACT. A comprehensive review of the
different DBA algorithms for EPON can be found ib5]. Furthermore, there has been
extensive research on efficient DBA algorithms gedb address different fairness and QoS
related issues. An excellent overview of this redeaan be found in [91][92][93].

8.3 Performance Degradation in LR-PON and Mitigation
Techniques

As we discussed earlier, LR-PON is gaining a lomofmentum as a promising candidate for
current and future optical access network infrastmes. One of the key advantages is the
extended coverage supported by LR-PON. As suchPOR} provides the opportunity to
consolidate multiple COs and service points simpld the access network infrastructure in
terms of the maintenance aspects resulting in estiuperational expenditure (OPEX).
Typically, short-reach PON systems force the dapleyt of too many expensive COs if large
geographical areas need to be served. This rapidigases the installation and maintenance
costs in Greenfield deployment scenarios. On tlherohand, LR-PON allows significantly
increasing the coverage area, and eliminating #weal fior the deployment of too many COs.
LR-PON can provide a geographical reach of 100 krbeyond effectively diminishing the
boundaries between metro and access networks. UR#RDonly enables increased coverage
area but also allows the deployment of far more ®Nkhhn a short reach PON system.
Number of supported ONUs in LR-PON can be in hudslréor even thousands) range.
Although, extended reach of LR-PON clearly bringgvard a number of tangible advantages
as discussed above, but on the other hand, iirgismluces some key challenges for the DBA
performance. Traditional DBA algorithms designed T®M PON do not perform well in
LR-PON if deployed without some appropriate modifions to compensate for the large
propagation delays that are inherent in these m&Bveesulting in degraded performance.
Delay between sending a REPORT message from ONUrerlving the corresponding
GATE message from the OLT increases significantbntributing to much higher packet
delays. For example, it has been shown in [94] BRACT do not perform well in LR-PON
scenario after evaluating the performance for bffie IPACT service disciplines.
Furthermore, performance study presented in [98hrty shows that traditional DBA
algorithms when deployed in LR-PON can cause perdoice issues for real-time traffic as
some packets can be marked as lost because aittierable delay.
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Several DBA algorithms have been proposed in tleealiure to overcome the performance
degradation in LR-PON. Dynamic minimum bandwidthMB) [85] is an offline DBA
scheme that utilizes the bandwidth prediction tegp when allocating grants to ONUs for
the next cycle to reduce the average delay foptukets. In the offine DBA, OLT collects
the buffer status information from all active ONUsfore executing DBA algorithm (i.e.,
offline scheduliny This is in contrast to online DBA (i.eonline schedulingwhere OLT
calculates and transmits a grant as soon as itvesca REPORT message from an active
ONU. Offline schemes are useful to achieve fairnassong different ONUs during
bandwidth scheduling, and provide enhanced QoSifembecause OLT has the buffer status
information for all active ONUs in the current oyclo perform more accurate bandwidth
allocation. On the other hand, online algorithmshdbrequire the OLT to wait for the arrival
of the REPORT messages from all active ONUs invargcycle (e.g., IPACT). Long Reach
Interleaved Polling Service level Agreement (LIPS88] is an online scheme with a much
simpler design and is shown to outperform DMB. LdRegach Highly Efficient Dynamic
Bandwidth Assignment (LOHEDA) is proposed in [8Tidais shown to perform even better
than LIPSA at medium to high loads in terms of mematket delay. Briefly speaking
LOHEDA allows transmission of some packets in therent cycle without waiting for the
allocation in the next cycle resulting in a redactof mean packet delay.

A more attractive alternative to improve the DBArfpemance in LR-PON is to apply a
multi-threadingmechanism. Here, a thread refers to maintenanaa attive control loop for
reporting buffer status from the ONUs and consefjgeanting of bandwidth according to the
buffer status information by the OLT. This meanret thll traditional DBA algorithms in short
reach PON (e.g., IPACT) can be classified as sitigkad - a specific case of multi-threading.
Idea is to overlap and interleave multiple suclkeaks in time in such a way to increase the
reporting frequency from ONUs and hence reduceirtigact of large RTT in LR-PON on
grant delay of packets. This results in reducedamee packet delay as well as enhancing the
upstream channel utilization. There are alreadyumber of schemes introduced in the
literature exploiting the concept of multi-threaglinncluding the one in [17]. Scheme
presented in [17] introduces a number of featuetsted to multi-threading, but one of the
major features is indeed inter-thread schedulinglvieduces the response time for reporting
buffer status of ONUs in long reach scenarios mirimg the packet delay. Some changes are
suggested in [88] for the scheme presented in §d hprove the performance even further.
In particular, a demand-driven mechanism is progasedistribute the excess bandwidth
among heavily loaded ONUSs to avoid the allocatibthes bandwidth to ONUs which may
not need it. Furthermore, a modified excess bantiwihlculation mechanism is also
introduced to better utilize the bandwidth in catrtnread. Study presented in [89] shows that
multi-threading DBA algorithms may perform well latver loads but at medium and high
loads performance may severely degrade becauseheofekcessive overhead due to
maintenance of multiple threads between the ONWks@hKT. Therefore, a traffic adaptive
thread reduction technique might be needed to eehgood performance at high loads.
Although, it may increase the DBA complexity beausf the requirement of careful
monitoring of traffic loads to dynamically adjustet number of threads at different time
instances. An extensive and recent survey of @ffeDBA schemes proposed for LR-PON is
presented in [95]. A major problem arising in a tmthireading scenario is related ¢wer-
granting where the same queued traffic at the ONU may Iperted multiple times in
different threads and hence consequently grantelfipheutimes. This clearly results in
inefficient usage of the shared upstream channetiwi@lth. Our proposed schemes in the
next section completely eliminate this issue inudtithreading DBA scenario.
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8.4 Proposed Schemes

In Paper VIII and IX of this thesis, we propose two novel schemes togate DBA
performance degradation issues in LR-PON namely INeArrived Plus (NA+) and
Enhanced Inter-thread Scheduling (EIS). NA+ targje¢over-grantingproblem in LR-PON
which can be a major performance hurdle when ntlatgading is employed in LR-PON, and
EIS in addition, introduces an inter-thread schieduinechanism to reduce the mean packet
delay even further.

8.4.1Newly Arrived Plus (NA+)

In a multi-threading scenario, multiple DBA cyclese executed in parallel to improve
performance in LR-PON. However, as we showaper VIlI, the performance can degrade
significantly and become even worse than in sitigteading case if a suitable mechanism is
not integrated in the multi-thread DBA to resolhe bver-granting issue. It happens because
each thread don’t have the complete status infoomabout the other threads running in the
system resulting in same queued traffic at the OMUse reported multiple times in different
overlapped DBA threads. NA+ handles this problemniigking sure that each thread is
responsible for allocating the traffic thaewlyarrived since the initiation of last DBA cycle.
Furthermore, it's possible that granted bandwidghCi. T is less than the requested by an
ONU in a specific DBA cycle so ONUs may buildbacklog of traffic over time. NA+
includes a compensation mechanism for the backtbggdfic at different ONUs. Finally,
NA+ also provides a compensation mechanism for eshtisneslots (UTS) which may occur
in EPON due to the lack of support for frame fragtagon. Fig. 8.1 depicts the working
procedure of NA+ by an example. Effectiveness & MA+ can be observed in Fig. 8.1
where over reporting problem is eliminated by gramthe bandwidth only once by the OLT
for the black packet in Thread Gi) although the same packet has been reported twice
both in DBA cycle 1 and 2 (iR ; andR ). It happened because the black packet wasrstill i
the ONU input buffer when DBA cycle 2 was initiatddktailed description and performance
results for NA+ when applied to EPON and GPON carfdoind inPaper VIII .

Table 8.1

Notations used to present the proposed DBA schemes

Rin Bandwidth reported fror®NU, in DBA cyclen, i.e., the buffer status
of ONU; at the timd;

Rin | Recalculated bandwidth request at the OLT base® pand the
associated inter-thread scheduling schemes

Gin | Resulting grant t®NU; responding tdR

doai | Polling delay component of the total packet delaypNU

dygrart | Delay until the grant for this packet arrives@NU after issuing report
dquew | Queuing delay aDNU after receiving the grant for this packet
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Fig. 8.1. Typical DBA cycles betwean OLT and ONUs in NA+ fo@-thread case ihaper VIII .

8.4.2Enhanced Inter-thread Scheduling (EIS)

In Subsequent requests plus (SR+) [17], an inteath scheduling mechanism is introduced
allowing bandwidth allocation even for the packiiat arrived to an ONU after issuing the
REPORT message in the current cycle thus effegtisglucing the mean packet delay. These
packets otherwise would have to be reported imtheé DBA cycle. However, over-granting
issue still cannot be avoided in SR+ as shown&Rwhere the black packet is granted twice
by OLT both in thread 1 and 2 (i.eGi1 and G»). The delay for the gray packet can be
reduced significantly however because of interdatrecheduling. Notice that gray packet was
reported later in DBA cycle ZR(,) but EIS was able to send the grant for this packéhe
cycle 1 Gij) eliminating the need to wait f@;, (i.e., corresponding to the reportingRt)

for the grant. Main idea behind the EIS scheme @ed inPaper IX is to integrate the key
features of NA+ fromPaper VIII with the SR+ to maximize the DBA performance in-LR
PON. So EIS not only eliminates the over-grantingbfem in multi-thread DBA, but also
enables advanced scheduling for some of the pagketsed at ONUs arriving just after the
REPORT for the current DBA cycle has been sent dhese features integrated in EIS
significantly help decreasing the delay experienmgdome packets (for example gray packet)
as illustrated in Fig. 8.3. Since over-granting ljpeon is avoided in EIS so black packet
although reported both iR ; and R, is granted only once( ;). Computation time is an
important aspect to consider when designing a Digarahm because it directly impacts the
packet delay performance. It becomes even more rianoin a multi-thread case where
multiple running threads in parallel on the OLT maignificantly increase the DBA
computation time. EIS does not incur any additionedr-thread communication overhead on
top of what is required to maintain multiple threags in SR+ and NA+. So the DBA
complexity in case of EIS grows linearly with arcriease in number of threads. However,
there is still some overhead due to the inclusibmexdra threads causing additional DBA
control message traffic. Therefore, it is importantbalance the impact of extra control
overhead caused by the increased threads withethefits gained in terms of reduced packet
delay by using multi-threading. Detailed discussaiout EIS working mechanism can be
found inPaper IX.
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8.5 Performance Evaluation

Performance of the proposed schemes NA+ and EEvatiated via extensive simulation
experiments irPaper IX considering a long reach scenario using 32 ONU EB@tem and

a reach ranging from 10 to 100 km. A discrete ewanulator developed in C++ specifically
for assessment of PON based access networks wadsrusiee study. A packet generator to
model self-similar traffic conditions presented in [90] was utilizebraffic was generated

using 256 pareto sub-streams with a hurst paranodt€r.8 and packet size distribution
measurements are taken from [96]. A selected sulfgbe performance results is shown in
Table 8.2. Note that our focus for this study wasjiiantify the performance gains using our
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proposed scheme in a multi-threading scenario. efbes, results are presented for 2-thread
and 3-thrad implementations for the compared scheR&cket delay performance advantage
for EIS is quite clear from the results for diffetereach values. There is a certain
performance hit when using a 3-thread implementadi® compared to a 2-thread because of
the extra control overhead as we discussed eafles. is particularly evident for the SR+
scheme as compared to NA+ and EIS where over-ggmioblem is handled effectively.
However, difference between the 2-thread and Zathrenplementations start to diminish
with increasing reach because at higher reach exegenead incurred by the inclusion of one
extra thread is more than compensated by the gdeadfits brought by increased multi-
threading. In general, it can be concluded thatlar@ad implementation gives the best delay
performance results if the reach is less than 190 kor 100 km and beyond a 3-thread
implementation is more appropriate. As for theefifperformance, EIS shows the best results
(see Table 8.2) while NA+ also shows decent jerformance but at the expense of worse
delay performance compared to EIS. SR+ shows pitter performance for a 3-thread
implementation because of the over-granting probMmnch gets intensified by an increase in
number of threads. Complete set of simulation tedor different load and reach scenarios
for the compared schemes can be fouridaper IX.

Table 8.2
Average delay and jitter performance at load = 0.5
(NA+) 2-thread (NA+) 3-thread
Reach [km] 20 60 100 20 60 100

Delay [s] | 0.00247 0.00292 0.00362 0.00297 0.00308  0.00359

Jitter [s] 1.4919E-5| 1.4481E-5| 1.4275E-5 1.4608E-5| 1.4554E-5| 1.419E-5

(SR+) 2-thread (SR+) 3-thread

Reach [km] 20 60 100 20 60 100
Delay [s] | 0.00225 0.00271 0.00321 0.00464  0.00469  0.00469
Jitter [s] | 2.5602E-5| 2.5969E-5| 2.6479E-5/ 6.657E-5| 6.6427E-56.6131E-5

(EIS) 2-thread (EIS) 3-thread

Reach [km] 20 60 100 20 60 100
Delay [s] | 0.00137 0.00216 0.00331 0.00165 0.002P4  0.00294
Jitter [s] | 9.8816E-6| 9.9527E-6| 1.2444E-5/ 1.0914E-5 1.0896E-5| 1.0802E-5

In general, it can be concluded that proposed EHerse brings tangible performance gains
when deployed in a long reach scenario howevegitires a careful selection of the number
of threads employed depending on various PON sygi@mameters such as load, reach and
total ONUSs.
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Conclusions and Future Work

The work in this thesis addressed the dynamic prowming problem in optical core and
access networks based on the wavelength divisidhptexing (WDM) and Passive Optical

Network (PON) paradigm, respectively. Furthermanegptical core networks, the problem
of survivable provisioning was also taken into agdo considering both single and double
link failure (DLF) scenarios.

With respect to the work related to WDM-based amtvorks, inPapers 1, 1l and Il we
proposed a centralized bulk provisioning framewavkh the objective to enable the
concurrent provisioning of multiple connection regts using the Path Computation Element
(PCE). The intuition behind this control and mamaget framework is the following. By
enabling the formation dfundlesj.e., the aggregation of connection requestsaet engress
node it is possible to reduce the PCE communica@amtocol (PCEP) control overhead. In
addition, at the PCE it is possible to group togethnumber of such bundles to creabeikk,
thus allowing opportunity for concurrent provisingioperations with the benefits in terms of
an optimized use of network resources resulting immproved connection blocking
performance. In our framework, both the numberayfrections in a bundle and the number
of bundles in a bulk can be controlled individualty target the optimization of specific
performance objectives (i.e., minimize control dvead and/or blocking probability). An
Integer Linear Programming (ILP) model was alsoeli@yed to optimally solve the problem
of concurrent provisioning of connection requestsha PCE in a dynamic traffic scenario.
To minimize the impact of the path computation getsm the connection setup times, a
Greedy Randomized Adaptive Search Procedure (GRA®®R)-heuristic was also proposed
offering good blocking performance and better dutg when compared to the ILP solution.
Our simulation results illustrate significant perfance gains that can be achieved by the
proposed bulk provisioning framework in terms abdding performance, efficient resource
utilization, and control overhead reduction in P&sed WDM core networks.

Considering the importance of resilience in optioatworks, inPapers 1V, V and VI of this
thesis we extended the proposed bulk provisionmagéwork to account also for connection
requests requiring path protection against siniglle failures. In particular, we proposed a
GRASP-based meta-heuristic to enable Shared Patbddon (SPP) based provisioning. In
addition, we also developed a simpler (i.e., gredayristic used for concurrent provisioning
of connection requests requiring a mixture of Datiid (DPP) and Shared Path Protection
(DPP and SPP). All the proposed survivable appemdan be readily deployed in the
dynamic bulk provisioning framework described abo@mulation results confirmed a
tangible gain in terms of blocking performancepary/backup resource utilization, and high
backup resource shareability in case of SPP, wherpared to a sequential approach where
requests are provisioned one-by-one without angweant processing.

Protection against single failures is critical, kime ability to guarantee high service
availability, in the presence of multiple failurelsould not be neglected. With this objective
in mind, inPaper VII we proposed two Double Link Failure (DLF) recoveghemes that
focus on minimizing the connection disruption pdridhe proposed schemes leverage on a
combination of both protection and restoration tegues to reduce the downtime and the
number of dropped connections while, at the samme,tiensuring an efficient use of the
backup resources. Furthermore, we formulated ILRlefsoto implement the proposed
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schemes. The performance evaluation showed thah whe proposed provisioning
approaches, the average connection downtime asawélie number of dropped connections
can be significantly reduced. This was achievedenilizing much less backup resources in
comparison to conventional path protection techesqused to mitigate the impact of double
link failures (i.e., (DPP 1:2)).

Our research contributions to the optical accessarés addressed the Dynamic Bandwidth
Allocation (DBA) performance degradation issues.amg Reach Passive Optical Networks
(LR-PON). InPapers VIl and IX we proposed two novel schemes, namely Newly Adrive
Plus (NA+) and Enhanced Inter-thread SchedulingSYEBoth schemes utilize a multi-
threading mechanism to mitigate the impact of esiwesgrant delays that occurs in LR-PON
due to the reach extension. NA+ eliminates the-gvanting issue which can be severe when
using multi-threading DBA. Furthermore, NA+ als@ludes a compensation mechanism for
Unused Time-slot Reminders (UTR) occurring in EtleérPON (EPON). EIS is proposed as
a further enhancement over the NA+ and also integran inter-thread scheduling
mechanism to reduce the grant delays for some packesued at Optical Network Units
(ONUSs). Performance results conducted for diffeleat and reach scenarios confirm that
EIS can significantly improve packet delay perfonte as compared to the benchmark
scheme. Furthermore, jitter and network throughpatformance is also significantly
enhanced over the compared multi-threading scheme.

In terms of future work, in the area of core netigoit might be interesting to assess the
maximal performance gains achievable by employinggtimal approach at the PCE for
SPP-based dynamic bulk provisioning. It is alsottvéo explore the advantages of dynamic
bulk provisioning when applied to packet switchiager in a multilayer networking scenario
with (or without) deploying it at the optical layeFhe reason is that packet switching layer
typically has much higher traffic dynamicity thaptical layer in current transport networks.
Furthermore, it might be interesting to explore tremefits of dynamic bulk provisioning
when applied in a grid (or cloud) computing envirent where joint optimization of
network and grid resources can result in signifiqgaerformance benefits. In the context of
network survivability, it is beneficial to extentet proposed DLF schemes to support SPP-
based provisioning resulting in much lower backapource usage and improved blocking
performance.

An interesting future work for the DBA design in {FON is to devise an automated
mechanism to dynamically adjust/tune the numbeermployed threads in the proposed
schemes based on the current load and reach vafieesg optimal performance under a
specific network scenario. Furthermore, proposedADighemes should be extended to
support differentiated service requirement scesabased on tolerable delay threshold for
each traffic class.
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