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Abstract

The estimation of latent variable models with ordinal and continuous, or ranking variables is the research focus of this thesis. The existing estimation methods are discussed and a composite likelihood approach is developed. The main advantages of the new method are its low computational complexity which remains unchanged regardless of the model size, and that it yields an asymptotically unbiased, consistent, and normally distributed estimator.

The thesis consists of four papers. The first one investigates the two main formulations of the unrestricted Thurstonian model for ranking data along with the corresponding identification constraints. It is found that the extra identifications constraints required in one of them lead to unreliable estimates unless the constraints coincide with the true values of the fixed parameters.

In the second paper, a pairwise likelihood (PL) estimation is developed for factor analysis models with ordinal variables. The performance of PL is studied in terms of bias and mean squared error (MSE) and compared with that of the conventional estimation methods via a simulation study and through some real data examples. It is found that the PL estimates and standard errors have very small bias and MSE both decreasing with the sample size, and that the method is competitive to the conventional ones.

The results of the first two papers lead to the next one where PL estimation is adjusted to the unrestricted Thurstonian ranking model. As before, the performance of the proposed approach is studied through a simulation study with respect to relative bias and relative MSE and in comparison with the conventional estimation methods. The conclusions are similar to those of the second paper.

The last paper extends the PL estimation to the whole structural equation modeling framework where data may include both ordinal and continuous variables as well as covariates. The approach is demonstrated through an example run in R software. The code used has been incorporated in the R package lavaan (version 0.5-11).
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1. Research Goal

The main research goal of this thesis is to study the current estimation methods employed within latent variable modeling with data sets of ordinal and continuous variables, or data sets of ranking variables, and develop an alternative, hopefully better, estimation method. The criteria of comparison among the methods are their practical feasibility and the statistical properties of the provided estimators such as unbiasedness and consistency. The motivation for this research interest lies on the fact that maximum likelihood (ML) estimation is computationally infeasible for large latent models with the aforementioned type of data sets. On the other hand, the conventional step-wise limited information estimation approaches (Muthén, 1984) require the estimation of a weight matrix to compute correct standard errors, the dimension of which grows rapidly with the number of observed variables. Besides, relatively large sample sizes are needed to get a reliable estimate of the matrix. For this, a composite likelihood estimation method is developed for the type of models and data in question. The merits of the proposed approach are that it is computationally feasible regardless of the model size, it does not require the estimation of a weight matrix to provide correct standard errors, and it yields an estimator which is asymptotically unbiased, consistent and normally distributed (Lindsay, 1988; Varin, 2008; Varin et al., 2011).

To achieve the main goal the research project was split into four major parts resulting into the four papers composing this thesis. Firstly, before proceeding to any studies on the estimation of latent variable models with ranking variables, it was necessary to investigate the special nature of ranking data and how they can be analyzed within the framework of latent variable modeling. The latter can be done by applying the Thurstonian model (Thurstone, 1927). To get the model identified two approaches are suggested in the literature. The one is more well established but inference on a basic question ranking data aim to answer becomes tricky. The other, which has been recently suggested (Maydeu-Olivares & Böckenholt, 2005), makes the inference on all basic questions straightforward. This second identification strategy is investigated in Paper I by mainly checking how it affects the parameter estimates.

Ranking variables set up a more challenging framework than ordinal variables do, mainly due to their comparative and discrete nature. For this, the study of estimation methods starts off with a somehow simpler theoretical structure. Paper II focuses on factor analysis models with ordinal variables. The existing estimation methods are discussed and a composite, namely a pairwise likelihood (PL) estimation is developed. The performance of the latter is
studied in terms of bias and mean squared error (MSE) and compared with the performance of the conventional estimation methods via a simulation study and through some real data examples.

The positive results of the second paper combined with the conclusions of the first paper lead to Paper III. That firstly presents an overview of the existing estimation methods for Thurstonian models with ranking data followed by the development of a composite likelihood estimation method. In that paper as well, a simulation study investigates the performance of the suggested approach with respect to bias and MSE and in comparison with the current estimation approaches.

Paper IV extends the method presented in the second paper to the whole structural equation model where covariates may be included and the data may consist of both ordinal and continuous variables. The proposed method is demonstrated with an example of empirical data run in R software (R Development Team, 2008) and using the R package lavaan (Rosseel, 2012; Rosseel et al., 2012) which our self-written R code has been incorporated into. The R commands used in the example are provided.

Hopefully, this way, the thesis accomplishes the main research purpose and adds to the knowledge of composite maximum likelihood methods; in particular, how they can be applied within latent variable models with ranking variables or with ordinal and continuous variables, and how they perform with respect to bias and MSE and in comparison with the mainstream estimation methods.
2. Framework

2.1 Ordinal variables

In social sciences, the variables that are mainly encountered are categorical, ordinal and/or nominal. These are used to measure, among others, attitudes, beliefs, and abstract characteristics. The ordinal scale mostly employed is the Likert scale typically consisted of four, five, or seven points. Most of the time the points are labeled with numbers such as 1, 2, 3, etc., and with verbal text such as "Strongly disagree", "Disagree", "Agree", etc. Examples of ordinal variables are given in Table 2.1. Possible observations are, for example, (1,2,4), (3,4,5), (1,2,2), (2,5,5), etc. Within each vector, the numbers denote the response category chosen for each variable. In a statistical analysis with such variables, there are two important things that one should take into account. Firstly, the numbers of the response categories do not have metric properties; they just label ordered categories simply indicating different levels of a characteristic without giving information on the degree that the levels differ. Hence, addition (or subtraction) and multiplication (or division) are meaningless for ordinal variables. Secondly, whenever ordinal variables are used, an assumption is always implied, that the respondents understand the questions/statements and use the response scale in the same way. Violation of this assumption leads to interpersonally incomparable responses which, in turn, are highly probable to lead to incorrect statistical results and inference (e.g. Brady, 1989).

2.2 Ranking variables

Ranking variables can also be used to measure attitudes, beliefs, and abstract characteristics. They are discrete as ordinal variables are but free of scale. In a ranking experiment, a set of $m$ objects is presented to the respondents who are asked to assign a rank, from 1 to $m$, to all objects (complete ranking) or to a subset of them (partial ranking) according to their personal preference or a presspecified criterion. Usually 1 is defined as the rank to be assigned to the most preferred object and $m$ to the least preferred one. An example of a ranking variable is given in Table 2.2. Possible responses are, for example, (1,2,3), (2,1,3), and (1,2,2) if ties are allowed. The main questions ranking variables seek to answer are a) which preference patterns are dominant, and b) what the inter-relationships among the ranked objects are. Adjacent
Table 2.1. Example of ordinal variables

Policy A is appropriate in order to deal with problem X.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strongly Agree</td>
<td>Agree</td>
<td>Neither Agree nor Disagree</td>
<td>Disagree</td>
<td>Strongly Disagree</td>
</tr>
</tbody>
</table>

Policy B is appropriate in order to deal with problem X.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strongly Agree</td>
<td>Agree</td>
<td>Neither Agree nor Disagree</td>
<td>Disagree</td>
<td>Strongly Disagree</td>
</tr>
</tbody>
</table>

Policy C is appropriate in order to deal with problem X.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strongly Agree</td>
<td>Agree</td>
<td>Neither Agree nor Disagree</td>
<td>Disagree</td>
<td>Strongly Disagree</td>
</tr>
</tbody>
</table>

ranks systematically assigned to certain objects indicate that these objects are perceived similarly and can possibly substitute each other. A detailed introduction to ranking variables and how they can be modeled and analyzed can be found in Marden (1995).

2.3 Relationship between ordinal and ranking variables

The relationship between a set of ordinal variables and a ranking variable can be illustrated through the examples discussed in sections 2.1 and 2.2. The first thing to note is that in the ordinal variable set-up the response pattern of an individual is a vector of dimension equal to the number of ordinal variables, while in the ranking set-up for each ranking variable a vector of size equal to the number of ranked objects is observed. The observations (1, 2, 4) and (3, 4, 5) for the three ordinal variables correspond to the observation (1, 2, 3) for the ranking variable and the observations (1, 2, 2) and (2, 5, 5) correspond to the ranking (1, 2, 2). Hence, ordinal data can be transformed into ranking data but not the other way round. A ranking response does not convey any information about the level an object is preferred. Therefore, the inference based on ranking data can only be made in relative terms and is valid only for the set of objects included in the ranking experiment. On the other hand, ranking designs impose less restrictions on the response mechanism than ordinal ones. They do not restrict participants to use a certain scale to provide their answer. This way, they avoid the assumption that all participants understand and use the scale in the same way. Because of these advantages and disadvantages
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of ordinal and ranking variables, some researchers prefer designs where both types of variables are combined appropriately.

Table 2.2. Example of a ranking variable

<table>
<thead>
<tr>
<th>Policy A</th>
<th>Policy B</th>
<th>Policy C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank</td>
<td>_</td>
<td>_</td>
</tr>
</tbody>
</table>

2.4 Latent variable modeling

Latent variable modeling is a multivariate type of modeling that can be applied for any type of observed variables. The observed variables are also referred to as indicators or items in the literature. The core idea of the analysis is that the latent variables account for the dependencies among the observed variables in the sense that if the former are held fixed, the latter are independent. The latent variables are also referred to as factors or constructs. Theoretically, latent variable model analysis can be distinguished into exploratory and confirmatory, but practice usually lies between the two. In exploratory analysis the goal is to summarize the information observed in a large data set of $p$ variables into a smaller set of $q$ latent variables, where $q$ is much smaller than $p$. A typical example of such situation is questionnaires, which usually include at least 15 questions. In confirmatory analysis, the objective is to verify a theory where the variables of interest are abstract constructs such as those often faced in social and behavioral sciences. Examples of such variables are political beliefs, intelligence, emotional conditions, attitudes, etc. Hence, a latent variable model is specified in advance, the latent variables are measured through indicating variables, and the fit of the model to the empirical data is tested. Within latent variable modeling, there are two approaches, the Structural Equation Modeling (SEM) approach (e.g. Bollen, 1989; Jöreskog, 1990, 1994, 2002; Lee et al., 1990, 1992; Muthén, 1984) and the Item Response Theory (IRT) approach (e.g. Bartholomew et al., 2011; Muraki, 1990; Muraki & Carlson, 1995; Samejima, 1969). However, Bartholomew et al. (2011) explain how SEM, where both observed and latent variables are assumed normally distributed, can be seen as a special case of the more general IRT framework. A more detailed description of the two approaches is provided below.

2.4.1 Structural Equation Modeling

SEM mainly aims to test the hypothesis that the covariance matrix of the observed variables is equal to the covariance matrix implied by a hypothesized
latent variable model. SEM was developed first for continuous variables and then extended to ordinal ones by adopting the underlying response variable (URV) approach (Jöreskog, 1990, 1994; Muthén, 1984; Olsson, 1979).

Let $x$ be an observed $p$-dimensional vector of continuous variables assumed to follow a multivariate normal distribution. The SEM in its general form is written as follows:

$$x = \nu + \Lambda \xi + Kw + \delta \quad (2.1)$$

$$\xi = \alpha + B\xi + \Gamma z + \zeta \quad (2.2)$$

where $\xi$ is a $q$-dimensional vector of latent variables, $w$ and $z$ are vectors of covariates, $\delta$ and $\zeta$ are vectors of error, and $\nu$ and $\alpha$ are vectors of intercepts. The standard assumptions of the model are that: a) $x|w, z \sim N_p(\mu, \Sigma)$, b) $\xi$ follows a multivariate normal distribution, c) $\delta \sim N_q(0, \Theta)$ with $\Theta$ being diagonal, d) $\zeta \sim N_q(0, \Psi)$, e) $\text{Cov}(\xi, \delta) = \text{Cov}(\xi, \zeta) = \text{Cov}(\delta, \zeta) = 0$, and f) $I - B$ is not singular, where $I$ is the identity matrix. Equation (2.1) is referred to as the measurement model and links the observed variable vector $x$ with the latent variable vector $\xi$. The effect of $\xi$ on $x$ is given by the matrix of loadings $\Lambda$ and the measurement model also reads as $\xi$ is measured by $x$. Equation (2.2) is referred to as the structural model and shows the relationships among the latent variables. The regression coefficients are included in matrix $B$. In both equations covariates may be included. The only restriction is that $w$ and $z$ should contain different covariates for identification reasons.

Based on the model, it follows that:

$$\mu = E(x|w, z) = \nu + \Lambda (I - B)^{-1} (\alpha + \Gamma z) + Kw,$$

$$\Sigma = \text{Cov}(x|w, z) = \Lambda (I - B)^{-1} \Psi \left[(I - B)^{-1}\right]' \Lambda' + \Theta,$$

and

$$\text{Cov}(x|w, z, \xi) = \Theta.$$ 

The last two equations along with the fact that $\Theta$ is typically assumed to be diagonal implies that, given the covariates, SEM imposes a certain structure on the covariance matrix of $x$, and accounts for all correlations among the observed variables once the values of latent variables are also given. For a detailed and instructive introduction to SEM with continuous variables see Bollen (1989).

To include ordinal observed variables into the model the (URV) approach is adopted which assumes that the ordinal variables are generated by underlying continuous variables. The connection between an ordinal variable $x_i^*$ and its underlying continuous counterpart $x_i$ is

$$x_i^* = c_{i,j} \iff \tau_{i,j-1} < x_i < \tau_{i,j}, \quad (2.3)$$

where $c_{i,j}$ is the $j$-th response category of variable $x_i^*, j = 1, \ldots, C_i$, $\tau_{i,j}$ is the $j$-th threshold of variable $x_i$, and $-\infty = \tau_{i,0} < \tau_{i,1} < \ldots < \tau_{i,C_i-1} < \tau_{i,C_i} = +\infty$. 
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Since only ordinal information is available in the data, the distribution of the underlying variable $x_i$ is determined only up to a monotonic transformation. In practice it is often assumed that $x_i \sim N(0,1)$ and the thresholds are free to be estimated. An alternative parametrization where it is assumed $x_i \sim N(\mu_i, \sigma_{ii})$ is also possible (e.g. Jöreskog, 2002).

Based on the URV approach, a $p-$dimensional vector of observed ordinal variables $x^*$ is matched to its underlying continuous counterpart $x$. It is the latter that is involved in SEM, particularly in Equation (2.1). The probability of a response pattern for variable $x^*$ is written in terms of the distribution of $x$ as follows:

$$\pi(x^*) = \pi(x_1^* = c_{1,j}, \ldots, x_p^* = c_{p,j}) = \int_{\tau_1,j-1}^{\tau_1,j} \cdots \int_{\tau_{p,j-1}}^{\tau_{p,j}} f(x)dx,$$

where $f(x)$ is the assumed $p-$dimensional normal distribution of vector $x$. If the observed variable vector is $x^* = \begin{pmatrix} x_1^* \\ x_2^* \end{pmatrix}$, where $x_1^*$ is a vector of $p_1$ observed ordinal variables and $x_2^*$ is a vector of $p_2$ observed continuous variables, $p_1 + p_2 = p$, then the vector $x = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}$ is defined, where $x_1$ is the vector of the $p_1$ underlying continuous variables. Again, it is the latter which is involved in the measurement model. For an introduction of SEM with ordinal variables see for example Jöreskog (2002).

A special case of SEM is when only the measurement model is considered. Then, the model is usually called factor analysis model. The standard assumptions of SEM as well as the way that ordinal variables can be incorporated into the model remain the same.

### 2.4.2 Item Response Theory approach

The core assumption of IRT is that of conditional independence or otherwise local independence. It is assumed that the latent variables account for all the dependencies among the observed variables. This way, the conditional distribution of $x$ given $\xi$, $g(x|\xi)$, can be written as the product of the univariate conditional distributions of $x_i$ given $\xi$, $g(x_i|\xi)$, i.e.

$$g(x|\xi) = \prod_{i=1}^{p} g(x_i|\xi).$$

This assumption cannot be tested but rather has the role of an axiom. IRT assumes the model:

$$f(x) = \int_{\mathbb{R}_\xi} g(x|\xi) h(\xi) d\xi.$$
which, based on the assumption of local independence, is simplified to

$$ f(x) = \int_{R_\xi} \prod_{i=1}^p g(x_i|\xi) h(\xi) d\xi, \quad (2.5) $$

where \( f(x) \) is the joint distribution of variable vector \( x \), \( h(\xi) \) is the joint distribution of latent variables, and \( R_\xi \) is the latent variable area. The model is very general and it accommodates any type and combination of variables. Each observed variable can be of different type, since only its univariate conditional distribution \( g(x_i|\xi) \) needs to be determined.

In the case of an ordinal observed variable \( x_i^* \) the conditional distribution \( g(x_i^*|\xi) \) is a multinomial one, i.e.

$$ g(x_i^*|\xi) = \prod_{j=1}^{C_i} \pi(x_i^* = c_{i,j}|\xi) I(x_i^* = c_{i,j}), $$

where \( I(x_i^* = c_{i,j}) \) is the indicator variable whether \( x_i^* \) falls into the response category \( c_{i,j} \). A measurement model is applied to the cumulative probabilities \( \gamma(x_i^* \leq c_{i,j}|\xi) \), where

$$ \pi(x_i^* = c_{i,j}|\xi) = \gamma(x_i^* \leq c_{i,j}|\xi) - \gamma(x_i^* \leq c_{i,j-1}|\xi). $$

A typical model for \( \gamma(x_i^* \leq c_{i,j}|\xi) \) in IRT is

$$ \gamma(x_i^* \leq c_{i,j}|\xi) = F \left( \alpha_{i,j} - \sum_{k=1}^{q} \beta_{ik}\xi_k \right), \quad (2.6) $$

where the \( \alpha_{i,j} \)'s are thresholds \((-\infty = \alpha_{i,0} < \alpha_{i,1} < \ldots < \alpha_{i,C_i-1} < \alpha_{i,C_i} = +\infty)\), the \( \beta_{ik} \)'s are loadings, and \( F \) is a link function (e.g. logit, probit, etc.).

A very rigorous introduction to IRT and its links to SEM can be found in Bartholomew et al. (2011).

2.4.3 The Thurstonian model

In an experiment of complete ranking of \( m \) objects, \( \{O_1, \ldots, O_m\} \), where no ties are allowed the sampling distribution is a multinomial one with \( m! \) categories. The log-likelihood function of a random sample of \( n \) ranking vectors is of the form:

$$ \ln L(\theta; (r_1, \ldots, r_n)) = \sum_{c=1}^{m!} n_c \ln \pi_c(\theta), \quad (2.7) $$

where \( r_i \) is the \( i \)-th observed ranking which is an \( m \)-dimensional vector of permuted integers from 1 to \( m \), \( \theta \) is a parameter vector, \( n_c \) is the observed frequency of ranking pattern \( c \), \( \sum_{c=1}^{m!} n_c = n \), and \( \pi_c(\theta) \) is the corresponding probability under the model, \( \pi_c(\theta) > 0 \), and \( \sum_{c=1}^{m!} \pi_c(\theta) = 1 \).
One of the most influential models for ranking data in the literature is that suggested by Thurstone (1927). Maydeu-Olivares & Böckenholt (2005) show how a Thurstonian model can be incorporated in the more general framework of SEM. The basic idea of analysis is similar to that of the URV approach. Each ranked object is assumed to have an underlying continuous utility, i.e. the observed ranks assigned to the objects are assumed to be the result of the underlying object utilities. Furthermore, it is assumed that the differences in object utility assessments follow a multinormal distribution.

Let \( u_j \) be the underlying utility of object \( O_j \), \( j = 1, \ldots, m \), and \( u' = (u_1, u_2, \ldots, u_m) \) be the \( m \)-dimensional random vector of underlying utilities. As said, it is assumed that

\[
\mathbf{u} \sim N_m(\mathbf{\mu}, \mathbf{\Sigma}).
\]

Let also:

- \( O^c_h \) denote the object which has been assigned the rank \( h \) given the complete ranking pattern \( c, h = 1, \ldots, m, c = 1, \ldots, m! \),
- \( \tilde{u}_i^c = u_{O^c(i)} - u_{O^c(i+1)} \) be the utility difference between objects with adjacent ranks within the ranking pattern \( c, i = 1, \ldots, m - 1 \),
- \( \tilde{\mathbf{u}}_c \) be the \((m-1)\)-dimensional vector containing all the above utility differences,
- \( C_c \) be an \((m-1) \times m\) contrast matrix transforming vector \( \mathbf{u} \) into \( \tilde{\mathbf{u}}_c \), i.e. its exact form depends on the ranking pattern \( c \) in question, and
- \( D_c = [\text{diag}(C_c \Sigma C_c')]^{-1/2} \), where \text{diag} is the function which takes as an argument a square matrix and returns a diagonal matrix with the same main diagonal elements.

The probability of the ranking pattern \( c \), \( \pi_c \), is modeled as follows:

\[
\pi_c (\mu, \Sigma) = \Phi_{m-1} (D_c C_c \mu; D_c C_c \Sigma C_c' D_c),
\]

where \( \Phi_{m-1}(D_c C_c \mu; D_c C_c \Sigma C_c' D_c) \) is the \((m-1)\)-dimensional cumulative normal distribution with correlation matrix \( D_c C_c \Sigma C_c' D_c \) evaluated at the point \( D_c C_c \mu \). In the unrestricted Thurstonian model where no structure is assumed for \( \mu \) and \( \Sigma \), the above model faces serious identification issues. For this reason, the \((m-1)\)-dimensional random vector \( \tilde{\mathbf{u}} \) is considered instead, where \( \tilde{\mathbf{u}} \) contains all the object utility differences with respect to the utility of a reference object (e.g. Chan & Bentler, 1998; Yao & Böckenholt, 1999). Choosing object \( O_1 \) as a reference object, the random vector \( \tilde{\mathbf{u}} \) is of the form

\[
\tilde{\mathbf{u}}' = (\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_{m-1}) = (u_1 - u_2, u_1 - u_3, \ldots, u_1 - u_m).
\]

It holds that:

\[
\tilde{\mathbf{u}} = B \mathbf{u},
\]
where $B$ is a $(m-1) \times m$ contrast matrix of the form:

$$
B = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 0 \\
\vdots & & & & & \\
1 & 0 & 0 & 0 & -1 & 0 \\
1 & 0 & 0 & 0 & 0 & -1 \\
\end{bmatrix}.
$$

Hence, $\tilde{\mu} \sim N_{m-1}(\tilde{\mu}, \tilde{\Sigma})$ with $\tilde{\mu} = B\mu$ and $\tilde{\Sigma} = B\Sigma B'$. The ranking probability $\pi_c$ is modified to:

$$
\pi_c(\tilde{\mu}, \tilde{\Sigma}) = \Phi_{m-1}(\tilde{D}_c C_c \tilde{\mu}; \tilde{D}_c C_c \tilde{\Sigma} C'_c \tilde{D}_c),
$$

(2.10)

where $\tilde{D}_c = \left[\text{diag}(C_c \tilde{\Sigma} C'_c)\right]^{-1/2}$ and $C_c$ is now an $(m-1) \times (m-1)$ contrast matrix transforming vector $\tilde{\mu}$ into $\tilde{\mu}_c$. 
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3. Estimation methods overview

The standard method of maximum likelihood (ML) estimation becomes computationally demanding or even impractical for relatively large latent models where some of the observed variables are ordinal or ranking and the latent variables are assumed normally distributed. This has motivated the development of limited information estimation methods, especially within SEM with ordinal variables and Thurstonian ranking models. A brief discussion about estimation under the three types of models mentioned in Section 2 is given below.

3.1 Estimation in Structural Equation Modeling

Full maximum likelihood estimation is not practical under SEM with ordinal variables even when the number of ordinal variables is small (Lee et al., 1992; Liu, 2007; Poon & Lee, 1987). To demonstrate this, consider the variable vector $\mathbf{x}^* = \begin{pmatrix} x_1^* \\ x_2 \end{pmatrix}$ and the SEM defined in Section 2.4.1. Then, the log-likelihood function for one observation is:

$$\ln L(\theta; \mathbf{x}^*) = \ln \pi(x_1^* | x_2; \theta) + \ln f(x_2; \theta),$$

where $\theta$ includes the thresholds and the SEM parameters, $f(x_2; \theta)$ is the multinormal distribution of the observed continuous variables $x_2$, and $\pi(x_1^* | x_2; \theta)$ is the probability of the response pattern for $x_1^*$ given $x_2$. The latter is written as in Equation (2.4) with the difference that the distribution to be integrated is the conditional multinormal distribution of the underlying continuous variables $x_1$ given the observed continuous variables $x_2$, $f(x_1 | x_2; \theta)$. Hence, ML requires the evaluation of $p_1$-dimensional normal probabilities the computation of which is possible only for a very small number $p_1$. In practice though, this number is very rarely small.

The impractical nature of ML has initiated the development of limited information estimation methods that usually require the evaluation of up to bivariate normal probabilities. Among them the three-stage estimation method proposed by Muthén (1984) is widely employed as well as implemented in commercial software such as LISREL (Jöreskog & Sörbom, 1996) and Mplus (Muthén & Muthén, 2010). In the first stage of the method, the thresholds of the underlying variables and the product-moment correlations, if continuous
observed variables are present, are estimated. The thresholds are estimated by maximizing one by one all the univariate likelihood functions of ordinal variables. In the second stage, given the threshold estimates, the polychoric correlations of all pairs of ordinal variables and the polyserial correlations of all pairs of one ordinal and one observed continuous variable are estimated by maximizing one by one the corresponding bivariate likelihood functions. These computations involve the evaluation of one- and two-dimensional normal probabilities only. Finally, in the third stage, given the estimates of all types of correlations, the SEM parameters are estimated by applying a type of least squares, i.e. weighted least squares (WLS), diagonally weighted least squares (DWLS), or unweighted least squares (ULS) (for comparisons see e.g. Forero et al., 2009; Yang-Wallentin et al., 2010). The weight matrix is an estimate of the asymptotic covariance matrix of the estimated correlations. The full weight matrix is needed in all three versions of least squares to compute correct standard errors. Then, DWLS and ULS are called robust DWLS (RDWLS) and robust ULS (RULS). A point to consider with respect to this three-stage estimation is that the size of the weight matrix grows very rapidly with the number of observed variables, e.g. for 15 observed variables, the matrix is $105 \times 105$. This way, the computational simplicity of the approach achieved in the first two stages is somehow canceled out by the size of the weight matrix. Besides, for a reliable estimate of the matrix a fairly large sample size is desired.

3.2 Estimation in Item Response Theory approach

Maximum likelihood estimation is the standard approach in IRT modeling. The E-M or Newton-Raphson algorithm are usually employed to carry out the maximization of the objective function. In both cases evaluations of multiple integrals the dimension of which is equal to the number of latent variables are required. These computations are performed numerically using methods such as Gauss-Hermite quadrature, adaptive quadrature, and Monte Carlo (for a discussion of different algorithms see e.g. Feddag & Bacci, 2009; Schilling & Bock, 2005). However, for all these algorithms, for a fixed level of computational accuracy, the computation time and burden grows fast with the dimension of the integration. Besides, the convergence of the EM algorithm slows down as the number of latent variables increases. As a result, ML becomes infeasible beyond a certain number of latent variables.

3.3 Estimation in Thurstonian modeling

The maximization of the log-likelihood in (2.7) requires the evaluation of $(m - 1)$-dimensional normal probabilities as defined in (2.10). To evalu-
ate such probabilities, the algorithm suggested by Schervish (1984) can be employed. However, the computational time increases very rapidly with the number of objects \( m \) so that ML is practically infeasible for even a moderate \( m \).

As a consequence, limited information estimation methods employing mainly generalized least squares (GLS) have been proposed (Brady, 1989; Chan & Bentler, 1998; Maydeu-Olivares & Böckenholt, 2005). In these approaches, the estimates are obtained by minimizing a fit function of the type:

\[
F(\hat{\theta}) = (p - \pi(\hat{\theta})) W^{-} (p - \pi(\hat{\theta}))^{t},
\]

where \( \hat{\theta}' = (\hat{\mu}', \text{vech}(\hat{\Sigma})') \), vech is the function transforming a symmetric matrix into a vector by stacking the elements of the lower triangular of the matrix, including its main diagonal, columnwise, \( \hat{\mu} \) and \( \hat{\Sigma} \) are as defined in Section 2.4.3, \( p \) is the vector of observed low-order ranking probabilities, \( \pi(\hat{\theta}) \) is the vector of the corresponding probabilities under the model, \( W \) is a sample estimate of the covariance matrix of the random vector \( p \), and \( W^{-} \) is the generalized inverse of \( W \). The generalized inverse is computed as \( W \) is singular due to the inter-relationships among low-order rankings. Although GLS aims to be an estimation method of low computational complexity, the size of \( W \) grows extremely fast with the number of objects \( m \) rendering the inversion of the matrix and subsequently, the method computationally demanding. Maydeu-Olivares & Böckenholt (2005) show how this GLS approach can be carried out by the conventional three-stage estimation approach applied in SEM and described in Section 3.1.

### 3.4 Composite likelihood estimation methods

Composite likelihood estimation methods, already applied to a range of models, are gaining more research attention recently because they can substantially simplify the computations involved in estimation and at the same time yield asymptotically unbiased, consistent, and normally distributed estimators (Lindsay, 1988). Varin (2008) and Varin et al. (2011) give an extensive overview of these methods and their application areas.

In situations where the likelihood function either cannot be specified or is impractical to work with due to high computational complexity, one could consider instead a composite likelihood function. The latter is defined as follows (Lindsay, 1988; Varin, 2008; Varin et al., 2011): let \( x \) be a \( p \)-dimensional random vector with probability density \( f(x; \omega) \) for some unknown vector parameter \( \omega \in \Omega \). Let \( \mathcal{A}_1, \ldots, \mathcal{A}_k \) be a set of measurable marginal or conditional events with associated likelihoods \( \mathcal{L}_k(\omega; x) \propto f(x \in \mathcal{A}_k; \omega) \). A composite likelihood (CL) function is the weighted product of the likelihoods cor-
responding to each single event,

\[ CL(\omega; x) = \prod_{k=1}^{K} L_k(\omega; x)^{w_k}, \]

where \( w_k \) are non-negative weights to be chosen. The maximum composite likelihood estimator \( \hat{\omega}_{MCL} \) is obtained by maximizing the function \( CL(\omega; x) \) over the parameter \( \omega \). Under regularity conditions on the component likelihoods, the central limit theorem for the composite likelihood score statistic can be applied leading to the result

\[ \sqrt{n}(\hat{\omega}_{MCL} - \omega) \xrightarrow{d} N\left(0, G^{-1}(\omega)\right), \]

where \( G(\omega) \) is the Godambe (also called sandwich) information matrix of a single observation. In particular,

\[ G(\omega) = H(\omega)J^{-1}(\omega)H(\omega), \]

where \( H(\omega) = E\{-\nabla^2 \ln CL(\omega; x)\} \), and \( J(\omega) = \text{Var}\{\nabla \ln CL(\omega; x)\} \). In general, the identity \( H(\omega) = -J(\omega) \) does not hold because the assumed independence among the likelihood terms forming the composite function is usually not valid when the full likelihood is considered.

Varin et al. (2011) discuss some further qualities of the composite likelihood approach. It can be seen as a robust alternative in terms of modeling. It is easier and more straightforward to model lower order dimensional distributions while modeling uncertainty increases with dimensionality. By applying composite likelihood, possible misspecification of the higher order dimensional distributions can be avoided. In addition, a model assumed for lower order distributions can be compatible with more than one possible modeling options available for higher dimensional distributions.
4. Summary of Papers

4.1 Paper I

The framework of Paper I is that described in Section 2.4.3. The research interest lies on the identification of the model written with respect to $\mu$ and $\Sigma$ (see Equation (2.8)) and the research question is what impact the identification strategy proposed by Maydeu-Olivares & Böckenholt (2005) has on the parameter estimates.

More specifically, due to the discrete and comparative nature of ranking data, the utility random vector $\mathbf{u}$ is unique only up to a linear transformation. The origin and the unit of the utility scale should be defined. This is usually done by fixing the utility mean and variance of one object equal to 0 and 1, respectively. Let $\mu_1 = 0$ and $\sigma_{11} = 1$. As a consequence, the elements of $\mu$ and $\Sigma$ should be interpreted in relative terms and the inference should be based on the estimates of the standardized parameters, i.e. the correlations among object utilities $\rho_{ij}$, $i \neq j = 1, \ldots, m$, the ratios of object utilities variances, e.g. $\sigma_{jj}/\sigma_{11}$, and the standardized mean utility differences, e.g. $(\mu_1 - \mu_j)/\sqrt{\sigma_{11} - 2\sigma_{1j} + \sigma_{jj}}$, $j = 2, \ldots, m$.

However, the model written with respect to $\mu$ and $\Sigma$ is identified only if at least $m$ extra constraints, additional to those defining the scale origin and unit, are set. Maydeu-Olivares & Böckenholt (2005) suggest that one could fix the covariances of the utility of the $m$-th object with all other object utilities equal to 0, i.e. $\sigma_{mi} = 0$, $i = 1, \ldots, m - 1$, and the variance of the last object $\sigma_{mm}$ equal to 1. These $m$ extra constraints imply that the correlations $\rho_{mi}$, $i = 1, \ldots, m - 1$, are equal to 0 and the variance ratio $\sigma_{mm}/\sigma_{11}$ is equal to 1, something which may not hold in the population. Consequently, the model to be estimated may be misspecified and then, the estimates of the free correlations and variance ratios are expected to present bias and relatively high MSE. Note that the goodness-of-fit statistics are unable to detect possible model misspecifications coming from the extra identification constraints.

To investigate the size of the misspecification impact on the estimates a simulation study is conducted. 36 different experimental conditions derived by nine different misspecification situations, two model sizes ($m = 4, 7$), and two sample sizes ($n = 500, 1000$), are examined. The bias and MSE of the estimates obtained under no misspecification within each combination of model and sample size are used as benchmarks. The results indicate that the identification approach suggested in the literature leads to reliable estimates of all the standardized parameters as long as the extra identification constraints coincide.
with the true values of the constrained parameters. When this does not hold, the estimates of almost all correlations and variance ratios are seriously biased and present relatively high MSE. The level of bias and MSE increases with the misspecification level and not in a uniform way for all parameters. An increase in the sample size seems to have very marginal effect in decreasing the bias and MSE. As a result, the approach should be used with great caution. Before adopting any extra constraints one should resort to already existing theory or previous empirical studies concerning the specific set of objects to confirm that the extra constraints are reasonable and can be justified for the population in question.

4.2 Paper II

Papers II focuses on latent variable model analysis, both confirmatory and exploratory, of ordinal variables. Factor analysis models both under the URV approach and the IRT approach, as described in sections 2.4.1 and 2.4.2, respectively, are considered. The research objective is to examine the conventional estimation methods employed within these two types of modeling, and propose a new one that is of low computational complexity regardless of the model size and performs equally well as the current methods.

Within factor analysis, where the URV approach is adopted, the model is

\[ \mathbf{x} = \Lambda \mathbf{\xi} + \mathbf{\delta}, \]  

where \( \mathbf{x} \) is the vector of underlying continuous variables corresponding to the vector of the observed ordinal variables \( \mathbf{x}^* \), \( \mathbf{\xi} \) is the vector of latent variables, and \( \mathbf{\delta} \) is the vector of errors. It is assumed that each underlying continuous variable follows standard normal distribution, \( \mathbf{\xi} \sim \mathcal{N}_q(0, \Phi) \), where \( \Phi \) has ones on its main diagonal, \( \mathbf{\delta} \sim \mathcal{N}_p(0, \Theta) \) with \( \Theta = \mathbf{I} - \text{diag}(\Lambda \Phi \Lambda') \), and \( \text{Cov}(\mathbf{\xi}, \mathbf{\delta}) = \mathbf{0} \). The parameter vector to be estimated is \( \theta' = (\lambda', \varphi', \tau') \), where \( \lambda \) and \( \varphi \) are the vectors of free non-redundant parameters in matrices \( \Lambda \) and \( \Phi \), respectively, and \( \tau \) is the vector of all free thresholds. As explained in Section 3.1, ML estimation of \( \theta \) is practically infeasible and the three-stage limited information estimation presented by Muthén (1984) is applied.

Under the IRT approach, the model in Equation (2.6) in Section 2.4.2 is considered. As said in Section 3.2, ML is the standard estimation method but it becomes impractical when the number of latent variables is large.

We propose a pairwise maximum likelihood (PML) method under the factor analysis model and the URV approach to estimate the parameter \( \theta \). The PML estimator \( \hat{\theta}_{PML} \) is the value of \( \theta \) maximizing the pairwise log-likelihood
function. The form of the latter for one observation is:

\[ pl(\theta; x^*) = \sum_{i < i'} \ln L(\theta; (x_i^*, x_{i'}^*)) = \sum_{i < i'} C_i C'_{i'} I (x_i^* = c_{i, j}, x_{i'}^* = c'_{i', j'}) \ln \pi_{c_{i, j}c'_{i', j'}}(\theta), \]

where, \( I (x_i^* = c_{i, j}, x_{i'}^* = c'_{i', j'}) \) is the indicator variable taking the value 1 if the variables \( x_i^* \) and \( x_{i'}^* \) fall into the categories \( c_{i, j} \) and \( c'_{i', j'} \), respectively, and 0 otherwise; based on the Equation (2.4),

\[ \pi_{c_{i, j}c'_{i', j'}}(\theta) = \pi(x_i^* = c_{i, j}, x_{i'}^* = c'_{i', j'}; \theta) = \Phi_2 (\tau_{i, j}, \tau'_{i', j'}; \rho_{x_i x_{i'}}) - \Phi_2 (\tau_{i, j}, \tau'_{i', j'-1}; \rho_{x_i x_{i'}}) - \Phi_2 (\tau_{i, j-1}, \tau'_{i', j'}; \rho_{x_i x_{i'}}) + \Phi_2 (\tau_{i, j-1}, \tau'_{i', j'-1}; \rho_{x_i x_{i'}}), \]

\[ \rho_{x_i x_{i'}}(\theta) = (\lambda_i \cdot \Phi(\lambda_{i'})), \]

and \( \lambda_i \) is a 1 \( \times \) q row vector containing the elements of the \( i \)-th row of matrix \( \Lambda \). Since PML belongs to the general family of composite likelihood methods, the general result reported in Section 3.4 can be applied. Hence, the estimator \( \hat{\theta}_{PML} \) is asymptotically unbiased, consistent, and normally distributed. The advantage of PML over ML is mainly computational since the former involves the evaluation of integrals of bivariate normal distributions only, regardless of the number of observed ordinal variables or factors. The main advantages of PML over the three-stage limited information estimators are that all model parameters are estimated in one single step and there is no need of estimating a weight matrix to obtain correct standard errors.

The performance of PML estimator in finite samples with respect to bias and MSE is studied via a simulation study under eight experimental conditions (four different sample sizes and two model sizes). It is also compared with the performance of the three-stage approaches RDWLS and RULS, and that of ML as implemented under the IRT approach. Moreover, PML is demonstrated and compared with RDWLS, RULS, and ML within some real data examples both in an exploratory and confirmatory analysis set-up. The general conclusions are that: a) PML estimates and their standard errors have bias and MSE very close to zero, both decreasing with the sample size, b) all the methods considered in the study provide very similar results, and c) there is a tendency for the PML and RDWLS estimates and standard errors to be slightly closer to those of ML than those of the RULS approach.

### 4.3 Paper III

The promising results of the second paper lead to Paper III. The framework is the unrestricted Thurstonian model with ranking data as described in Section
2.4.3. Based on the results of the first paper we consider the estimation of the model written with respect to $\tilde{\mu}$ and $\tilde{\Sigma}$ (Equation (2.10)). This model is identified by only defining the unit of the scale of utility differences. An overview of the existing estimation methods is given in the paper, a summary of which is provided in Section 3.3.

The composite likelihood estimation proposed is based on the notion of trinary rankings. Trinary rankings are the relative rankings of triplets of objects implied by a given complete ranking of $m$ objects. Chan & Bentler (1998) explain that it is enough to consider only the $(m - 1)(m - 2)/2$ triplets which include the reference object. The trinary rankings of the rest of the object triplets contain redundant information. This way, we suggest a trinary composite likelihood (TCL) estimation where, for one observation, the log-likelihood function to be maximized is:

$$
L_{tc}(\tilde{\theta}; r) = \sum_{i=1}^{m-2} \sum_{j=i+1}^{m-1} \ln L_{ij}(\tilde{\theta}; r_{(O_1, O_{i+1}, O_{j+1})}),
$$

(4.4)

where $\tilde{\theta}' = (\tilde{\mu}', \text{vech}(\tilde{\Sigma})')$, $r_{(O_1, O_{i+1}, O_{j+1})}$ is the observed trinary ranking of the triplet $(O_1, O_{i+1}, O_{j+1})$ implied by the complete ranking of the $m$ objects, and $\ln L_{ij}(\tilde{\theta}; r_{(O_1, O_{i+1}, O_{j+1})})$ is the log-likelihood function for this triplet of objects. The specific form of the latter is:

$$
\ln L_{ij}(\tilde{\theta}; r_{(O_1, O_{i+1}, O_{j+1})}) = \sum_{i=1}^{6} I\left(r_{(O_1, O_{i+1}, O_{j+1})} = t\right) \ln \pi_t^{(O_1, O_{i+1}, O_{j+1})}(\tilde{\theta}),
$$

(4.5)

where $I\left(r_{(O_1, O_{i+1}, O_{j+1})} = t\right)$ is the indicator variable which takes the value 1 if the observed trinary ranking for the triplet $(O_1, O_{i+1}, O_{j+1})$ is equal to pattern $t$ and 0 otherwise, and $\pi_t^{(O_1, O_{i+1}, O_{j+1})}(\tilde{\theta})$ is the corresponding probability under the model. Based on Equation (2.10), this probability is written as follows:

$$
\pi_t^{(O_1, O_{i+1}, O_{j+1})}(\tilde{\theta}) = \Phi_2(D_t^{(ij)}C_t\tilde{\mu}^{(ij)}; D_t^{(ij)}C_t\tilde{\Sigma}^{(ij)}C_t'D_t^{(ij)}),
$$

where $\tilde{\mu}^{(ij)} = \begin{pmatrix} \tilde{\mu}_i \\ \tilde{\mu}_j \end{pmatrix}$, $\tilde{\Sigma}^{(ij)} = \begin{pmatrix} c & c \\ \sigma_{jj} & \sigma_{jj} \end{pmatrix}$ if $i = 1$

$$
\begin{pmatrix} \sigma_{jj} & \sigma_{jj} \\ \sigma_{jj} & \sigma_{jj} \end{pmatrix}
$$

otherwise

$$
D_t^{(ij)} = \left[\text{diag}(C_t\tilde{\Sigma}^{(ij)}C_t')\right]^{-1/2},
$$

$C_t$ is a $2 \times 2$ contrast matrix, and $c$ is a known positive constant. Note that $\tilde{\sigma}_{11}$ is fixed to a constant $c$, $c > 0$, to define the scale unit.

The estimator $\hat{\theta}_{TCL}$ shares the asymptotic properties of the composite likelihood estimators detailed in Section 3.4. The method is computationally gen-
eral as it involves the evaluation of only bivariate normal probabilities regardless of the number of objects \( m \). Compared to the three-stage SEM estimation methods, the TCL approach estimates all parameters simultaneously and it does not require the estimate a weight matrix to get correct standard errors. The performance of TCL estimation in finite samples under different model sizes and sample sizes is investigated with respect to relative Bias and relative MSE through a simulation study. It is also compared with the performance of RDWLS and RULS as implemented within SEM with ordinal variables. It is found that all three methods yield similar estimates and standard errors for all experimental conditions with TCL and RULS performing slightly better than RDWLS with respect to relative bias. Interestingly enough, the great deal of redundant information that is used within the three-stage RULS and RDWLS approaches does not affect the accuracy and efficiency of the methods as those are compared with the accuracy and efficiency of the TCL method.

4.4 Paper IV

Paper IV extends the pairwise estimation method proposed in the second paper to the whole SEM where covariates may be included and the indicators of the latent variables can be both ordinal and continuous. The variable vector \( \mathbf{x}^* \) and the SEM model introduced in Section 2.4.1 (the model consisting of equations (2.1) and (2.2)) are considered. Hence, the pairwise log-likelihood function for one observation of Equation (4.2) is modified to:

\[
pl(\theta; \mathbf{x}^*) = \sum_{i < i'} \ln L(\theta; (x^*_{1i}, x^*_{1i'})) + \sum_{k < k'} \ln L(\theta; (x_{2k}, x_{2k'})) + \sum_i \sum_k \ln L(\theta; (x^*_{1i}, x_{2k})) ,
\]

where \( \ln L(\theta; (x^*_{1i}, x^*_{1i'})) \) is the bivariate log-likelihood function of a pair of ordinal variables, \( \ln L(\theta; (x_{2k}, x_{2k'})) \) is the bivariate log-likelihood of a pair of observed continuous variables, and \( \ln L(\theta; (x^*_{1i}, x_{2k})) \) is the bivariate log-likelihood function of a pair of one ordinal and one continuous observed variables. The form of \( \ln L(\theta; (x^*_{1i}, x^*_{1i'})) \) as defined in Equation (4.3), the function \( \ln L(\theta; (x_{2k}, x_{2k'})) \) is a bivariate normal log-likelihood, and

\[
\ln L(\theta; (x^*_{1i}, x_{2k})) = \ln f(x^*_{1i} | x_{2k}; \theta) + \ln f(x_{2k}; \theta) = \sum_{j=1}^{c_i} I(x^*_{1i} = c_{i,j} | x_{2k}) \ln \pi(x^*_{1i} = c_{i,j} | x_{2k}; \theta) + \ln f(x_{2k}; \theta) .
\]

The function \( \ln f(x_{2k}; \theta) \) is the log-likelihood of a univariate normal distribution, \( I(x^*_{1i} = c_{i,j} | x_{2k}) \) is the indicator variable taking the value 1 if the ordinal variable \( x^*_{1i} \) falls into the category \( c_{i,j} \) given the value of \( x_{2k} \) and 0 otherwise, and \( \pi(x^*_{1i} = c_{i,j} | x_{2k}; \theta) \) is the probability that \( I(x^*_{1i} = c_{i,j} | x_{2k}) \) takes the value 1. The latter is written in terms of univariate normal probabilities.
It is worthy to note that the proposed method does not apply only to SEM but to any kind of model that assumes a parametric structure for $\mu$ and $\Sigma$, where $\mu = E(x|w,z)$, $\Sigma = Cov(x|w,z)$, \( x = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \), and $x_1$ and $x_2$ are the vectors of underlying and observed continuous variables, respectively. Observe also that PL estimation assumes only bivariate normality among the elements of the vector $x$ given $w$ and $z$ and not joint normality, i.e. $x|w,z \sim N(\mu, \Sigma)$, as SEM does. That it is an important difference since bivariate normality is an assumption that can be tested (see e.g. Jöreskog, 2002).

The suggested method is demonstrated using an example with empirical data. To run the model an R code has been written and later on incorporated into the R package `lavaan` (version 0.5-11). The R code used for the example is provided. Interestingly enough, ML as implemented in Mplus (version 5.21) and LISREL (version 9.10) is not feasible for the demonstrated example. On the other hand, RDWLS gives very similar estimates and slightly smaller standard errors than those of PL.
5. Contribution of the thesis

In this thesis a composite, namely a pairwise likelihood estimation method is developed for SEM with ordinal and continuous variables where covariates may also be included, and is appropriately adjusted for Thurstonian models with ranking variables. The performance of the method with respect to bias and MSE in finite samples is studied within factor analysis models with ordinal variables, and within Thurstonian models with ranking variables. Moreover, in both types of models, the performance of PL is compared with that of RDWLS and RULS. ML as implemented under the IRT approach is also considered in the performance comparisons in the case of factor analysis. The main conclusion of the simulation studies is that PL shows a close to zero bias and MSE decreasing with the sample size and it is competitive to the other estimation methods. The proposed approach is also demonstrated with examples of empirical ordinal data in the case of exploratory and confirmatory factor analysis, and in the case of SEM. To run all these models a code in R has been written and later on a part of it has been incorporated in the R package lavaan (version 0.5-11). This way, PL for SEM with ordinal variables is accessible to researchers at the time this thesis is written. A secondary result of the thesis is that one should be careful with the formulation of the unrestricted Thurstonian ranking model. A certain parametrization requires extra identification constraints than the typical ones which are highly probable to affect the quality of the estimates in terms of bias and MSE negatively.

The thesis adds knowledge on composite likelihood estimation methods applied to latent variable models with ordinal and continuous variables, and latent variables models with ranking variables. Optimistically, it could be used as the starting point for further research on the performance of PL under more experimental conditions, especially under large models with small sample size; on the development of chi-square test statistics and model selection criteria under PL for SEM and Thurstonian models; and on the treatment of missing values when PL is applied.
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