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Abstract

The Internet traffic volume continues to grow at a great rate, now driven by
video and TV distribution. For network operators it is important to avoid con-
gestion in the network, and to meet service level agreements with their cus-
tomers. This thesis presents work on two methods operators can use to reduce
links loads in their networks: traffic engineering and content caching.

This thesis studies access patterns for TV and video and the potential for
caching. The investigation is done both using simulation and by analysis of
logs from a large TV-on-Demand system over four months.

The results show that there is a small set of programs that account for a
large fraction of the requests and that a comparatively small local cache can
be used to significantly reduce the peak link loads during prime time. The
investigation also demonstrates how the popularity of programs changes over
time and shows that the access pattern in a TV-on-Demand system very much
depends on the content type.

For traffic engineering the objective is to avoid congestion in the network
and to make better use of available resources by adapting the routing to the cur-
rent traffic situation. The main challenge for traffic engineering in IP networks
is to cope with the dynamics of Internet traffic demands.

This thesis proposes L-balanced routings that route the traffic on the short-
est paths possible but make sure that no link is utilised to more than a given
level L. L-balanced routing gives efficient routing of traffic and controlled spare
capacity to handle unpredictable changes in traffic. We present an L-balanced
routing algorithm and a heuristic search method for finding L-balanced weight
settings for the legacy routing protocols OSPF and IS-IS. We show that the
search and the resulting weight settings work well in real network scenarios.
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Sammanfattning

Trafiken på Internet fortsätter att växa i snabb takt nu pådrivet av TV- och
videodistribution över nätet. För nätverksoperatörer är det viktigt att förstå och
hantera trafikbeteendet för att undvika överlast i nätet och för att kunna tillhan-
dahålla kommunikationstjänster av god kvalitet. Den här avhandlingen handlar
om två olika tillvägagångssätt för att undvika överlast i nätet: lastbalansering
och lokal mellanlagring.

I den här avhandlingen undersöks användarbeteendenoch efterfrågemönster
för TV och video och potentialen för lokal mellanlagring. Undersökningen
görs dels med simulering och dels genom analys av loggar från ett stort TV-
system.

Resultaten visar att det är en liten andel av programmen som står för en stor
del av efterfrågan. I många fall kan man hantera 50% av efterfrågan genom att
lagra 5% av utbudet. Studien visar också att programutbud och genre har stor
inverkan på efterfrågemönster och på hur snabbt programmen avtar i popular-
itet. Det är också stora dygnsvariationer i efterfrågan och det är viktigt att lagra
rätt program för att hantera toppar i efterfrågan under kvällstid.

För lastbalansering i IP-nätverk är målet att kunna anpassa vägvalet efter
den aktuella trafiksituationen och balansera trafiken över flera vägar genom
nätverket om det behövs. Man kan på så vis utnyttja nätverket mer effektivt
och undvika överlast. Utmaningen ligger i att Internettrafik ofta är skurig med
stora variationer i trafikens mängd och riktning.

I den här avhandlingen föreslås så kallat L-balanserat vägval där trafiken
skickas kortast möjliga väg men man ser till att ingen länk lastas till mer än
en given nivå L. L-balanserat vägval ger en kontrollerad reservkapacitet för att
hantera oförutsägbara förändringar i trafiken. Vi presenterar en L-balanserad
vägvalsalgoritm samt en heuristisk sökmetod för att hitta L-balanserade vikt-
sättningar i vägvalsprotokollen OSPF och IS-IS. Vi visar att sökmetoden och
de resulterande viktinställningarna fungerar väl i verkliga nätverkscenarier.
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S. Uhlig, and H. Ümit. An open source traffic engineering toolbox , In
Computer Communications, 29(5):593-610, March, 2006.

5. Anders Gunnar, Henrik Abrahamsson, and Mattias Söderqvist. Perfor-
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Chapter 1

Introduction

The Internet is a worldwide communication network that today serves billions
of Internet users [1]. It is a giant infrastructure of optical fibres, copper wires
and wireless connections that via packet switches connect a wide variety of
end-hosts: ranging from servers in data centers to PC:s and laptop computers,
to mobile phones and smaller devices embedded in our homes, in cars and in
the environment around us. The Internet is also an infrastructure that supports a
diversity of applications like the web, mail, file sharing, social networking ser-
vices, telephony, radio, video and TV distribution, games, banking and com-
merce of many kinds; and where new applications constantly are developed
and deployed.

Internet traffic volumes continue to grow at a great rate. For network opera-
tors it is important to avoid congestion in the network, and to meet service level
agreements with their customers. This thesis presents work on two methods op-
erators can use to reduce links loads and avoid congestion in their networks:
traffic engineering and caching of video and TV content.

1.1 Internet – a network of networks

The Internet is a network of networks. It consists of a large number of inde-
pendently managed networks of different sizes, different capacities, and un-
der different administrations. When you click on a link in your web browser
the requested webpage often travels over many different networks, sometimes
worldwide, on the way to your computer. The view point in this thesis is often
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4 Chapter 1. Introduction

from one operator network and the challenge of understanding and handling
traffic demands to avoid overload in the network.

The structure of the Internet and how traffic flows between networks are
changing over time [2], often driven by commercial interests and business
agreements. The traditional view is that the networks that constitute the In-
ternet are Internet Service Provider (ISP) networks connected together in a
loose hierarchy. At the top there are a small number of tier-1 operators (for
instance AT&T, Level 3, and TeliaSonera International carrier [3]) with large
international high-capacity networks, that directly connect to each other. The
tier-1 operators have peering agreements that allow data to flow between the
networks without charging each other for the data transmitted. A tier-2 network
is typically a regional or national network. It can have peering agreements with
other tier-2 networks to exchange traffic but it is also a customer to one or more
tier-1 operators and need to buy transit to reach some parts of the Internet. At
the bottom of the network hierarchy are the access networks that connect the
end hosts to the Internet. These are typically local telephone companies, uni-
versity or company networks that in turn are customers to upper-tier networks
to be able to communicate worldwide. The hierarchical network structure is
also complemented by a very large number of peering connections between
networks of different types at Internet exchange points (IXPs) [4, 5]. Networks
make peering agreement and exchange traffic based on commercial or other
interests, irrespective of network size and tier structure.

In addition to traditional ISP networks, content delivery networks (CDNs)
like Akamai and Limelight are well-established since a decade back, and today
deliver a large share of the Internet content [6, 7, 8]. More recently, large con-
tent providers like Google and Netflix have started to build their own content
delivery networks [9, 10, 11, 12, 13].

1.2 Traffic characteristics and access patterns

The traffic characteristics in a network depend on when and where on the Inter-
net the traffic is measured. The traffic behaviour in a large backbone network
differs from that in a small company network, and the traffic characteristics
change with new applications, new types of networks and with changing user
behaviour.

The Internet traffic volumes are constantly increasing but both the growth
rate and the traffic mix very much depend on where on the Internet the mea-
surements are done. Recent measurements of traffic volumes from large ISPs,
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peering routers and Internet exchange points report annual growth rates of 35-
100% [2, 5, 14, 15]. Figure 1.1 shows an example of traffic volumes at the
Netnod Internet exchange point in Stockholm.

The Internet traffic over the last 15 years has been dominated by web traf-
fic (transfered with the HTTP protocol) and peer-to-peer (P2P) traffic [2, 4,
14, 15, 17, 18, 19, 20, 21]. The share of the traffic volume that is P2P or
HTTP traffic differs between different parts of the Internet and has changed
over time. Fifteen years ago, measurements on the Internet backbone showed
that 70-75% of the traffic was web traffic [22]. After that P2P file sharing
applications became popular and contributed to a large share of the traffic vol-
ume [14, 15, 17, 20, 21], but many reports from the last couple of years show
that HTTP traffic is again increasing. Measurements from large ISPs and peer-
ing routers [2, 14], show a decline in the share of P2P traffic and a growth
in HTTP to more than 50% of the traffic. Measurements at a large European
IXP [4] also show that HTTP accounts for more than 50% of the bytes, but the
amount of HTTP traffic varies greatly between different participating AS:es.

Maier et al [18], monitoring 20000 residential DSL customers in 2009,
report that HTTP and not P2P dominates the traffic with 57% of the transfered
bytes, while other measurements of residential user traffic show that P2P is still
dominant but not growing [15, 17].

A large part of the Internet traffic is delivery of video content in different
ways: P2P file sharing, P2P streaming services, and much of the increase in
web traffic is video that is transfered with HTTP, for instance from sites like
Youtube. Video and TV-on-Demand streaming services like Netflix are also
becoming increasingly popular. There are reports that Netflix alone represents
more than 30% of peak downstream traffic in the US [11, 23].

1.3 Television and video over IP

Television and video distribution over IP networks is an area with fast develop-
ment. There are many terms that describe slightly different aspects of the area:
IPTV, Internet television, web TV, TV-on-Demand, time-shifted TV, start-over
TV, restart TV, catch-up TV, and so on. Some of these terms can also have
different meanings in different contexts.

Internet television is a general term that here means TV programs that are
available via the Internet. This includes TV services where traditional TV
broadcasters (or others) make TV programs available for on-demand viewing.
It also includes live broadcasts of individual programs or entire TV channels
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Figure 1.1: Example of Internet traffic at the Netnod Internet exchange point
in Stockholm [16] (reprinted with permission). The top graph shows variation
over a week (30 minute average) and the bottom graph shows how the traffic
volume has increased over two years (one day average).
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Figure 1.2: IPTV network architecture.

over the Internet.
From an Internet service provider perspective much of the TV and video

(for instance from Youtube or Netflix) is so called over-the-top (OTT) content.
This means that the operator just delivers the IP packets and does not control
the TV and video services.

There are also operator managed services where TV is delivered over an IP
network to subscribers. This is usually termed IPTV (Internet Protocol Televi-
sion). The IPTV service includes traditional TV channels that usually are dis-
tributed using IP multicast. The operators often also introduce new on-demand
services where viewers can control when to watch the programs. These ser-
vices differ slightly depending on when the programs become available and
for how long they are available. We here use the terms TV-on-Demand and
time-shifted TV as general terms for programs that can be viewed decoupled
from the traditional TV schedule. Start-over TV and restart TV more specifi-
cally means that the viewer can restart and choose to watch an ongoing broad-
cast program from the beginning. Catch-up TV usually means that programs
become available for on-demand viewing some time after the broadcast. An
IPTV service often have a mix of these features for different programs depend-
ing on agreements with content providers. It is also often combined with a
traditional Video-on-Demand service with streaming of rental movies.

When distributing broadcast TV channels using IP multicast there is only
one data stream per channel, while for TV-on-Demand there can be one stream
per customer. Distributing dedicated TV streams to each viewer requires a lot
of bandwidth and server capacity.

One branch of a typical IPTV architecture with a hierarchical tree-like net-
work structure is illustrated in Figure 1.2. The TV content is delivered from
content providers and comes into the network at a central distribution center
from where it is transmitted to Video Hub Offices (VHO). A Video Hub Office
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has storage and video streaming equipment to serve a district or a city. Under
the VHO there can be intermediate levels of storage and video servers. Differ-
ent operators try and use different structures of varying complexity. The figure
also shows a TV subscriber with a home network where the TV and the set-
top box (STB) is connected via a residential gateway to a Digital Subscriber
Line Access Multiplexer (DSLAM). The TV channels are distributed using IP
multicast from the distribution center to the set-top boxes. TV programs re-
quested outside the schedule are streamed with unicast from the VHO (or from
an intermediate server if available) to the set-top box.

1.4 Overload avoidance

1.4.1 Traffic management

Internet traffic management means handling the traffic situation in the net-
works; avoiding congestion and making good use of available network re-
sources.

Traffic management involves both the end hosts and the network operators.
It involves the end hosts in that they for many applications run TCP congestion
control and adapt the send rate to what the network can handle. TCP increases
the send rate to find out the available network capacity. When a packet is lost
this is interpreted as network congestion and the transmission rate is decreased.
From a network operator perspective traffic management involves monitoring
and controlling the traffic behaviour in the network. It also includes traffic
engineering where the routing of traffic through the network is adapted to the
current traffic situation.

For network operators it is important to manage the traffic situation in the
network and meet service level agreements (SLAs) made with their customers.
The traffic demands in a network may fluctuate and change over time. Traffic
engineering mechanisms can then be used to adapt to the changes in traffic de-
mand and distribute traffic in order to benefit from available network resources.

The first step in the traffic engineering process is to collect the necessary
information about network topology and the current traffic situation. Most traf-
fic engineering methods need as input a traffic matrix describing the demand
between each pair of nodes in the network. The traffic matrix is then used as
input to the routing optimization.

Network operators today have different alternatives for coping with traf-
fic variability: ranging from just over-dimensioning network capacity a lot, to
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occasionally tuning the configuration of the routing protocols in order to post-
pone upgrades of network equipment, to more active use of traffic monitoring
and traffic engineering mechanisms to manage the traffic situation.

One of the main alternatives for traffic engineering within an IP network [24,
25] is to use different methods for setting the link costs, and so decide upon the
shortest paths, in the routing protocols OSPF (Open Shortest Path First) and
IS-IS (Intermediate System to Intermediate System). These are both link-state
protocols where the routing decisions are based on link costs and a shortest
(least-cost) path calculation. With the equal-cost multi-path (ECMP) extension
to the routing protocols the traffic can also be distributed over several paths that
have the same cost. These routing protocols were designed to be simple and
robust rather than to optimise the resource usage. They do not by themselves
consider network utilisation and do not always make good use of network re-
sources. The traffic is routed on the shortest path through the network even if
the shortest path is overloaded and there exist alternative paths. It is up to the
operator to find a configuration of the protocol, a set of link costs, that is best
suited for the current traffic situation and that avoids congestion in the network.

There are also many other alternatives for how to do traffic engineering. For
instance, Multi-Protocol Label Switching (MPLS) [26] has been widely used to
control network traffic flows by setting up label-switched paths through the net-
work. More recently, much focus has been on OpenFlow and Software-defined
Networking (SDN) with the possibility of fine-grained, flow-based manage-
ment and control, and the separation of control plane and data plane function-
ality [27, 28, 29, 30, 31, 32, 33].

1.4.2 Caching

One way to reduce the network load is to use caching, where copies of content
are stored in local server nodes closer to the clients. By serving requests from
the local cache instead of from a central server, repeated transfers of popular
content over the network can be avoided.

Caching can be used to reduce network traffic and server load. It can also
be used with other objectives: to lower access latency or to increase availability
and robustness of a service.

Caching has been widely studied and used for web content [34, 35, 36, 37],
for video and TV-on-demand [38, 39, 40, 41, 42] and for content distribution
network [6, 7, 8, 9, 10, 11, 12]. Caching, integrated into the network architec-
ture, is also a fundamental component in much of the long term research on
future Internet architectures, like Information-centric networking [43, 44].
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If we consider caching in a simple hierarchical system, as outlined in Fig-
ure 1.2 for IPTV, then a request from a client first goes to the cache, and if the
program is not available there it is instead transfered from the central server.
The system design parameters include: on what level in the network should the
cache be placed, the size of the cache, and what caching policy to use.

The hit ratio, the share of requests that can be served by the cache, depends
on the request pattern and on what content is placed in the cache. Given a lim-
ited cache size, and content that change in popularity over time, a strategy is
needed to decide what should be put in the cache and what should be evicted.
Many different cache replacement policies have been proposed in the litera-
ture [35, 37]. Two classic eviction policies are Least Recently Used (LRU) and
Least Frequently Used (LFU). With the LRU strategy the program that has not
been requested for the longest time is deleted from the cache. With LFU the
program that is requested least often is discarded.

For the design of a caching system and for the choice of caching strategy,
it is important to understand demand and access patterns.

1.5 Outline of thesis

This thesis has two parts: an introductory part (Chapters 1 to 5) followed by
a collection of five papers. Chapter 2 describes the research issues that this
thesis deals with and the scientific contributions of the thesis. Chapter 3 sum-
marizes the papers included in the thesis and their contributions. Chapter 4
discusses related work and put the research into context. In Chapter 5 there are
conclusions and future work.



Chapter 2

Research Issues and
Scientific Contributions

This thesis presents work on traffic engineering and on caching as means to
avoid link overload in the network. For traffic engineering the purpose is to
develop methods to control and steer the traffic. For caching the idea is to
store popular content closer to the users to avoid repeated transfers of identical
content. The work is done by simulation and by empirical studies and analysis
of access patterns using logs from a real system.

2.1 Robust traffic engineering

The objective of traffic engineering is to avoid congestion in the network and
to make better use of available resources by adapting the routing to the current
traffic situation. The main challenge for traffic engineering is to cope with the
dynamics of traffic demands and topology. Traffic is often bursty and there
can be unpredictable changes and shifts in traffic demand, for instance due to
hotspots and flash crowds, or because a link goes down, there are changes in the
inter-domain routing, or because traffic in an overlay is re-directed. For future
networks more variability in traffic demands is also expected due to mobility of
nodes and networks and more dynamic on-demand service level agreements.

The traffic variability means that, even if we could measure the current
traffic situation exactly, it would not always correctly predict the near future
traffic situation. Traffic engineering mechanisms need to be robust and able to

11
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handle traffic variability and uncertainties in input traffic data.

2.1.1 Contributions

The Papers A and B in this thesis cover different aspects of robust traffic en-
gineering. We propose l-balanced routings as a way for an operator to handle
traffic variability and uncertainties in input traffic data. An l-balanced solution
routes the traffic on the shortest paths possible but makes sure that no link is
utilised to more than a given level l. The contributions are an l-balanced routing
algorithm based on multi-commodity flow optimisation and a heuristic search
method for finding l-balanced weight settings for the legacy routing protocols
OSPF and IS-IS.

L-balanced routing gives the operator possibility to apply simple rules of
thumb for controlling the maximum link utilisation and control the amount
of spare capacity needed to handle sudden traffic variations. It gives more
controlled traffic levels than other cost functions and more efficient routing for
low traffic loads when there is no need to spread traffic over longer paths.

2.2 Understanding TV-on-Demand access patterns
and their impact on caching

Today video and TV distribution dominate Internet traffic. The increasing de-
mand for high-bandwidth multimedia services put pressure on Internet service
providers. It is therefore essential for traffic and cache management to under-
stand TV program popularity and access patterns in real networks.

2.2.1 Contributions

The Papers C, D and E in this thesis cover different aspects of TV-on-Demand
access patterns and the potential for caching. In Papers C and D we simulate
TV distribution with time-shift and investigate what impact TV program popu-
larity, program set size, cache replacement policy and other factors have on the
caching efficiency. The simulation results show that introducing a local cache
close to the viewers significantly reduces the network load from TV on-demand
services. By caching 4% of the program volume we can decrease the peak load
during prime time by almost 50%. We also show that the TV program type and
how program popularity changes over time can have a big influence on cache
hit ratios and the resulting link loads.
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For the models in Papers C and D we rely to a large extent on statistics
from traditional scheduled TV. In Paper E we study access patterns in a real
TV-on-Demand system over four months. We study user behaviour and pro-
gram popularity and its impact on caching. We show how the popularity of
TV-on-Demand programs changes over time. We see that the access pattern in
a TV-on-Demand system very much depend on what type of content it offers.
Furthermore, we find that the share of requests for the top most popular pro-
grams grows during prime time, and the change rate among them decreases.
The cacheability is very high and the cache hit ratio increases during prime
time when it is needed the most.





Chapter 3

Summary of the Papers and
Their Contributions

This thesis is a collection of five papers. Papers A-B study different aspects
of robust traffic engineering. Papers C-E investigate TV-on-Demand access
patterns and the potential for caching. The papers are all published at refereed
international conferences.

In Paper A we look at robust traffic engineering as an optimisation prob-
lem. In Paper B we build upon the work in Paper A by applying the ideas to
the legacy routing protocols OSPF and IS-IS. We study search heuristics for
finding weight-settings, and evaluate how different cost functions manage to
handle faults in input traffic data due to traffic hotspots.

In Paper C we use an empirical IPTV workload model to simulate IPTV
distribution with time-shift and investigate the benefit of introducing a local
cache closer to the TV subscribers. In Paper D we extend the work by looking
at how TV program popularity changes over time. For the simulations in Paper
C and D we use TV schedules and statistics from linear broadcast TV. In Paper
E we analyse logs from a large TV-on-Demand system over four months.

15
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3.1 Paper A: A Multi Path Routing Algorithm for
IP Networks Based on Flow Optimisation

Henrik Abrahamsson, Juan Alonso, Bengt Ahlgren, Anders Andersson and
Per Kreuger. A Multi Path Routing Algorithm for IP Networks Based on Flow
Optimisation. In Proceedings of Third COST 263 International Workshop on
Quality of Future Internet Services (QoFIS 2002), Zurich, Switzerland, Octo-
ber 2002.

Summary:
Intra-domain routing in the Internet normally uses a single shortest path to
forward packets towards a specific destination with no knowledge of traffic de-
mand. We present an intra-domain routing algorithm based on multi-commodity
flow optimisation which enables load sensitive forwarding over multiple paths.
It is neither constrained by weight-tuning of legacy routing protocols, such
as OSPF, nor requires a totally new forwarding mechanism, such as MPLS.
These characteristics are accomplished by aggregating the traffic flows des-
tined for the same egress into one commodity in the optimisation and using a
hash based forwarding mechanism. The aggregation also results in a reduction
of computational complexity which makes the algorithm feasible for on-line
load balancing. Another contribution is the optimisation objective function
which allows precise tuning of the tradeoff between load balancing and total
network efficiency.

Contribution:
There are two contributions in this paper: the modelling of the problem as
an optimisation problem, and the definition of an optimisation objective func-
tion for l-balanced solutions. In the modelling of the optimisation problem
we aggregate all traffic destined for a certain egress into one commodity in a
multi-commodity flow optimisation. It is this definition of a commodity that
both makes the computation tractable, and the forwarding simple.

L-balanced solutions allows the network operator to choose a maximum
desired link utilisation level. The optimisation will then find the most efficient
solution, if it exists, satisfying the link level constraint. Our objective function
thus enables the operator to control the trade-off between minimising the net-
work utilisation and balancing load over multiple paths.

My contribution:
This is joint work with Bengt Ahlgren, Juan Alonso, Anders Gunnar and Per
Kreuger. Juan Alonso did most of the mathematical work for this paper. In
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discussion with Juan I contributed to the idea of only looking at the destination
of the traffic when formulating the optimisation problem. I co-authored the
paper.

3.2 Paper B: Robust Traffic Engineering using L-
balanced Weight-Settings in OSPF/ISIS

Henrik Abrahamsson and Mats Björkman. Robust Traffic Engineering using
L-balanced Weight-Settings in OSPF/ISIS. In: Sixth International Conference
on Broadband Communications, Networks, and Systems (BROADNETS 2009),
September 2009, Madrid, Spain.

Summary:
The focus of this work is on robust traffic engineering for the legacy routing
protocols OSPF and IS-IS. The idea is to use the l-balanced solutions proposed
in Paper A to make sure that there are enough spare capacity on all links to
handle sudden hotspots and traffic shifts. Search heuristics are used to find the
set of weights that avoid loading any link to more than l and the resulting rout-
ings are evaluated using real topologies and traffic scenarios.

Contribution:
The contributions are the idea of l-balanced weight-settings for robust traf-
fic engineering, the search heuristics for finding such weight-settings, and the
evaluation of how different cost functions (including l-balanced) manage to
handle faults in input traffic data due to traffic hotspots.

My contribution:
The idea of using the l-balanced solution for robust weight-settings was mine.
I implemented the search heuristics and did the evaluations and wrote most of
the paper.

3.3 Paper C: Simulation of IPTV caching strate-
gies

Henrik Abrahamsson and Mats Björkman. Simulation of IPTV caching strate-
gies. In: International Symposium on Performance Evaluation of Computer
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and Telecommunication Systems (SPECTS’10), 11-14 July 2010, Ottawa, Canada

Summary:
In this paper we use an empirical IPTV workload model to simulate IPTV dis-
tribution with time-shift and investigate the benefit of introducing a local cache
closer to the TV subscribers. The simulations are based on real TV schedules,
and statistics about TV program popularity and viewer activity. We simulate a
large number of TV viewers that, when active, request scheduled or on-demand
programs and we investigate the resulting bandwidth requirements on the down
link for different cache sizes and caching strategies.

Contribution:
The contributions of this paper are: We present an empirical IPTV workload
model. We simulate a realistic scenario for IPTV distribution and compare the
Least Recently Used (LRU) and Least Frequently Used (LFU) caching strate-
gies. We show that time-shifted TV can be very capacity demanding and that
considerable amounts of bandwidth can be saved by caching the most popular
programs closer to the viewers.

My contribution:
I designed and implemented the simulator, did the evaluations and wrote most
of the paper.

3.4 Paper D: Caching for IPTV distribution with
time-shift

Henrik Abrahamsson and Mats Björkman. Caching for IPTV distribution with
time-shift. In: International conference on Computing, Networking & Com-
munications (ICNC’13), 28-31 January 2013, San Diego, USA.

Summary:
In this paper we simulate TV distribution with time-shift and investigate what
impact TV program popularity, program set size, cache replacement policy and
other factors have on the caching efficiency. The simulation results show that
introducing a local cache close to the viewers significantly reduces the network
load from TV on-demand services. By caching 4% of the program volume we
can decrease the peak load during prime time by almost 50%. We also show
that the TV program type and how program popularity changes over time can
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have a big influence on cache hit ratios and the resulting link loads.

Contribution:
In this paper we extend the work in Paper C by looking at how TV program
popularity changes over time. Many programs such as news programs and
weather forecasts quickly become outdated and lose their popularity when
available on-demand. Other programs, typically drama TV-shows, retain in-
terest from some viewers even a long time after their first release and initial
peak in popularity. We show that the TV program type and how program pop-
ularity changes over time can have a big influence on cache hit ratio and the
resulting link loads.

My contribution:
I did the analysis of program popularity, implemented the simulator, did the
evaluations and wrote most of the paper.

3.5 Paper E: Program popularity and viewer be-
haviour in a large TV-on-Demand system

Henrik Abrahamsson and Mattias Nordmark. Program popularity and viewer
behaviour in a large TV-on-Demand system. In: Internet Measurement Con-
ference (IMC’12), 14-16 November 2012, Boston, USA.

Summary:
In this paper we analyse the access patterns in a large TV-on-Demand system
and study the potential for caching. We characterize access patterns for differ-
ent program categories, we show how program popularity changes over time
and how this differs between different program types. We then use the request
sequence in the data set for trace-driven simulation and study cache hit ratios
for different cache sizes, cache replacement policies and population sizes.

Contribution:
Our contribution in this paper is three-fold. As a first-order result, we pro-
vide reconfirmation of known observations with an independent dataset. We
demonstrate that there is a small set of programs that account for a large part
of the requests. The program popularity conforms with the Pareto principle,
or 80-20 rule. The demand follows a diurnal and weekly pattern, and there
are large peaks in demand on Friday and Saturday evenings that need to be
handled.
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Second, we provide systematic evidence of TV-on-Demand access pattern
characteristics that are intuitive yet unconfirmed in the literature. We show that
news programs have a very short lifespan and are often only requested for a few
hours, childrens programs are top ranked in the mornings and early evenings,
and movie rentals are concentrated over weekends.

Finally, we also provide novel insights into access patterns that have not
been reported previously to the best of our knowledge. We show how the pop-
ularity of TV-on-Demand programs changes over time. We see that the access
pattern in a TV-on-Demand system very much depend on what type of con-
tent it offers. Furthermore, we find that the share of requests for the top most
popular programs grows during prime time, and the change rate among them
decreases. The cacheability is very high and the cache hit ratio increases dur-
ing prime time when it is needed most.

My contribution:
I did the analysis with help from Mattias Nordmark. I did the simulations and
I wrote the paper.



Chapter 4

Related Work

4.1 Traffic engineering in IP networks

Many different approaches for dynamic routing and traffic engineering have
been proposed and used in telecommunication [45] and computer networks.
For instance, the early ARPANET routing algorithms were based on measured
link delay but had problems with traffic shifts and oscillations [46, 47].

The IETF Network Working Group presented a taxonomy of Internet traf-
fic engineering methods in RFC3272 [48] in 2002. But for much of the traf-
fic engineering research at that time the existing routing protocols were fixed.
The challenge was to find configurations that adapted the routing to the cur-
rent traffic situation. Traffic engineering by finding a suitable set of weights in
OSPF/IS-IS is now a well studied area of research and it is described in text-
books in the area [25, 49]. When we in Paper B revisited the weight setting
approach to traffic engineering we were most inspired by the pioneering works
by Fortz and Thorup [50, 51] and Ramakrishnan and Rodrigues [52], in that
we use a piece-wise linear cost function and search heuristics to find suitable
weight settings.

Several studies [50, 53, 54, 55] have shown that even though we limit the
routing of traffic to what can be achieved with weight-based ECMP shortest
paths, and not necessarily the optimal weights but those found by search heuris-
tics, it often comes close to the optimal routing for real network scenarios. How
the traffic is distributed in the network very much depends on the objectives,
usually expressed as a cost function, in the optimisation. An often proposed
objective function is described by Fortz and Thorup [50]. Here the sum of the
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cost over all links is considered and a piece-wise linear increasing cost function
is applied to the flow on each link. The basic idea is that it should be cheap
to use a link with small utilisation while using a link that approaches 100%
utilisation should be heavily penalised. The l-balanced cost function used in
Papers A and B is similar in that it uses a piecewise linear cost function to ob-
tain desirable solutions. Additionally, it gives the operator the opportunity to
set the maximum wanted link utilisation. Cost functions for traffic engineering
is further investigated by Balon et al. [56]

Paper B added to existing work on weight settings by focusing on robust-
ness and the objective of achieving a controlled spare capacity for handling
unpredictable traffic shifts. For robust traffic engineering much of the focus
has been on handling multiple traffic matrices and traffic scenarios [51, 57, 58,
59, 60, 61] and handling the trade-off between optimising for the common case
or for the worst case. Nucci et al. [62] investigate link weight assignments that
take into account SLA requirements and link failures. Xu et al. [63] describe a
method to jointly solve the flow optimisation and the link-weight approxima-
tion using a single formulation resulting in a more efficient computation. Their
method can also direct traffic over non-shortest paths with arbitrary percent-
ages. Their results should also be directly applicable to our problem of pro-
viding robustness to changes, by just substituting their piece-wise linear cost
function with our cost function. In a continuation on this work Xu et al. [64]
propose a new link-state routing protocol. The protocol splits traffic over mul-
tiple paths with an exponential penalty on longer paths and achieves optimal
traffic engineering while retaining the simplicity of hop-by-hop forwarding.

There are also several proposed traffic engineering protocols such as MATE
[65], TeXCP [66] and REPLEX [67], that can balance traffic over several
paths between ingress and egress nodes in the network, for instance by us-
ing MPLS [26]. Recently, much research focus has also been on OpenFlow
and Software-defined Networking (SDN) with the possibility of fine-grained,
flow-based management and control, and the separation of control plane and
data plane functionality [27, 30, 31, 32, 33].

The advantage of optimising the weights in OSPF and IS-IS is of course
easy deployment of the traffic engineering mechanism. However, the disad-
vantage is the difficulties and constraints imposed by using legacy routing. The
general problem of finding the best way to route traffic through a network can
be mathematically formulated as a multi-commodity flow (MCF) optimisation
problem. In Paper A we present a routing algorithm based on multi-commodity
flow optimisation. By aggregating the traffic flows destined for the same egress
into one commodity in the optimisation we reduce the computational complex-
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ity. The same approach was later used for instance by Sridharan et al. [68] and
Fu et al. [69]. MCF optimisation is also used by many other research groups to
address traffic engineering problems including [50, 70]. See also the book by
Pioro and Medhi [49] and references therein.

4.2 Access patterns and potential for caching for
TV and video on-demand

The recent growth and popularity of IPTV services have led to an increasing
interest from researchers to measure and model IPTV viewing behavior. Cha
et al. [71] present an extensive study of viewing behavior including channel
popularity and channel switching in an operational IPTV network. Ramos et
al. [72] present work on constructing an IPTV workload model capturing the
way viewers change channels and watch live TV. Yu et al [73] study user activ-
ity and channel zapping in a municipal network. Qiu et al. model TV channel
popularity [74] and user activities [75] in a large IPTV system and present the
SimulWatch workload generator. These studies are similar to ours in that they
model IPTV viewer behavior – but they study traditional live TV, and model
channel popularity and not the popularity of individual programs. In Papers
C and D we also simulate TV channels but our focus is on investigating time-
shifted TV and the potential for caching. For this the popularity of individual
programs is a fundamental part of the model. In this sense our work is closer
to studies of traditional VoD systems.

Yu et al. [76] present a large measurement study of the Chinese PowerInfo
Video-on-Demand system. This work is similar to ours in that they investigate
many aspects of user behaviour and content access patterns. The PowerInfo
system is a traditional VoD system. The videos in the library are old TV shows
and movies and there are usually only a few new movies introduced to the sys-
tem per day. This is different from the TV-on-Demand system that we study
where there is a large inflow of new programs from the TV-schedule, time-
shifted viewing, and programs with a very short life-span. Our work in Paper
E is also different in other aspects in that we investigate how the access pat-
tern depend on genre, we study cacheability and use trace-based simulation to
investigate what impact the access patterns have on caching.

There are many other interesting studies of VoD systems and video popu-
larity. Griwodz et al. [77] model long-term popularity of videos on the time
scale of days based on VHS rental statistics. Lou et al. [78] give examples of
the popularity evolution of video files from a Chinese television station. Tang
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et al. [79] analyse and model many aspects of media server access. Avramova
et al. [80] model the popularity evolution of TV-on-demand and video traces.
Dan and Carlsson [81] measure and analyse BitTorrent content popularity. Guo
et al. [82] study the probability distributions of Internet media workloads and
analyse caching using a mathematical model. Yin et al. [83] study live VoD
workloads from the 2008 Beijing Olympics. There are also many studies of
Youtube and user generated videos [84, 85, 86, 87]. Szabo and Huberman [88]
predict the long-term popularity of online content at Digg and Youtube based
on early measurements of user accesses. Much research and many measure-
ment studies have also focused on peer-assisted techniques for TV and VoD
including [89, 90, 91, 92, 93, 94]. Ager et al. [95] study the cacheability for
HTTP- and P2P-based applications.

Gopalakrishnan et al. [96] study user behaviour in a large IPTV system.
This is similar to our work but their focus is on modeling the interactive user
behaviour in an IPTV environment, including how users fast-forward, pause
and rewind to control their viewing.

In Papers C and D we use an empirical IPTV workload model to simulate
IPTV distribution and study caching. The simulations are based on real TV
schedules, and statistics about TV program popularity and viewer activity. In
Paper E we use trace-driven simulation, and utilize the sequence of requests in
logs from a real TV-on-Demand system. There is also a lot of related work that
use analytical models and simulations to study the performance of caching in-
cluding [39, 40, 41, 42, 97, 98]. These studies have a more theoretical approach
and is in this sense complementary to our work.

Seen in a broader perspective, a vast amount of research has been done on
caching architectures, algorithms and protocols for instance for web, video and
content distribution networks, as described in Section 1.4.2.

Another important issue for traffic and cache management is the interac-
tion between traditional traffic engineering and content distribution in operator
networks. What techniques and optimisations are possible here depend on the
level of knowledge and control that the operator can have of the content dis-
tributed [99, 100, 101].



Chapter 5

Conclusions and Future
Work

5.1 Conclusions

The Internet traffic volume continues to grow at a great rate, now pushed on by
video and TV distribution in the networks. Increasing traffic volumes and the
introduction of delay and loss sensitive services makes it crucial for operators
to understand and manage the traffic situation in the network. More traffic also
necessitate upgrades of network equipment and new investments for operators,
and keep up-to-date the question of over-dimensioning network capacity versus
using mechanisms for better handling the traffic.

This thesis deals with two approaches for avoiding network overload: traf-
fic engineering and caching. We study traffic engineering mechanisms for
adapting the routing to the current traffic situation and to steer traffic away
from overloaded links. We study TV-on-Demand access patterns and the pos-
sible benefits of using caching mechanisms to avoid loading links with repeated
transfers of popular content.

This thesis proposes l-balanced routings as a way for an operator to handle
traffic variability and uncertainties in input traffic data. An l-balanced routing
algorithm based on multi-commodity flow optimisation was presented in Pa-
per A. A heuristic search method for finding l-balanced weight settings for the
legacy routing protocols OSPF and IS-IS was presented in Paper B. L-balanced
routing gives the operator possibility to apply simple rules of thumb for con-
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trolling the maximum link utilisation and control the amount of spare capacity
needed to handle sudden traffic variations. It gives more controlled traffic lev-
els than other cost functions and more efficient routing for low traffic loads
when there is no need to spread traffic over longer paths. The evaluation in
Paper B shows that the search and the resulting weight settings work well in
real network scenarios.

In Papers C-E we study TV-on-Demand access pattern and the potential for
caching. We observe that there is a small set of programs that account for a
large part of the requests. The program popularity conforms with the Pareto
principle, or 80-20 rule. The demand follows a diurnal and weekly pattern, and
there are large peaks in demand on Friday and Saturday evenings that need to
be handled.

The popularity of rental movies, news, and TV shows changes over time
in very different ways. News programs are often only requested for a few
hours, movies are popular for months and increase in rank during weekends,
TV shows increase in rank when the next episode is shown, and children’s
programs are top ranked in the mornings and early evenings. This means that
programs jumps in and out of the top list of most popular programs. This can
have implications for the choice of caching strategy. It is important to have
the right programs in the cache in the evenings when the total demand is the
highest. Another conclusion is that the access pattern in a TV-on-Demand sys-
tem very much depend on what type of content it offers. We also observe that
the request pattern for different episodes of the same show, and for programs
within the same genre, often are very similar.

Another conclusion, from studying the cache friendliness of the TV-on-
Demand workload, is that the potential for caching is high. The cacheability
is very high, and in many scenarios the cache hit ratio with basic replacement
policies is above 50% when caching 5% of the daily demand. We also observe
that the hit ratio increases during prime time. The share of requests for the top
most popular programs grows during prime time, and the change rate among
them decreases.

5.2 Future work

It is an interesting time to work on issues related to television and video distri-
bution over IP networks and the Internet. It is an area with fast development.
Even with a view limited to Sweden in autumn 2012, as of this writing, a lot of
things happen on many levels.
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The way we are watching TV is slowly changing towards IP distributed
television with more opportunities to choose what we want to watch, and when
and where we watch TV. This thesis studies TV-on-Demand access patterns
and the impact on caching. But the media consumption pattern is a moving
target, it changes when the TV and video services evolve, and for future work
there is a need to continuously study user behaviour and access patterns.

There is a trend towards start-over TV and TV-on-Demand where the viewer
can choose to watch broadcast programs from the beginning or later after its
scheduled time. Perhaps this is the beginning of a development in which the
TV schedule becomes more a part of a recommendation system or a personal-
ized playlist with a mix of live and pre-recorded content.

The devices are changing. More and more TV is watched on Internet con-
nected smart TVs, and on smaller devices such as phones and tablets.

Another trend is that the TV and video market is changing. New players
appear and compete with existing services. Many telecom and broadband oper-
ators have become TV distributors and offer new TV services in their own net-
works. HBO and Netflix, American providers of on-demand Internet streaming
media, were launched in Sweden during the autumn 2012.

Traditional TV broadcasters are now also starting to distribute the sched-
uled TV via the web. It is also common with web exclusive content. One ex-
ample of TV content that is often sent over the Internet today is sports events.
SVT, the Swedish public service television company, showed 1600 hours from
the London Olympics in two traditional broadcast channels and in six web
channels [102]. A lot of the content was exclusively shown on the the web.
But the change in viewing behaviour is still at an early stage and it takes time.
The vast majority of viewing continues to be via traditional broadcast.

Television is a big thing. Although it is so commonplace that we might not
think about it. When the way we are watching TV changes it can have a big
impact on the distribution networks. In Sweden more than 70% of the popula-
tion watch something on television on an average day, more than 40% of the
people are watching TV during primetime, and individual TV shows can some-
times assemble 30-45% of the population [103]. If the TV viewing shifts from
traditional broadcast to on-demand, personalized viewing on mobile devices,
then it also gives rise to interesting future technical challenges.

The increasing demand for high-bandwidth streaming media services, both
operator managed and OTT services, puts a big load on the networks. Caching
seems to be a promising part of the solution. But there are many open issues
for future work about caching, for instance what should be stored and on what
level in the network should the caching be done.
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In Papers C-E in this thesis we study many aspects of the access patterns
in TV-on-Demand systems. We look at the cache friendliness of the workload
in terms of cacheability and hit ratios for basic replacement policies. An im-
mediate future work is to try to design and evaluate a caching strategy that is
customized for the TV-on-Demand access patterns and investigate the extent to
which it can reduce the network load.

When studying the cache friendliness of the request stream in Papers C-
E we used the basic LRU and LFU cache replacement policies. With these
the last requested program is always cached and the choice of what to evict
from the cache is between the least recently and the least frequently requested
program. A more advanced system could use more knowledge about access
patterns and program popularity to decide what program to put in the cache
and what program to evict.

One such strategy could be to keep track of all programs in the system,
also those that are not currently in the cache. One could monitor the popularity
by counting requests, let the programs age over time and for each program
keep a value that describes the probability that it will be requested. There are
a number of observations about the access patterns in this thesis that can be
useful for such an informed caching strategy:

Give preference to new programs The broadcast of the traditional TV sched-
ule has a marketing effect and with time-shifted TV ongoing scheduled
programs immediately get a lot of requests. Some programs, like TV-
news, also have a very short life-span. The value of a program should
not have to be built up by requests over a long time.

Categorize programs by genre to predict change in popularity over time
We see in Papers D and E that the access pattern very much depends on
the type of program. A news program that is top-ranked the first evening
age quickly and has a very low probability for being requested the next
evening. A rental movie however is popular for months and increase in
rank during weekends. By categorizing programs by genre the probabil-
ity for future requests can be predicted. The categorization of programs
can also be more detailed. The request patterns for different episodes
of the same show are often surprisingly similar. For a new episode of
a show it is a reasonable assumption that the popularity of the program
will change over time in a way similar to that of the previous episodes.

Focus on prime time The value of a program should reflect the probability
that it will be requested during prime time. There are large peaks in
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demand in the evenings and at the weekends that need to be handled. If
caching is used to limit the maximum link load then it is essential to have
the right programs in the cache on Friday and Saturday evenings. There
are program like cartoons that are top-ranked in the mornings and early
evenings that probably should never be in the cache.

The observations and the predictions outlined above can be used to optimise
the caching performance. However, the basic monitoring of request frequency
is still needed as a basis, and to handle unexpected changes and sudden peaks
in program demand for instance due to large news events.

In Papers C-E we see that the cacheability and cache hit ratios for the TV-
on-Demand workload are high even for small populations. Introducing a com-
paratively small local cache could significantly reduce the peak link loads. But
for operators the monetary cost (both the capital expenditures and operational
costs) of introducing memory into the network versus providing the bandwidth
needed is essential. This is an important aspect to consider in future work.
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