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Abstract

The eXtended Finite Element Method is a partition of unity based method, particularly suitable for modelling crack propagation phenomena, without knowing a priori the crack path. Its numerical implementation is mostly achieved with stand-alone codes.

The implementation of the eXtended Finite Element Method in commercial FEA softwares is still limited, and the most famous one including such capabilities is Abaqus™. However, due to its relatively recent introduction, XFEM technique in Abaqus has been proved to provide trustable results only in few simple benchmark problems involving linear elastic material models.

In this work, we present an assessment of the applicability of the eXtended Finite Element Method in Abaqus, to deal with fracture mechanics problems of rubber-like materials. Results are provided for both Neo-Hookean and Arruda-Boyce material models, under plane strain conditions.

In the first part of this work, a static analysis for the pure Mode-I and for a 45° mixed-Mode load condition, whose objective has been to evaluate the ability of the XFEM technique in Abaqus, to correctly model the stress and displacement fields around a crack tip, has been performed. Outcomes from XFEM analysis with coarse meshes have been compared with the analogous ones obtained with highly refined standard FEM discretizations.

Noteworthy, despite the remarkable level of accuracy in analyzing the displacement field at the crack tip, concerning the stress field, the adoption of the XFEM provides no benefits, if compared to the standard FEM formulation. The only remarkable advantage is the possibility to discretize the model without the mesh conforming the crack geometry.

Furthermore, the dynamic process of crack propagation has been analyzed by means of the XFEM. A 45° mixed-Mode and a 30° mixed-Mode load condition are analyzed. In particular, three fundamental aspects of the crack propagation phenomenon have been investigated, i.e. the instant at which a pre-existing crack starts to propagate within the body under the applied boundary conditions, the crack propagation direction and the predicted crack propagation speeds.

According to the obtained results, the most influent parameters are thought to be the elements size at the crack tip $h$ and the applied displacement rate $v$. Severe difficulties have been faced to attain convergence. Some reasonable motivations of the unsatisfactory convergence behaviour are proposed.
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Motivation and outline

The aim of the study in the present master thesis has been to assess the applicability of the XFEM implementation in the commercial FEA software Abaqus, to handle fracture mechanics problems in rubber-like materials. In particular, we focus on the capabilities of XFEM analyses with coarse meshes, to correctly model the stress and displacement fields around the crack tip under pure Mode-I and under a 45° mixed-Mode load condition in static problems. Such abilities have been investigated in crack growth processes as well, and the effects of the most relevant parameters are emphasized.

The introduction of the eXtended Finite Element Method (XFEM) represents undoubtedly, the major breakthrough in the computational fracture mechanics field, made in the last years. It is a suitable method to model the propagation of strong and weak discontinuities. The concept behind such technique is to enrich the space of standard polynomial basis functions with discontinuous basis functions, in order to represent the presence of the discontinuity, and with singular basis functions in order to capture the singularity in the stress field. By utilizing such method, the remeshing procedure of conventional finite element methods, is no more needed. Therefore, the related computational burden and results projection errors are avoided. For moving discontinuities treated with the XFEM, the crack will follow a solution-dependent path. Despite these advantages, the XFEM are numerically implemented mostly by means of stand-alone codes. However, during the last years an increasing number of commercial FEA software are adopting the XFEM technique; among these, the most famous and widely employed is Abaqus, produced by the Dassault Systèmes S.A..

The implementation of XFEM in Abaqus is a work in progress and its applicability has been still evaluated only for particularly simple fracture mechanics problems in plane stress conditions and for isotropic linear elastic materials. No attempts have been made in considering more complex load conditions and/or material models. This work aims, at least to some extent, at limiting the lack of knowledge in this field. For these reasons, the application of XFEM in Abaqus to model crack growth phenomena in rubber-like materials, has been investigated.

This report is organized as follows. In Chapter 1, a background of the arguments closely related to the present work, is provided. A short review of the continuum mechanics approach for rubber elasticity, along with concepts of fracture mechanics for rubber is given. Both theoretical and practical foundations of the eXtended Finite Element Method are presented. In conclusion of this chapter, the application of such method to large strains problems and the main features of its implementation in Abaqus are discussed.

In Chapter 2, the problem formulation at hand is presented. Furthermore, details about the performed numerical simulations are provided.

Numerical results of the static analysis are summarized in Chapter 3. The outcomes from coarse XFEM discretizations are compared to those obtained with the standard FEM approach, in order to evaluate their ability to deal with fracture mechanics problems in rubber-like materials.

In conclusion, numerical results of the crack growth phenomenon in rubber, analyzed by means of the XFEM technique in Abaqus are presented and discussed in Chapter 4. Three fundamental aspects of the crack propagation process are investigated, i.e. the instant in which the pre-existing crack starts to propagate under the prescribed loading conditions, the direction of crack propagation and its speed. At the end of this chapter, conclusive remarks on the convergence behaviour in numerical simulations of crack growth phenomena by utilizing the eXtended Finite Element Method are indicated.
Chapter 1

Fundamentals: literature review and basic concepts

1.1 Rubber elasticity

Rubber-like materials, such as rubber itself, soft tissues etc, can be appropriately described by virtue of a well-know theory in the continuum mechanics framework, named Hyperelasticity Theory. For this purpose, in this section the fundamental aspects of this theory - albeit limited to the case of isotropic and incompressible material - as well as finite displacements and deformations theory will be expounded [1]. Lastly, a description of the hyperelastic constitutive models adopted in this work is proposed.

1.1.1 Kinematics of large displacements

The main goal of the kinematics theory, is to study and describe the motion of a deformable body, i.e to determine its successive configurations under a general defined load condition, as function of the pseudo-time $t$.

A deformable body, within the framework of 3D Euclidean space, $\mathbb{R}^3$, can be regarded as a set of interacting particles embedded in the domain $\Omega \in \mathbb{R}^3$ (see Fig. 1.1). The boundary of this latter, often referred to as $\Gamma = \partial \Omega$ is split up in two different parts, $\Gamma_u$ along which the displacement values are prescribed and $\Gamma_\sigma$ where the stress component values have to be imposed. A problem is said to be well-posed if these two different boundary conditions are not applied simultaneously on the same portion of frontier. Moreover, the boundary $\Gamma$ should be characterized by a sufficient smoothness (at least piece-wise), in order to define uniquely the outward unit normal vector $n$; last but not least, it must be highlighted that, a unique solution of the boundary value problem is achievable only if $\Gamma_u \neq \emptyset$, such that all the rigid body motions are eliminated.

![Figure 1.1: Initial and deformed configurations of a solid deformable body in 3D Euclidean space.](image)

Among all possible configurations assumed by a deformable body during its motion, of particular importance is the reference (or undeformed) configuration $\Omega$, defined at a fixed reference time and depicted in Fig. 1.1 with the dashed line. With excess of meticulousness, it is worth noting that a so-called initial configuration at initial time $t = 0$, can be defined and that, whilst for static problems such configuration coincides with the reference one, in dynamics the initial configuration is often not chosen as the reference configuration. In the reference configuration, every particles of
the deformable body are solely identified by the position vector (or referential position) \( \mathbf{x} \) defined as follows

\[
\mathbf{x} = x_i \mathbf{e}_i \quad \mapsto \quad \mathbf{x} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}
\]  

where \( \mathbf{e}_i \) represent the basis vectors of the employed coordinate system. The motion of a body from its reference configuration is easily interpretable as the evolution of its particles and its resulting position at the instant of time \( t \) is given by the relation

\[
\mathbf{x}^\varphi = \varphi_t(\mathbf{x})
\]  

At this point, the major difference with respect to the case of small displacements starts to play a significant role. Indeed, in case of deformable body, it is required to take account of two sets of coordinates for two different configurations, i.e. the initial configuration \( \Omega \) and the so-called current (or deformed) configuration \( \Omega^\varphi(\varphi = \varphi(\Omega)) \). Under these assumptions, it is now straightforward to write the position vectors for any particles constituting the deformable body in both its reference and current configurations:

\[
\mathbf{x} = x_i \mathbf{e}_i \quad ; \quad \mathbf{x}^\varphi = x_i^\varphi \mathbf{e}_i^\varphi
\]  

being \( \mathbf{e}_i \) and \( \mathbf{e}_i^\varphi \) the unit base vectors in reference and current configuration, respectively. Within the framework of geometrically nonlinear theory, in which large displacements and large displacement gradients are involved, the simplification used in the linear theory, namely that not only the two base vectors are coincident, but also the two sets of coordinates in both reference and current configurations, can no longer be exploited. In this regard, it is then required to uniquely define the configuration with respect to which, the boundary value problem will be formulated.

For this aim, the choice has to be made between the Lagrangian formulation in which all the unknowns are referred to the coordinates \( x_i \) in the reference configuration and the Eulerian formulation, in which specularly, the unknowns are supposed to depend upon the coordinates \( x_i^\varphi \) in the deformed configuration. In fluid mechanics problems the most appropriate formulation is the Eulerian one, simply because the only configuration of interest is the deformed one and, at least for Newtonian fluids, the constitutive behaviour is not dependent upon the deformation trajectory; on the contrary, the Lagrangian formulation appears to be better suitable for solid mechanics problems since it refers to the current configuration. Furthermore, as it is necessary to consider the complete deformation trajectory, it is hence possible to define the corresponding evolution of internal variables and resulting values of stress within solid materials. Of particular interest is a mixed formulation called arbitrary Eulerian-Lagrangian formulation, especially well suitable for interaction problems, such as fluid-structure interaction; in this case, the fluid motion will be described by the Eulerian formulation while the solid evolution by the Lagrangian one.

### 1.1.1.1 Deformation gradient

The motion of all particles of a deformable body might be described by means of the point transformation \( \mathbf{x}^\varphi = \varphi(\mathbf{x}); \forall \mathbf{x} \in \Omega \).

Let \( \mathbf{x} = \Phi(\xi) \subset \Omega \) with \( \xi \) representing the parametrization shown in Fig. 1.2, a material (or undeformed) curve independent with respect to time. This latter is deformed into a spatial or deformed curve \( \mathbf{x}^\varphi = \Phi^\varphi(\xi,t) = \varphi(\Phi(\xi),t) \subset \Omega^\varphi \) at any time \( t \). At this point, it is useful to define a material tangent vector \( d\mathbf{x} \) to the material curve and a spatial tangent vector \( d\mathbf{x}^\varphi \) to the spatial curve.

\[
d\mathbf{x} = \Phi d\xi \quad ; \quad d\mathbf{x}^\varphi = \Phi^\varphi d\xi
\]  

\[\text{Figure 1.2: Deformation of a material curve } \Phi \in \Omega \text{ into a spatial curve } \Phi^\varphi \in \Omega^\varphi.\]  

\[\text{and a spatial tangent vector } d\mathbf{x}^\varphi \text{ to the spatial curve.}
\]

\[
d\mathbf{x}^\varphi = \frac{\partial \Phi^\varphi}{\partial \xi}(\xi,t) d\xi \quad ; \quad d\mathbf{x} = \frac{\partial \Phi}{\partial \xi}(\xi) d\xi
\]  

\[\text{1Often coordinates } x_i \text{ are labelled as the material (or referential) coordinates.}
\]

\[\text{2As above, usually with } x_i^\varphi \text{ are referred to as spatial (or current) coordinates.}
\]
The tangent vectors \( \mathrm{d}x \) and \( \mathrm{d}x^\varphi \) are usually labelled as \textit{material} (or \textit{undeformed}) \textit{line element} and \textit{spatial} (or \textit{deformed}) \textit{line element}, respectively. Furthermore, for any motion taking place in the Euclidean space, a \textit{large displacement vector} can be introduced as follows

\[
\mathrm{d}(x) = x^\varphi \iff \mathrm{d}_i(x) = \varphi_{ij} \delta_{ij} - x_i
\]

According to Fig. 1.3, and by means of basic notions of algebra of tensors, it is possible to infer that:

\[
x^\varphi + \mathrm{d}x^\varphi = x + \mathrm{d}x + \mathrm{d}(x + \mathrm{d}x) \implies \mathrm{d}x^\varphi = \mathrm{d}x + \mathrm{d}(x + \mathrm{d}x) - \mathrm{d}(x)
\]

The term \( \mathrm{d}(x + \mathrm{d}x) \) can be computed by exploiting Taylor series formula, and truncating them after the linear term:

\[
\mathrm{d}(x + \mathrm{d}x) = \mathrm{d}(x) + \nabla \mathrm{d}(x) \mathrm{d}x + o(\|\mathrm{d}x\|)
\]

where, \( \nabla \mathrm{d} \) is the \textit{large displacement gradient}, or in index notation

\[
d_i(x + \mathrm{d}x) = d_i(x) + \frac{\partial d_i}{\partial x_j}(x) d x_j + o(\|\mathrm{d}x\|)
\]

At this point, it is sufficient to compare Eq. 1.6 and Eq. 1.7, to express the spatial tangent vector \( \mathrm{d}x^\varphi \) as function of its corresponding material tangent vector and of the two-point tensor \( F \) named as \textit{deformation gradient tensor}:

\[
\mathrm{d}x^\varphi = (I + \nabla \mathrm{d}) \mathrm{d}x \implies \mathrm{d}x^\varphi = F \mathrm{d}x \ ; \quad [F]_{ij} := \frac{\partial x_i}{\partial x_j} + \frac{\partial d_i}{\partial x_j} = \frac{\partial \varphi_i}{\partial x_j}
\]

or alternatively,

\[
F = \frac{\partial \varphi_i}{\partial x_j} e_i \otimes e_j \ ; \quad F = \varphi \otimes \nabla
\]

with the gradient operator \( \nabla = \frac{\partial}{\partial x_j} e_i \).

It is a painless task to demonstrate how the deformation gradient, not only provides the mapping of a generic (infinitesimal) material tangent vector into the relative spatial tangent vector, but also controls the transformation of an infinitesimal surface element or an infinitesimal volume element (see Fig. 1.4).

\[\text{Figure 1.3: Total displacement field.}\]

\[\text{Figure 1.4: Transformation of infinitesimal surface and volume elements between initial and deformed configuration.}\]
Let $dA$ be an infinitesimal surface element, constructed as the vector product of two infinitesimal reciprocally orthogonal vectors, $dx$ and $dy$; the outward normal vector is, as usual, defined as $n = (dx \times dy) / \|dx \times dy\|$. By means of the deformation gradient $F$, the new extension and orientation in the space of the surface element can be easily determined

$$dA^\varepsilon n^\varepsilon := dx^\varepsilon \times dy^\varepsilon = (Fdx) \times (Fdy) = (\det[F]F^{-T}) (dx \times dy) = dA(\text{cof}[F])n$$

which is often referred to as Nanson’s formula.

Once the Nanson’s formula has been derived, it is straightforward to obtain the analogous relation for the change of an infinitesimal volume element occurring between the initial and the deformed configuration. Describing the infinitesimal volume element as the scalar product between an infinitesimal surface element $dA^\varepsilon$ and exploiting results in Eq. 1.11, the following relation holds

$$dV^\varepsilon := d\varepsilon x^\varepsilon \cdot dAn^\varepsilon = Fdx \cdot JF^{-T}dAn = Jdz \cdot dAn = JdA$$

in which $J = \det[F]$ is well-known as the Jacobian determinant (or volume ratio).

As stated in Eq. 1.9, the deformation gradient $F$, is a linear transformation of an infinitesimal material vector $dx$ into its relative spatial $dx^\varepsilon$; such transformation affects all parameters characterizing a vector, its modulus, direction and orientation. However, the deformation is related only to the change in length of an infinitesimal vector, and therefore, it results to be handy to consider the so-called polar decomposition, by virtue of which the deformation gradient can be written as a multiplicative split between an orthogonal tensor $R$, an isometric transformation which only changes the direction and orientation of a vector, and a symmetric, positive-definite stretch tensor $U$ that provides the measure of large deformation.

$$F = RU \quad ; \quad R^T = R^{-1} \quad ; \quad U^T = U \quad ; \quad \|d\varepsilon x^\varepsilon\| = \|Ux\|$$

In other words, the symmetric tensor $U$, yet referred in literature to as the right (or material) stretch tensor, produces a deformed vector that remains in the initial configuration (no large rotations). In index notation, the large rotations tensor $R$, and the right stretch tensor $U$, can be respectively expressed as follows

$$R = R_{ij}e_i^\varepsilon \otimes e_j \quad ; \quad U = U_{ij}e_i^\varepsilon \otimes e_j$$

An alternative form of the polar decomposition can be provided, by simply inverting the order of the above mentioned transformations and introducing the so-called left (or spatial) stretch tensor $V$

$$F = VR \quad ; \quad V = V_{ij}e_i^\varepsilon \otimes e_j^\varepsilon$$

In such case, a large rotation, represented by $R$, is followed by a large deformation (tensor $V$).

### 1.1.1.2 Strain measures

Theoretically, apart form the right and the left stretch tensors $U$ and $V$, an infinite number of other deformation measures can be defined; indeed, unlike displacements, which are measurable quantities, strains are based on a concept that is introduced as a simplification for the large deformation analysis.

From a computational point of view, the choice or $U$ or $V$ to calculate the stress values is not the most appropriate one, as it requires, first, to perform the polar decomposition of the deformation gradient. Hence, it is necessary to introduce deformation measures that can directly, without any further computations, provide information about the deformation state.

We may consider two neighbouring points defined by their position vectors $x$ and $y$ in the material description; with reference to Fig. 1.5 on the next page, it is possible to describe the relation between these two, sufficiently close points, i.e.

$$y = y + (x - x) = x + \frac{y - x}{\|y - x\|} = x + dx$$

$$dx = d\varepsilon a \quad \text{and} \quad d\varepsilon = \|y - x\|, \quad a = \frac{y - x}{\|y - x\|}$$

In the above equations, it is clear that the length of the material line element $dx$ is denoted by the scalar value $d\varepsilon$ and that the unit vector $a$, with $\|a\| = 1$, represents the direction of the aforesaid vector at the given position in the reference configuration. As stated in Eq. 1.9, the deformation gradient $F$ allows to linearly approximate a vector $dx$ in the material description, with its corresponding vector $d\varepsilon x^\varepsilon$ in the spatial description. The smaller the vector $dx$, the better the approximation.

At this point, it is then possible to define the stretch vector $\lambda_a$, in the direction of the unit vector $a$ and at the point $x \in \Omega$ as

$$\lambda_a(x, t) = F(x, t)a$$

with its modulus $\lambda$ known as stretch ratio or just stretch. This latter is a measure of how much the unit vector $a$ has been stretched. In relation to its value, $\lambda < 1$, $\lambda = 1$ or $\lambda > 1$, the line element is said to be compressed, unstretched.
or extended, respectively. Computing the square of the stretch ratio $\lambda$, the definition of the right Cauchy-Green tensor $C$ is introduced

$$
\lambda^2 = \lambda_a \cdot \lambda_a = Fa \cdot Fa = a \cdot F^T Fa = a \cdot Ca
$$

(1.19)

$$
C = F^T F \quad \text{or} \quad C_{ij} = F_{ii} F_{jj}
$$

Often the tensor $C$ is introduced as the Green deformation tensor and it should be highlighted that, since the tensor $C$ operate solely on material vectors, it is denoted as a material deformation tensor. Moreover, $C$ is symmetric and positive definite $\forall x \in \Omega$:

$$
C = F^T F = (F^T F)^T = C^T \quad \text{and} \quad u \cdot Cu > 0 \quad \forall u \neq 0
$$

(1.20)

The inverse of the right Cauchy-Green tensor is the well-known Piola deformation tensor $B$, i.e. $B = C^{-1}$.

To conclude the roundup of material deformation tensors, the definition of the commonly used Green-Lagrange strain tensor $E$, is here provided:

$$
E = \frac{1}{2} [(\lambda d\varepsilon )^2 - d\varepsilon^2] = \frac{1}{2} [(d\varepsilon a) \cdot F^T F (d\varepsilon a) - d\varepsilon^2] = dx \cdot Edx
$$

(1.21)

whose symmetrical nature is obvious, given the symmetry of $C$ and $I$. In an analogous manner of the one shown above, it is possible to describe deformation measures in spatial configuration, too; the stretch vector $\lambda a^\varepsilon$ in the direction of $a^\varepsilon$, for each $x^\varepsilon \in \Omega$ might thus be defined as:

$$
\lambda^{-1}_a^\varepsilon (x^\varepsilon, t) = F^{-1} (x^\varepsilon, t) a^\varepsilon
$$

(1.22)

where, the norm of the inverse stretch vector $\lambda^{-1}_a^\varepsilon$ is called inverse stretch ratio $\lambda^{-1}$ or simply inverse stretch. Moreover, the unit vector $a^\varepsilon$ may be interpreted as a spatial vector, characterizing the direction of a spatial line element $dx^\varepsilon$. By virtue of Eq. 1.22, computing the square of the inverse stretch ratio, i.e.

$$
\lambda^{-2} = \lambda^{-1}_a^\varepsilon \cdot \lambda^{-1}_a^\varepsilon = F^{-1} a \cdot F^{-1} a = a \cdot F^{-T} F^{-1} a = a \cdot b^{-1} a
$$

(1.23)

where $b$ is the left Cauchy-Green tensor, sometimes referred to as the Finger deformation tensor

$$
b = FF^T \quad \text{or} \quad b_{ij} = F_{ii} F_{jj}
$$

(1.24)

Like its corresponding tensor in the material configuration, the Green deformation tensor, the left Cauchy-Green tensor $b$ is symmetric and positive definite $\forall x^\varepsilon \in \Omega$:

$$
b = FF^T = (F^T F)^T = b^T \quad \text{and} \quad u \cdot bu > 0 \quad \forall u \neq 0
$$

(1.25)

Last but not least, the well-known symmetric Euler-Almansi strain tensor $e$ is here introduced:

$$
e = \frac{1}{2} [I - F^{-T} F^{-1}] \quad \text{or} \quad e_{ij} = \frac{1}{2} (\delta_{ij} - F^{-1}_{K_i} F^{-1}_{K_j})
$$

(1.26)

where the scalar value $d\varepsilon$ is the (spatial) length of a spatial line element $dx^\varepsilon = x^\varepsilon - y^\varepsilon$. 

\textit{KTH Royal Institute of Technology - Solid Mechanics Department}
1.1.1.3 Stress measures

During a particular transformation, the motion and deformation which take place, make a portion of material interact with the rest of the interior part of the body. These interactions give rise to stresses, physically forces per unit area, which are responsible of the deformation of material.

Given a deformable body occupying an arbitrary region \( \Omega \) in the Euclidean space, whose boundary is the surface \( \partial \Omega \) at the specific time \( t \), let us assume that two types of arbitrary forces, somehow distributed, act respectively on the boundary surface (external forces) and on an imaginary internal surface (internal forces).

Let the body be completely cut by a plane surface; thereby the interaction between the two different portions of the body is represented by forces transmitted across the (internal) plane surface. Under the action of this system of forces,

\[
\text{d}f = \text{d}A^\nu = T \text{d}A
\]  

(1.27)

Here, \( t = t(x^\nu, t, n^\nu) \) is known in the literature as the Cauchy (or true) traction vector (force measured per unit surface area in the current configuration), while the (pseudo) traction vector \( T = T(x, t, n) \) represents the first Piola-Kirchhoff (or nominal) traction vector (force measured per unit surface area in the reference configuration).

In literature Eq. 1.27 is referred to as the Cauchy’s postulate. Moreover, the vectors \( t \) and \( T \) acting across surface elements \( dA \) and \( dA^\nu \) with the corresponding normals \( n \) and \( n^\nu \), can be also defined as surface tractions or, according to other texts, as contact forces or just loads.

The so-called Cauchy’s stress theorem claims the existence of tensor fields \( \sigma \) and \( P \) so that

\[
t(x^\nu, t, n^\nu) = \sigma(x^\nu, t)n^\nu \quad \text{or} \quad t_i = \sigma_{ij} n_j^\nu
\]

\[
T(x, t, n) = P(x, t) n \quad \text{or} \quad T_i = P_{iI} n_I
\]  

(1.28)

where the tensor \( \sigma \) denotes the symmetric Cauchy (or true) stress tensor (or simply the Cauchy stress) and \( P \) is referred to as the first Piola-Kirchhoff (or nominal) stress tensor (or simply the Piola stress).

The relation linking the above defined stress tensors is the so-called Piola transformation, obtained by merging Eq. 1.27 and Eq. 1.28 and exploiting the Nanson’s formula:

\[
P = J \sigma F^T \quad ; \quad P_{iI} = J \sigma_{ij} F^{-1}_{ij}
\]  

(1.29)

or in its dual expression

\[
\sigma = J^{-1} P F^T \quad ; \quad \sigma_{ij} = J^{-1} P_{iI} F_{jI} = \sigma_{ji}
\]  

(1.30)

Along with the stress tensors given above, many others have been presented in literature; in particular, the majority of them have been proposed in order to ease numerical analyses for practical nonlinear problems. One of the most convenient is the Kirchhoff stress tensor \( \tau \), which is a contravariant spatial tensor defined by:

\[
\tau = J \sigma \quad ; \quad \tau_{ij} = J \sigma_{ij}
\]  

(1.31)

3Symmetry of the Cauchy stress is satisfied only under the assumption (typical of the classical formulation of continuum mechanics) that resultant couples can be neglected.

**Figure 1.6:** Traction vectors acting on infinitesimal surface elements with outward unit normals.
In addition, the so-called second Piola-Kirchhoff stress tensor $S$ has been proposed, especially for its noticeable usefulness in the computational mechanics field, as well as for the formulation of constitutive equations; this contravariant material tensor does not have any physical interpretation in terms of surface tractions and it can be easily computed by applying the pull-back operation on the contravariant spatial tensor $\tau$:

$$ S = F^{-1} \tau F^{-T} \quad \text{or} \quad S_{IJ} = F_{iI}^{-1} F_{jJ}^{-1} \tau_{ij}$$  \hfill (1.32)

The second Piola-Kirchhoff stress tensor $S$ can be, moreover, related to the Cauchy stress tensor by exploiting Eqs. 1.29, 1.32 and 1.31:

$$ S = J F^{-1} \sigma F^{-T} = F^{-1} P = S^T \quad \text{or} \quad S_{IJ} = J F_{iI}^{-1} F_{jJ}^{-1} \sigma_{ij} = F_{iI}^{-1} P_{IJ} = S_{JI}$$  \hfill (1.33)

as consequence, the fundamental relationship between the first Piola-Kirchhoff stress tensor $P$ and the symmetric second Piola-Kirchhoff stress tensor $S$ is found, i.e.

$$ P = FS \quad \text{or} \quad P_{IJ} = F_{iI} S_{JI}$$  \hfill (1.34)

A plethora of other stress tensors can be found in literature; among them the Biot stress tensor $T_B$, the symmetric corotated Cauchy stress tensor $\sigma_c$, and the Mandel stress tensor $\Sigma$ deserve to be mentioned [2].

### 1.1.2 Hyperelastic materials

The correct formulation of constitutive theories for different kinds of material, is a very important matter in continuum mechanics, in particular with regards to the description of nonlinear materials, such as rubber-like ones.

The branch of continuum mechanics, which provides the formulation of constitutive equations for that category of materials which can sustain to large deformations, is called finite (hyper)elastcity theory or just finite (hyper)elasticity. In this theory, the existence of the so-called Helmoltz free-energy function $\Psi$, defined per unit reference volume or alternately per unit mass, is postulated. In the most general case, the Helmoltz free-energy function is a scalar-valued function of the tensor $F$ and of the position of the particular point within the body. Restricting the analysis to the case of homogeneous material, the energy solely depends on the deformation gradient $F$, and as such, it is often referred to as strain-energy function or stored-energy function $\Psi = \Psi(F)$. By virtue of what has been shown in the previous section, the strain energy function $\Psi$ can be expressed as function of several other deformation tensors, e.g. the right Cauchy-Green tensor $C$, the left Cauchy-Green tensor $b$.

A hyperelastic, or Green-elastic material, is a subclass of elastic materials for which the relation expressed in Eq. 1.35 holds

$$ P = \Phi(F) = \frac{\partial \Psi(F)}{\partial F} \quad \text{or} \quad P_{IJ} = \frac{\partial \Psi}{\partial F_{IJ}}$$  \hfill (1.35)

Many other reduced forms of constitutive equations, equivalent to the latter, for hyperelastic materials at finite strains can be derived; while not wishing to report here all the different forms available in literature, consider for this purpose, the derivative with respect to time of the strain energy function $\Psi(F)$:

$$ \dot{\Psi} = \text{tr} \left[ \left( \frac{\partial \Psi(F)}{\partial F} \right)^T \dot{F} \right] = \text{tr} \left[ \left( \frac{\partial \Psi(C)}{\partial C} \right) \dot{C} \right] = $$

$$ = \text{tr} \left[ \frac{\partial \Psi(C)}{\partial C} \left( F^T \dot{F} + \dot{F}^T F \right) \right] = 2 \text{tr} \left( \frac{\partial \Psi(C)}{\partial C} F^T \dot{F} \right)$$  \hfill (1.36)

Given the symmetry of the tensor $C$, and the resulting symmetry of the tensor valued scalar function $\Psi(C)$, it follows immediately that:

$$ \left( \frac{\partial \Psi(F)}{\partial F} \right)^T = 2 \left( \frac{\partial \Psi(C)}{\partial C} \right) F^T $$  \hfill (1.37)

#### 1.1.2.1 Isotropic hyperelastic materials

Within the context of hyperelasticity, a typology of materials of unquestionable importance, of which rubber is one of the most representative examples, consists of the so-called isotropic materials. From a physical point of view, the property of isotropy is nothing more than the independence in the response of the material, in terms of stress-strain relations, with respect to the particular direction considered.

Let us consider a point within an elastic, deformable body occupying the region $\Omega$ and identified by its position vector $x$. Furthermore, let the body, in the reference configuration, undergo a translational motion represented by the vector $c$ and rotated through the orthogonal tensor $Q$ (see Fig. 1.7 on the following page):

$$ x^* = c + Qx $$  \hfill (1.38)

The deformation gradient $F$ that links the material configuration $\Omega^*$, to the spatial configuration $\Omega^{\ast\ast}$ might be computed
by making use of the chain rule and Eq. 1.38, leading to

\[ F = \frac{\partial x^p}{\partial x^j} Q = F^* Q \quad \text{or} \quad F_{II} = \frac{\partial x^p}{\partial x^j} Q_{II} = F^*_{II} Q_{II} \quad (1.39) \]

A material is said to be isotropic if, and only if, the strain energies defined with respect to the deformation gradients \( F \) and \( F^* \) are the same for all orthogonal vectors \( Q \); thus, it might be written that:

\[ \Psi(F) = \Psi(F^*) = \Psi(FQ^T) \quad (1.40) \]

which is the unavoidable condition to refer to a material as isotropic.

\[ \Psi(C) = \Psi(F^{*T}F^*) = \Psi(QF^{*T}FQ^T) = \Psi(C^*) \quad (1.41) \]

Hence, if this latter relation is valid for all symmetric tensors \( C \) and all orthogonal tensors \( Q \), the strain energy function \( \Psi(C) \), is a **scalar-valued isotropic tensor function** solely of the tensor \( C \). Under these assumption, the strain energy might be expressed in terms of its invariants, i.e. \( \Psi = \Psi [I_1(C), I_2(C), I_3(C)] \) or, equivalently, of its principal stretches \( \Psi = \Psi(C) = \Psi [\lambda_1, \lambda_2, \lambda_3] \).

### 1.1.2.2 Incompressible hyperelastic materials

A category of rubber-like materials widely used in practical applications and therefore particularly attractive, especially with regard to the corresponding computational analysis by means of numerical codes, are the so-called **incompressible materials**, which can sustain finite strains without show any considerable volume changes. In reference to Eq. 1.12, it might to be stated that, the incompressibility constraint can be expressed as:

\[ J = 1 \quad (1.42) \]

The incompressibility constraint is widely known in literature as an **internal constraint** and a material subjected to such constraint is called **constrained material**. In order to derive constitutive equations for a general incompressible material, it is necessary to postulate the existence of a particular strain energy function:

\[ \Psi = \Psi(F) - p(J - 1) \quad (1.43) \]

defined exclusively for \( J = \det(F) = 1 \). In such expression, the scalar parameter \( p \), is referred to as **Lagrange multiplier**, whose value can be determined by solving the equations of equilibrium. As proven in the previous sections, it is sufficient, assuming that this is possible, to differentiate the strain energy function in Eq. 1.43 with respect to the deformation gradient \( F \), to obtain the three **fundamental constitutive equations** in terms of the first and the second Piola-Kirchhoff stresses, i.e. \( P \) and \( S \), and of the Cauchy stress tensor \( \sigma \). For the particular case of incompressible materials, they may be written as

\[ P = -pF^{-T} + \frac{\partial \Psi(F)}{\partial F} \]

\[ S = -pF^{-1}F^{-T} + F^{-1} \frac{\partial \Psi(F)}{\partial F} = -pC^{-1} + 2 \frac{\partial \Psi(C)}{\partial C} \quad (1.44) \]

\[ \sigma = -pI + \frac{\partial \Psi(F)}{\partial F} F^T = -pI + F \left( \frac{\partial \Psi(F)}{\partial F} \right)^T \]

---

**Figure 1.7:** Rigid-body motion superimposed on the reference configuration.
Additionally, it has been demonstrated formerly that, in the case of isotropic material, the strain energy function can be expressed as function of the right Cauchy Green tensor \( \mathbf{C} \), the left Cauchy-Green tensor \( \mathbf{b} \) and their invariants. However, if the material is at the same time incompressible and isotropic, it is also true that \( I_3 = \det \mathbf{C} = \det \mathbf{b} = 1 \) and consequently, the third invariant is no longer an independent deformation variable like \( I_1 \) and \( I_2 \). Consequently, the relation stated in 1.43 can be reformulated as follows

\[
\Psi = \Psi [I_1(\mathbf{C}), I_2(\mathbf{C})] - \frac{1}{2} p (I_3 - 1) = \Psi [I_1(\mathbf{b}), I_2(\mathbf{b})] - \frac{1}{2} p (I_3 - 1)
\]

(1.45)

Thus, the associated constitutive equations are written as

\[
\mathbf{S} = 2 \frac{\partial \Psi(I_1, I_2)}{\partial \mathbf{C}} - \frac{\partial [p (I_3 - 1)]}{\partial \mathbf{C}} = -p \mathbf{C}^{-1} + 2 \left( \begin{array}{c} \frac{\partial \Psi}{\partial I_1} + I_1 \frac{\partial \Psi}{\partial I_2} \end{array} \right) \mathbf{I} - 2 \frac{\partial \Psi}{\partial I_2} \mathbf{C}^{-1}
\]

(1.46)

\[
\sigma = -p \mathbf{I} + 2 \left( \frac{\partial \Psi}{\partial I_1} + I_1 \frac{\partial \Psi}{\partial I_2} \right) \mathbf{b} - 2 \frac{\partial \Psi}{\partial I_2} \mathbf{b}^2 = -p \mathbf{I} + 2 \frac{\partial \Psi}{\partial I_1} \mathbf{b} - 2 \frac{\partial \Psi}{\partial I_2} \mathbf{b}^{-1}
\]

Lastly, if the strain energy function is expressed as a function of the three principal stretches \( \lambda_i \), it holds that

\[
S_i = -\frac{1}{\lambda_i^p} + \frac{1}{\lambda_i} \frac{\partial \Psi}{\partial \lambda_i}, \quad i = 1, 2, 3
\]

(1.47)

\[
P_i = -\frac{1}{\lambda_i^p} + \frac{\partial \Psi}{\partial \lambda_i}, \quad i = 1, 2, 3
\]

(1.48)

\[
\sigma_i = -p + \lambda_i \frac{\partial \Psi}{\partial \lambda_i}, \quad i = 1, 2, 3
\]

(1.49)

for whom the constraint of incompressibility, i.e. \( J = 1 \) takes the following form:

\[
\lambda_1 \lambda_2 \lambda_3 = 1
\]

(1.50)

### 1.1.3 Isotropic Hyperelastic material models

Due to the greater difficulty in the mathematical treatment of hyperelastic materials, there are several examples in literature about possible forms of strain energy functions for compressible, as well as for incompressible materials.

In the following sections, the two models adopted in the present work, i.e. the Arruda-Boyce and the Neo-Hookean model, will be described. It must be stressed however that, exclusively isotropic incompressible material models under isothermal regime have been treated. Many other models have been proposed in literature, e.g. Ogden model [4, 5], Mooney-Rivlin model, [11], Yeoh model [16], Kilian-Van der Waals model [20] among the most famous.

#### 1.1.3.1 Neo-Hookean model

The Neo-Hookean model [6] can be referred to as a particular case of the Ogden model. Its mathematical expression is the following one

\[
\Psi = c_1 \left( \lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 3 \right) = c_1 (I_1 - 3)
\]

(1.51)

By virtue of the consistency condition [7], it follows that

\[
\Psi = \frac{\mu}{2} \left( \lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 3 \right)
\]

(1.52)

where \( \mu \) indicates the shear modulus in the reference configuration.

The neo-Hookean model, firstly proposed by Ronald Rivlin in 1948, is similar to the Hooke’s law adopted for linear materials; indeed, the stress-strain relationship is initially linear while at a certain point the curve will level out. The principal drawback of such model is its inability to predict accurately the behaviour of rubber-like materials for strains larger than 20% and for biaxial stress states.

It can now be proven that, even if from a mathematical point of view, the Neo-Hookean model may be seen as the simplest case of the Ogden model, it might be also justified within the context of the Gaussian statistical theory[8, 9] of elasticity, which is based on the assumption that only small strains will be involved in the course of the deformation\(^4\). Briefly, rubber-like materials are made up of long-chain molecules, producing one giant molecule, referred to as molecular

\(^4\)This fact is a further validation of the adequacy of neo-Hookean model for strains up to 20%; the more refined non-Gaussian statistical theory, of which an example is based on the Langevin distribution function is needed, in order to obtain a more accurate model for large strains.
network [10]; starting from the Boltzmann principle, and under the assumptions of incompressible material and affine motion, the entropy change of this network, generated by the motion, can be readily computed as function of the number $N$ of chains in a unit volume of the network itself and of the principal stretches $\lambda_i, i = 1, 2, 3$

$$\Delta \eta = -\frac{1}{2} N \kappa \frac{r_{2\text{out}}}{r_{2\text{in}}} \left( \lambda_1^3 + \lambda_2^3 + \lambda_3^3 - 3 \right)$$  \hspace{1cm} (1.53)

where $\kappa = 1.38 \cdot 10^{-23} \text{Nm/K}$ is the well-known Boltzmann’s constant; at the same time, the parameter $r_{2\text{out}}$ and $r_{2\text{in}}$ are the mean square value of the end-to-end distance of detached chains and of the end-to-end distance of cross-linked chains in the network, respectively. For isothermal processes $\left( \Theta = 0 \right)$, the Legendre transformation leads to the following expression for the Helmholtz free-energy function

$$\Psi = \frac{1}{2} N \kappa \Theta \frac{r_{2\text{in}}}{r_{2\text{out}}} \left( \lambda_1^3 + \lambda_2^3 + \lambda_3^3 - 3 \right)$$  \hspace{1cm} (1.54)

In conclusion, if the shear modulus $\mu$ is expressed as proportional to the concentration of chains $N$, it holds that:

$$\mu = N \kappa \Theta \frac{r_{2\text{in}}}{r_{2\text{out}}}$$  \hspace{1cm} (1.55)

By virtue of this latter result, the equivalence between Eqs. 1.51 and 1.54 is demonstrated.

1.1.3.2 Arruda-Boyce model

The second material model adopted in this work for modeling the response of rubber-like materials is the Arruda-Boyce model [14], proposed in 1993; in this model, also known as the eight-chain model, the assumption that the molecular network structure can be regarded as a representing cubic unit volume in which, eight chains are distributed along the diagonal directions towards its eight corners, is made. The Arruda-Boyce model is particularly suitable to characterize properties of carbon-black filled rubber vulcanizates; such a notable category of elastomers are reinforced with fillers like carbon black or silica obtaining thus, a significant improvement in terms of tensile and tear strength, as well as abrasion resistance. By virtue of these reasons, the stress-strain relation is tremendously nonlinear (stiffening effect) at the large strains.

Unlike the neo-Hookean model, the Arruda-Boyce model is based on the non-Gaussian statistical theory [15] and consequently is adequate to approximate the finite extensibility of rubber-like materials as well as the upturn effect at higher strain levels. The strain energy function for the model considered herein, may be presented as

$$\Psi = N \kappa \Theta \sqrt{n} \left[ \beta \lambda_{\text{chain}} - \sqrt{n} \ln \left( \frac{\sinh \beta}{\beta} \right) \right]$$  \hspace{1cm} (1.56)

The coefficients in the above written equation, are easily defined as follows

$$\lambda_{\text{chain}} = \sqrt{I_1/3} \quad \text{and} \quad \beta = \frac{1}{2} \left( \frac{\lambda_{\text{chain}}}{\sqrt{n}} \right)$$  \hspace{1cm} (1.57)

where, $\lambda_{\text{chain}}$ is known as Langevin function; obviously, for computational reasons the latter function is approximated with a Taylor series expansion. By making use of the first five terms of the Taylor expansion of the Langevin function, a different analytical expression is given by

$$\Psi = c_1 \left[ \frac{1}{2} (I_1 - 3) - \frac{1}{20 \lambda_{\text{m}1}} (I_1^2 - 9) + \frac{11}{1050 \lambda_{\text{m}1}} (I_1^2 - 27) + \frac{19}{7000 \lambda_{\text{m}1}} (I_1^4 - 81) + \frac{519}{673750 \lambda_{\text{m}1}} (I_1^5 - 243) \right]$$  \hspace{1cm} (1.58)

where $\lambda_{\text{m}1}$ is referred to as locking stretch, representing the stretch value at which the slope of the stress-strain curve will rise significantly and thus, where the polymer chain network becomes locked. The consistency condition allows to define the constant $c_1$ as

$$c_1 = \frac{\mu}{\left( 1 + \frac{2}{\lambda_{\text{m}1}} + \frac{99}{1785 \lambda_{\text{m}1}} + \frac{513}{875 \lambda_{\text{m}1}} + \frac{42039}{673750 \lambda_{\text{m}1}} \right)}$$  \hspace{1cm} (1.59)

Lastly, it ought to be stressed that the strain energy function in the Arruda-Boyce model depends only upon the first invariant $I_1$; from a physical point of view, this means that the eight chains stretch uniformly along all directions when subjected to a general deformation state.

A comparison of the quality of approximation for different material models is depicted in Fig. 1.8 on the next page; according to this plot, it is inferable that not all material models show the same level of accuracy in predicting the stress-strain behavior of rubber-like materials. In particular, some models, i.e. Neo-Hookean model and Mooney-Rivlin model, exhibit the incapacity to model the stiffening effect at the high strains.
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1.2 Fracture Mechanics of Rubber

The extension of fracture mechanics concepts to elastomers has always represented a problem of major interest, since the first work in this field has been presented by Rivlin and Thomas in 1952 [21]. In this cornerstone work the authors have shown how large deformations of rubber render the solution of the boundary value problem of a cracked body made of rubber, a quite compounded task. By virtue of the aforementioned nonlinear nature of constitutive models and due to the capacity of rubber-like materials to undergo finite deformations, LEFM results cannot be, without prior modifications, extended to this category of materials and thus, a slightly different approach has to be adopted. In this section, some of the most relevant results achieved in the fracture mechanics of elastomers field, along with experimental results, are briefly described and discussed.

1.2.1 Fracture mechanics approach

The introduction of fracture mechanics concepts goes back to Griffith’s experimental work on the strength of glass [22]. Griffith noticed that the characteristic tensile strength of the material was highly affected by the dimensions of the component; by virtue of these observations, he pointed out that the variability of tensile strength should be related to something different than a simple inherent material property. Previously, Inglis had demonstrated that the common design procedure based on the theoretical strength of solid, was no longer adapt and that this material property should have been reduced, in order to take into account the presence of flaws within the component\footnote{In other words, the comparison ought to be made between the theoretical tensile strength and the concentrated stress and not with the average stress computed by using the usual solid mechanics theory, based on the assumption of the absence of internal defects.}.

Griffith [22] hypothesized that, in an analogous manner of liquids, solid surfaces are characterized by surface tension. Having this borne in mind, for the propagation of a crack, or in order to increase its surface area, it is necessary that the surface tension, related to the new propagated surface, is less than the energy furnished from the external loads, or internally released. Alternatively, the Griffith-Irwin-Orowan theory [24] [25] [26] claims that a crack will run through a solid deformable body, as soon as the input energy-rate surmounts the dissipated plastic-energy; denoting with $W$ the work done by the external forces, with $U^e$ and $U^p$ the elastic and the plastic part of the total strain energy, respectively, and with $U_\Gamma$ the surface tension energy, we may write thus

$$\frac{\partial W}{\partial a} = \frac{\partial U^e}{\partial a} + \frac{\partial U^p}{\partial a} + \frac{\partial U_\Gamma}{\partial a}$$ \hspace{1cm} (1.60)

This expression might then be rewritten in terms of the potential energy $\Pi = U^e - W$, i.e.

$$-\frac{\partial \Pi}{\partial a} = \frac{\partial U^p}{\partial a} + \frac{\partial U_\Gamma}{\partial a}$$ \hspace{1cm} (1.61)
which represents a stability criterion stating that, the decreasing rate of potential energy during crack growth must equal the rate of dissipated energy in plastic deformation and crack propagation. Furthermore, Irwin demonstrated that the input energy rate for an infinitesimal crack propagation, is independent of the load application modalities, e.g. fixed-grip condition or fixed-force condition, and it is referred to as strain-energy release rate \( G \), for a unit length increase in the crack extension.

For the particular case of brittle materials, the plastic term \( U_p \) vanishes and the following expression might be deduced:

\[
G = -\frac{\partial \Pi}{\partial a} = 2\gamma_s
\]  

where \( \gamma_s \) is the surface energy and the term 2 is easily justified given the presence of two crack surfaces.

In one of his successive works, Griffith computed, in the case of an infinite plate with a central crack of length \( 2a \) subjected to uniaxial tensile load (see Fig. 1.9), the strain energy needed to propagate the crack, showing that it is equal to the energy needed to close the crack under the action of the acting stress

\[
\Pi = 4 \int_0^a \sigma u_y (x) \, dx = \frac{\pi \sigma^2 a^2}{2E'} \quad \Rightarrow \quad G = -\frac{\partial \Pi}{\partial a} = \frac{\pi \sigma a^2}{E'}
\]

where the coefficient \( E' \) is defined below

\[
E' = \begin{cases} E & \text{Plane stress} \\ \frac{E}{1-\nu} & \text{Plane strain} \end{cases}
\]  

being \( E \) the Young’s modulus.

Combining Eqs. 1.62 and 1.63 it is straightforward to obtain the critical stress for cracking as

\[
\sigma_{cr} = \sqrt{\frac{2E'\gamma_s}{\pi a}}
\]

and the critical stress intensity factor \( K_C \) is given by

\[
K_C = \sigma_{cr} \sqrt{\pi a}
\]

The crack growth stability may be assessed by simply considering the second derivative of \( (\Pi + U_T) \); namely, the crack propagation will be unstable or stable, when the energy at equilibrium assumes its maximum or minimum value, respectively [27]

\[
\frac{\partial^2 (\Pi + U_T)}{\partial a^2} = \begin{cases} < 0 & \text{unstable fracture} \\ = 0 & \text{stable fracture} \\ > 0 & \text{neutral equilibrium} \end{cases}
\]

With certain modifications, in order to consider their different behaviour, e.g. the plastic deformation area in the vicinity of the crack tip, Griffith theory has been extended to fracture processes of metallic materials. Hence, LEFM became a powerful tool for post-mortem analysis to predict metals fracture, to characterize fatigue crack extension rate, along with the identification of the threshold or lower bound below which fatigue and stable crack growth will not occur.

---

\( K_C \) is referred to as fracture toughness.
1.2.2 Stress around the crack tip

At this point, it is worthwhile to provide a concise description of the crack behaviour. Albeit in practical applications, extremely complicated load conditions may occur in presence of a crack, all of these can be considered as a combination of three, much less complicated cases of loading conditions or crack openings modes (see Fig. 1.10):

- **Mode I**, which describes a symmetric crack opening with respect to the \( x - z \) plane;
- **Mode II**, which denotes an antisymmetric separation of crack surfaces due to relative displacement in \( x \)-direction, i.e. normal to the crack front;
- **Mode III**, which is characterized by a separation due to relative displacement in \( z \)-direction, i.e. tangential to the crack front.

The region close to the crack front, in which microscopically complex processes of bond breaking occur, is named **process zone** and in general, cannot be completely described by means of the classical continuum mechanics approach. Based on this, if it is needed to use this latter for the description of the remaining cracked body, it ought to be assumed that the process zone extension is negligibly small, if compared to all other macroscopic dimensions of the body. This high localization feature might be observed in most of metallic materials, for the majority of brittle materials, as well as for rubber-like materials.

In all fracture mechanics problems, it is of particular interest to determine, when possible, the analytical formulation of crack tip fields, namely stress and strains distributions within a small region of radius \( R \) around the crack tip.

For plane problems, i.e. plane stress and plane strain, by exploiting the **complex variable method**, the following expression might be derived

\[
\sigma_{\varphi} + i\tau_{\varphi \varphi} = \Phi'(z) + \bar{\Phi}'(z) + z\Phi''(z) + \Psi'(z) z^2/\pi
= A\lambda r^{\lambda-1} e^{i(\lambda-1)\varphi} + A\lambda r^{\lambda-1} e^{-i(\lambda-1)\varphi} +
+ A\lambda(\lambda - 1) r^{\lambda-1} e^{-i(\lambda-1)\varphi} + B\lambda r^{\lambda-1} e^{i(\lambda+1)\varphi}
\]

where values of \( A, B \) and \( \pi \) can be obtained by imposing the boundary condition equation \( \sigma_{\varphi} + i\tau_{\varphi \varphi} = 0 \) along the crack faces \( \varphi = \pm \pi \).\(^7\) Moreover, \( r \) and \( \varphi \) define the polar coordinate system centred at the crack tip and well depicted in Fig. 1.11.

The stresses \( \sigma_{ij} \) and displacements \( u_i \), where \( i, j = x, y \), can be expressed as the sum of the eigenfunctions corresponding to the eigenvalues of the eigenproblem posed above, i.e.

\[
\sigma_{ij} = r^{-1/2}\sigma^{(1)}_{ij}(\varphi) + r^{1/2}\sigma^{(2)}_{ij}(\varphi) + \ldots
\]
\[
u_i - u_i^0 = r^{1/2}\nu^{(1)}_{ij}(\varphi) + r^{3/2}\nu^{(2)}_{ij}(\varphi) + \ldots
\]

\(^7\)The angle \( \pi \) stems from the hypothesis of a straight crack; if a V-shaped crack, forming an angle equal to \( 2(\pi - \alpha) \) is present, above formulated boundary conditions has to be applied for \( \varphi = \pm \alpha \).
Here, $u_0$ represents an eventual rigid body motion while, for $r \to 0$, the dominating term is the first one and thus a singularity in the stress field is obtained at the crack tip. A widely adopted procedure is to split the symmetric singular field, corresponding to Mode-I crack opening, from the antisymmetric one, related to the Mode-II crack opening. According to this latter consideration, stress and displacement fields at the crack tip for both Mode-I and Mode-II can be written as follows

**Mode-I:**

$$\begin{align*}
\{ \sigma_x \} &= \frac{K_I}{\sqrt{\pi r}} \cos(\varphi/2) \begin{cases} 1 - \sin(\varphi/2) \sin(3\varphi/2) \\ 1 + \sin(\varphi/2) \sin(3\varphi/2) \end{cases} \\
\{ \sigma_y \} &= \frac{K_I}{\sqrt{\pi r}} \sin(\varphi/2) \begin{cases} 1 - \sin(\varphi/2) \sin(3\varphi/2) \\ 1 + \sin(\varphi/2) \sin(3\varphi/2) \end{cases} \\
\{ \tau_{xy} \} &= \frac{K_I}{\sqrt{\pi r}} \begin{cases} 1 - \sin(\varphi/2) \sin(3\varphi/2) \\ 1 + \sin(\varphi/2) \sin(3\varphi/2) \end{cases}
\end{align*}$$

(1.70)

**Mode-II:**

$$\begin{align*}
\{ \sigma_x \} &= \frac{K_{Ii}}{\sqrt{\pi r}} \begin{cases} -\sin(\varphi/2) [2 + \cos(\varphi/2) \cos(3\varphi/2)] \\ \sin(\varphi/2) \cos(\varphi/2) \cos(3\varphi/2) \end{cases} \\
\{ \sigma_y \} &= \frac{K_{Ii}}{\sqrt{\pi r}} \begin{cases} \sin(\varphi/2) [2 + \cos(\varphi/2) \cos(3\varphi/2)] \\ \sin(\varphi/2) \cos(\varphi/2) \cos(3\varphi/2) \end{cases} \\
\{ \tau_{xy} \} &= \frac{K_{Ii}}{\sqrt{\pi r}} \begin{cases} -\sin(\varphi/2) [2 + \cos(\varphi/2) \cos(3\varphi/2)] \\ \sin(\varphi/2) [2 + \cos(\varphi/2) \cos(3\varphi/2)] \end{cases}
\end{align*}$$

(1.71)

where

plane stress: \( \kappa = 3 - 4\nu, \quad \sigma_z = 0 \)

plane strain: \( \kappa = (3 - \nu)/(1 + \nu), \quad \sigma_z = \nu(\sigma_x + \sigma_y) \)

(1.72)

According to Eqs. 1.70 and 1.71, the amplitude of the crack tip fields is controlled by the stress-intensity factors $K_I$ and $K_{Ii}$; their values depend on the geometry of the body, including the crack geometry, and on its load conditions. Indeed, provided the stresses and deformations are known, it is possible to determine the $K$-values: for example, from Eqs. 1.70 and 1.71 one might infer that

$$K_I = \lim_{r \to 0} \sqrt{2\pi r} \sigma_y (\varphi = 0), \quad \text{and} \quad K_{Ii} = \lim_{r \to 0} \sqrt{2\pi r} \tau_{xy} (\varphi = 0)$$

(1.73)

In conclusion, it ought to be stressed that for larger distances from the crack tip, the higher terms in Eq. 1.69 cannot be neglected and the effect of remaining eigenvalues has to be taken into account. Moreover, it has been observed that, in most of the crack problems the characteristic stress singularity is of the order $r^{-1/2}$; however, different singularity orders for the stress field might also come to light. As general remark, the stress singularities are of the type $\sigma_{ij} \sim r^{ \lambda - 1}$, having denoted with $\lambda$ the smallest eigenvalue in the eigenproblem formulated in Eq. 1.68.

### 1.2.3 Tearing energy

Theoretically, Griffith’s approach is suitable to predict the fracture mechanics behaviour of elastomers, since no limitations to small strains or linear elastic material response have been made in its derivation. Many attempts have been carried out throughout the years, to find a criterion for the crack propagation in rubber-like materials; however this task is characterized by overwhelming mathematical difficulties in determining the stress field in a cracked body made of an elastic material, due to large deformations at the crack tip prior failure. In addition, since high stresses developed are bounded within a limited region surrounding the crack tip, their experimental measurements cannot be promptly carried out.

Based on thermodynamic considerations, Griffith theory describes the quasi-static crack propagation as a reversible process; on the other hand, for rubber-like materials the decrease of elastic strain energy is balanced not only by the increase of the surface free energy of the cracked body, as hypothesized for brittle materials, but it is also partially converted into other forms of energy, i.e. irreversible deformations of the material. Such other forms of dissipated energy appear to be relevant only in proximity of the crack tip, i.e. in portions of material, relatively small if compared to the overall dimensions of the component. It has been observed that, for a thin sheet of a rubber-like material, in which the initial crack length is large if compared to its thickness, such energy losses are proportional to the rise of crack length.

In addition, they are readily computable just as function of the deformation state in the neighbourhood of the crack tip at the tearing instant, while basically independent of the specimen type and geometry, and of the particular manner in which the deforming forces are applied to the cracked body. Even if a slight dependence with the shape of the crack tip is observed, such energy is a characteristic property of the tearing process of rubber-like materials.

Let us deform, under fixed-grip conditions, a thin sheet of rubber-like material cut by a crack of length $a$ and whose thickness is $t$. In order to observe the crack length increases of $da$, a work $T_{cr} da$ has to be done, where $T_{cr}$ is the critical energy for tearing and is a characteristic property of the material:
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\[ T_{cr} = \frac{1}{2} \left( \frac{\partial U_s}{\partial a} \right)_l \]  

(1.74)

In the above expression, the suffix \( l \) indicates that the differentiation is performed with constant displacement of the portions of the boundary which are not force-free. Physically, the critical energy for tearing \( T_{cr} \) represents the whole dissipated energy as result of fracture propagation (of which, in certain cases, surface tension may be a minor component). Therefore, this critical energy has to be compared with the tearing energy calculated from the deformation state at the crack tip and whose value, as function of the notch tip diameter \( d \) is written as

\[ T = d \int_0^{\pi/2} U_0^s \cos(\theta) \, d\theta \]  

(1.75)

where, the term \( U_0^s \) is the strain energy density at the notch tip for \( \theta = 0 \).

Lastly, if the average strain energy density \( U_b^s \) is introduced, Eq. 1.75 is simplified as follows

\[ T \sim d U_b^s \]  

(1.76)

where the linear correlation of \( T \) with the notch diameter \( d \) is proven.

Concerning the physical meaning of \( U_b^s \), this can be interpreted as the energy required to fracture a unit volume under simple tension conditions and therefore, it is an intrinsic material property.

1.2.4 Qualitative Observation of the Tearing Process

In [21], a formidable number of experiments have been carried out, in order to assess the effectiveness of the tearing criterion expressed in Eq. 1.74; further information regarding vulcanizate materials adopted and experimental modalities are given in the cited work. Irreversible behaviour is observed exclusively within the neighbourhood region of the crack tip, where the material undergoes large deformations; in addition, if experimental tests are performed at a sufficiently slow rate of deformation, these are not affected by the test speed.

To present a qualitative description of the tearing process, we may now consider a thin sheet of vulcanizate in which a pre-existent crack is present. Experimental observations show how, even relatively small forces lead to considerable values of the tearing energy and, in addition, the tearing process ceases as soon as the deformation process is interrupted. The crack propagation process can be readily described since its earlier stages: as the deformation continues, the crack grows up to a few hundredths of millimetres. Once this condition is reached, catastrophic failure occurs and the crack length abruptly grows by a few millimetres. Such propagation mechanism is repeated as the deformation further increases, leading to a catastrophic rupture of the cracked body.

As always, in fracture mechanics analysis, noticeable information might be deduced from the observation of the crack tip geometry. In the process of crack growth in elastomers, during the stages preceding the catastrophic rupture, the crack tip is initially blunted, whilst, as the tragic rupture occurs, the crack tip assumes an increasingly irregular shape.

Last but not least, it has to be stressed that the instant at which the catastrophic rupture commences, is by definition, taken as the tearing point.

1.2.5 Tearing Energy for Different Geometries

1.2.5.1 The Trousers Test-Piece

The trousers specimen (see Fig. 1.12) has been widely used for the determination of out-of-plane mode-III critical tearing energy for elastomers. Historically, is one of the first specimens introduced for the determination of fracture properties of elastomers.

![Figure 1.12: Trousers test-piece.](image)

The energy balance in the specimen might be written as

\[ \frac{\partial W}{\partial a} = \frac{\partial T}{\partial a} + \frac{\partial U_s}{\partial a} \]  

(1.77)
where \( W \) is the work done by the applied forces, \( T \) is the energy required for tearing and \( U_s \) is the total internal strain energy.

Next, assuming that the stretch ratio \( \lambda \) in the specimen, whose thickness is indicated with \( t \) and the width with \( w \), is equal to \( \lambda = 1 + (u/L) \geq 1 \) under the applied force \( F \), Eq. 1.77 can be reformulated as follows

\[
2F\lambda = Tt + \Psi wt
\]  
(1.78)

In addition, since \( \lambda = 1 \) in the reference configuration, according to the normalization condition, the strain energy \( \Psi \) vanishes; therefore, the following expression of the tearing energy \( T \) may be inferred

\[
T = \frac{2F}{t}
\]  
(1.79)

showing the linear dependence of the tearing energy on the applied force \( F \).

### 1.2.5.2 The constrained tension (shear) specimen

This specimen, also called pure shear test-piece [28], is constituted of a long strip of (rubber-like) materials which contains a symmetrically located cut (see Fig. 1.13). Let the strip be clamped along its parallel sides, and make them move apart of a distance \( v_0 \) in the \( y \)-direction, in correspondence of which the material starts to crack and then held at this position.

![Figure 1.13: Constrained tension (shear) specimen.](image)

If both the strip and the crack are sufficiently long, three different regions are distinguished, namely:

- **Region 1**, which remains unstressed and whose related strain energy \( U_{s1} \) vanishes;
- **Region 2**, the region containing the crack-tip and in which the strain energy \( U_{s2} \) is an unknown complicated function of \( x \) and \( y \);
- **Region 3**, characterized by an uniform stress distribution and within which, the strain energy \( U_{s3} = U_{s0} \) is constant.

The constant strain energy \( U_{s0} \) might be computed as function of the relative clamp displacement \( v_0 \) and of constitutive material properties. At this point, it is worthwhile remarking on that, as the crack propagates by a certain length \( da \), Region 2 simply moves with the crack tip while the strain energy value \( U_{s2} \) remains constant. In other words, the extension of the unstressed Region 1 grows whereas contemporary, Region 2 becomes larger as the crack propagates. The net variation of the overall strain energy \( U_s \) is given by

\[
dU_s = -U_{s0} h \ t \ da
\]  
(1.80)

By virtue of Eq. 1.74, together with Eq. 1.80, the expression of the tearing energy expression in the case of constrained tension (shear) specimen is obtained

\[
T = -\frac{1}{t} \left( \frac{dU_s}{da} \right)_t = U_{s0} h
\]  
(1.81)

### 1.2.5.3 The tensile strip specimen

Another well-known specimen adopted for the characterization of fracture mechanics properties of rubber-like materials, is the tensile strip specimen. This specimen, consists in a thin sheet of rubber, containing a crack, whose length \( a \) is small if compared to the length \( L \) of the test piece. The strain distribution in a small region surrounding the crack tip is inhomogeneous, while in the center of the sheet, far from the crack tip, the specimen might be reasonably assumed to be in simple extension conditions. In addition, the region indicated in Fig. 1.14 on the next page with \( \mathcal{A} \), namely the area at the intersection of the cut and the free edge of the specimen, results to be unstretched.

Given the complexity of the strain distribution around the crack tip, in [21] dimensional considerations allow us to state that, if a test piece is cut by an ideally sharp crack in its undeformed configuration, the variation in the elastically stored energy due to its presence, will be proportional to \( a^2 \). Such evidence is strictly valid only for ideally sharp crack and semi-infinite sheet, but it can be easily extended for other practical cases, provided that the radius of curvature at the notch is small if compared with the crack length \( a \). The variation of such elastically stored energy, caused by the introduction of the crack in the specimen is expressed by the following relation.
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1.2.1.3 The tensile strip specimen

Figure 1.14: Tensile strip specimen with a crack of length $a$.

$$U'_s - U_s = k' a^2 t$$ (1.82)

where the elastically stored energy in the absence of the crack is denoted by $U'_s$ and the constant of proportionality $k'$ is function of the extension rate $\lambda$. The proportionality between $U'_s - U_s$ and the thickness $t$ holds only if plane stress conditions are employed, i.e. $t \ll a$.

At this point, it is straightforward to observe that, given the proportionality of the specimen elongation with $\lambda - 1$, the energy variation $U'_s - U_s$ will be proportional to $(\lambda - 1)^2$ or, in other words, to the strain energy density $\Psi$. By virtue of the above considerations, Eq. 1.82 can be reformulated as

$$U'_s - U_s = ka^2 t \Psi$$ (1.83)

where $k$ is a function of $\lambda$.

By differentiating Eq. 1.83 with respect to the crack length $a$, finally the expression of the tearing energy for the tensile strip specimen get the form

$$- \left( \frac{\partial U'_s}{\partial a} \right)_t = 2k\Psi a t \Rightarrow T = -\frac{1}{t} \left( \frac{\partial U'_s}{\partial a} \right)_t = 2k\Psi a$$ (1.84)

Concerning the dependance of the constant $k$ with the extension rate $\lambda$, several experiments and FEA simulations have been performed [30, 31] showing the proportionality of $k$ with the inverse of the square root of $\lambda$, through the constant $\pi$, i.e.

$$k = \frac{3}{\sqrt{\lambda}}$$ (1.85)

Although the three test specimens presented so far, are widely used in experimental procedures, compression and shear are encountered much more often in engineering applications, because under these load conditions rubber-like materials can be fully used without risks of crack growth.

1.2.5.4 The simple shear test-piece

A mathematically simple expression for the tearing energy $T$ in simple shear specimens (see Fig. 1.15) has the form

$$T = k\Psi h$$ (1.86)

Figure 1.15: Simple shear test-piece with an edge crack.
In such case, the constant of proportionality $k$, commonly assumes the value of 0.4, but its range of variation is between 0.2 and 1.0, depending on the configuration and size of the crack. In practical situations, it is really demanding to carry out simple shear experiments since, as the crack grows, it tends to change direction to Mode-I crack opening. In addition, relation Eq. 1.80 holds only if the crack is short, and this implies difficulties in the determination of the stress concentration.

1.2.5.5 The uniaxial compression test piece

Uniaxial compression specimen slightly differs from those discussed in the previous sections; indeed, the strain distribution is highly inhomogeneous even without cracks within the component. For the strain energy $\Psi$ of such test-piece, provided strains are often small enough, the following linear approximation holds

$$\Psi = \frac{1}{2} E_c e_c^2$$

(1.87)

where $e_c^2$ is the compressive strain, while the compression modulus $E_c$ is defined as

$$E_c = 2G \left(1 + 2S^2\right)$$

(1.88)

where $G$ is the small strain shear modulus.

The factor $S$ in Eq. 1.88 referred to as a shape factor, is the ratio between the loaded area and the force-free surface, i.e.

$$S = \frac{\pi D^2}{4 \pi D h} = \frac{D^2}{4h}$$

(1.89)

According to [29], when a bonded rubber unit is cyclically loaded in compression, an approximately parabolic surface is generated and the crack initiates at the intersection of such surface with the core of the specimen (see Fig. 1.16).

![Figure 1.16: Typical stages of crack growth in compression: a) unstrained b) compressed - crack initiation at bond edges c) compressed - bulge separate from core d) unstrained - showing parabolic crack locus.](image)

Under these assumptions, the tearing energy for uniaxial compression test-piece is given by the approximated expression, valid for $S > 0.5$ and strains below 50%:

$$T = \frac{1}{2} \Psi h = \frac{1}{4} E_c e_c^2 h$$

(1.90)

1.3 eXtended Finite Element Method

1.3.1 Introduction

Results presented in the previous section, concerning the analytical treatments of fracture mechanics problems are affected by certain limitations, among which the most constraining are undoubtedly the following ones:

- The material domain is always considered infinite, in order to neglect edge effects in the mathematical derivation of stress and displacement distributions;
- In the majority of cases, the material is assumed to be homogeneous and isotropic;
- Only simple boundary conditions are considered.

However, it is easy to guess that in practical problems of complex structures, containing defects of finite sizes, subject to complicated boundary conditions and whose material properties are much more complicated than those related to the ideal linear, homogeneous and isotropic material model, a satisfactory fracture mechanics analysis can be carried out exclusively by means of numerical methods. Among these, the most widely adopted in practical engineering applications is the finite element method [33]; for this reason, several software packages based on the FEM technique have been developed throughout the years [34]. Although the finite element method has shown to be particularly well-suited for fracture mechanics problems [35, 36, 37], the non-smooth crack tip fields in terms of stresses and strains can be captured...
only by a locally refined mesh. This leads to an abrupt increase of the number of degrees of freedom and such defect is worsened in 3D-problems. Concerning the crack propagation analysis, it still remains a challenge for several industrial modelling problems. Indeed, since it is required to the FEM discretization to conform the discontinuity, for modelling evolving discontinuities, the mesh has to be regenerated at each time step. This means that the solution has to be re-projected for each time step on the updated mesh, causing a dramatic rise in terms of computational costs and to a loss of the quality of results [38]. Because of these limitations, several numerical approaches to analyze fracture mechanics problems have been proposed during last years. The method based on the quarter-point finite element method [39], the enriched finite element method [40, 41], the integral equation method [42], the boundary collocation method [43], the dislocation method [44, 45], the boundary finite element method [46], the body force method [47] and mesh-free methods [48, 49], e.g. free-element Galerkin method [50, 51], represent the most valuable examples. In order to overcome the need of remeshing, different techniques have been introduced over the last decades, e.g. the incorporation of a discontinuous mode on an element level [52], a moving mesh technique [53] and an enrichment technique, based on the partition of unity, later referred to as the eXtended Finite Element Method (XFEM) [54, 56, 55].

1.3.2 Partition of unity

Given a $C^\infty$ manifold $M$, with an open cover $U_i$, a partition of unity subject this latter, is a collection of $n$ nonnegative, smooth functions $f_i$ such that, their support is included in $U_i$ and the following relation holds

$$\sum_{i=1}^{n} f_i(x) = 1 \quad (1.91)$$

Often it is required that, the cover $U_i$ have compact closure, which can be interpreted as finite, or bounded, open sets. If this condition is locally verified, any point $x$ in $M$ has only finitely many $i$ with $f_i(x) \neq 0$. It can be easily demonstrated that, the sum in Eq. 1.91 does not have to be identically unity to work; indeed, for any arbitrary function $\psi(x)$ it is verified that

$$\sum_{i=1}^{n} f_i(x)\psi(x) = \psi(x) \quad (1.92)$$

Furthermore, it might be inferred that the partition of unity property is also satisfied by the set of isoparametric finite element shape functions $N_j$, i.e.

$$\sum_{j=1}^{m} N_j(x) = 1 \quad (1.93)$$

1.3.2.1 Partition of unity finite element method

To increase the order of completeness of a finite element approximation, the so-called enrichment procedure may be exploited. In other words, the accuracy of solution can be ameliorated, by simply including in the finite element discretization, the a priori analytical solution of the problem. For instance, in fracture mechanics problems, an improvement in predicting crack tip fields is achieved, if the analytical crack tip solution is included in the framework of the isoparametric finite element discretization. Computationally, this involves an increase in number of the nodal degrees of freedom.

The partition of unity finite element method (PUFEM) [57] [58], using the concept of enrichment functions along with the partition of unity property in Eq. 1.93, allows to obtain the following approximation of the displacement within a finite element

$$u^h(x) = \sum_{j=1}^{m} N_j(x) \left( u_j + \sum_{i=1}^{n} p_i(x)a_{ji} \right) \quad (1.94)$$

where, $p_i(x)$ are the enrichment functions and $a_{ji}$ are the additional unknowns or degrees of freedom associated to the enriched solution. With $m$ and $n$ the total number of nodes of each finite element and the number of enrichment functions $p_i$ are indicated.

By virtue of Eqs.1.92 and 1.93, for an enriched node $x_k$, Eq. 1.94 might be written as

$$u^h(x_k) = \left( u_k + \sum_{i=1}^{n} p_i(x_k)a_{ji} \right) \quad (1.95)$$

which is clearly not a plausible solution. To overcome this defect and satisfy interpolation at nodal point, i.e. $u^h(x_i) = u_i$, a slightly modified expression for the enriched displacement field is proposed below

$$u^h(x) = \sum_{j=1}^{m} N_j(x) \left[ u_j + \sum_{i=1}^{n} (p_i(x) - p_i(x_j))a_{ji} \right] \quad (1.96)$$
1.3.2.2 Generalized finite element method

A breakthrough in increasing the order of completeness of a finite element discretization is provided by the so-called generalized finite element method (GFEM) [59, 60], in which two separate shape functions are employed for the ordinary and for the enriched part of the finite element approximation, i.e.

$$ u^h(x) = \sum_{j=1}^{m} N_j(x) u_j + \sum_{j=1}^{m} \mathcal{N}_j(x) \left( \sum_{i=1}^{n} p_i(x) a_{ji} \right) $$

(1.97)

where \( \mathcal{N}_j(x) \) are the shape functions associated with the enrichment basis functions \( p_i(x) \). For the reason explained in the previous section, Eq. 1.97 should be modified as follows

$$ u^g(x) = \sum_{j=1}^{m} N_j(x) u_j + \sum_{j=1}^{m} \mathcal{N}_j(x) \left[ \sum_{i=1}^{n} (p_i(x) - p_i(x_j)) a_{ji} \right] $$

(1.98)

1.3.3 eXtended Finite Element Method

The eXtended Finite Element Method is a partition of unity based method in which, as for PUFEM and GFEM, the classical finite element approximation is enhanced by means of enrichment functions. However, in PUFEM and GFEM, the enrichment procedure involves the entire domain, whilst it is employed on a local level for the XFEM. Thus, only nodes close to the crack tip, as well as the ones required for the correct localization of the crack, are enriched. This evidently entails a tremendous computational advantage.

The XFEM method was firstly introduced by Belytschko and Black in 1999 [61]. Their work, in which a method for enriching finite element approximation in such a way that crack growth problems can be solved with minimal remeshing, represents a milestone in the XFEM history. Later on, much more elegant formulations, including the asymptotic near-tip field and the Heaviside function \( H(x) \) in the enrichment scheme, have been proposed [62, 63, 64]. The eXtended Finite Element method, furthermore, has been demonstrated to be well suited for threedimensional crack modelling [65]. In this latter work, geometric issues associated with the representation of the crack and the enrichment of the finite element approximation have been addressed. A major step forward has been then achieved when a generalized methodology for representing discontinuities, located within the domain independently from the mesh grid, has been proposed [66, 62]. In such manner, the eXtended Finite Element Method allows to alleviate much of the burden related to the mesh generation, as the finite element mesh is not supposed to conform the crack geometry anymore. This represents certainly, one of the major advantages provided by the XFEM usage. The XFEM capabilities can be extended if employed in conjunction with the Level Set Method (LSM) [67, 68, 69]. Such method permits to represent the crack position, as well as the location of crack tips. Within this context, the XFEM has also been employed in concert with a particular type of level set method named Fast Marching Method [70, 71]. Accuracy, stability and convergence of XFEM, along with difficulties in using the standard Gaussian quadrature have been investigated [72, 73]; a solution to this latter drawback has been proposed in [74].

1.3.3.1 Enrichment functions

In two-dimensional problems, crack modelling is obtained by means of two different types of enrichment functions:

- **The Heaviside function**

  The Heaviside function \( H(x) \), is employed to enrich elements completely cut by the crack. The splitting of the domain by the crack, causes a jump in the displacement field and the Heaviside function provides a tremendously simple mathematical tool to model such behaviour.

  Given a continuous curve \( \Gamma \), representing a crack within the deformable body \( \Omega \), let us consider a point \( x(x, y) \in \Omega \).

  The whole aim is to determine the position of such point with respect to the crack location. In this context, if the closest point belonging to \( \Gamma \) is denoted with \( \mathbf{x}(\tau, \gamma) \) and the outward normal vector to \( \Gamma \) in \( \mathbf{x} \) with \( \mathbf{n} \) (see Fig. 1.17 on the facing page), the Heaviside function might be defined as follows

  $$ H(x, y) = \begin{cases} 
  1 & \text{for } (x - \mathbf{x}) \cdot \mathbf{n} > 0 \\
  -1 & \text{for } (x - \mathbf{x}) \cdot \mathbf{n} < 0 
  \end{cases} $$

(1.99)

If no unique normal is defined, then the \( H(x) \) function will assume a positive value if \( (x - \mathbf{x}) \) belong to the con of normals in \( \mathbf{x} \) (see Fig. 1.17 on the next page)

- **Asymptotic near-tip field functions**

  In case of not completely cracked element, the Heaviside function cannot be used to approximate the displacement field over the entire element domain, since the element contains the crack tip. In [51] it has been proven that the displacement field from LEFM theory in Eqs. 1.70 and 1.71, is included within the span of the following four functions, expressed in terms of the local crack tip coordinate system \( (r, \theta) \)

$$ \{ F_i(r, \theta) \}_{i=1}^{4} = \left\{ \sqrt{r} \cos (\frac{\theta}{2}), \sqrt{r} \sin (\frac{\theta}{2}), \sqrt{r} \sin (\frac{\theta}{2}) \sin (\theta), \sqrt{r} \cos (\frac{\theta}{2}) \sin (\theta) \right\} $$

(1.100)

---

In [64], the name eXtended Finite Element Method has been used for the first time.
By using the enrichment functions in Eq. 1.100, four different additional degrees of freedom in each direction for each node are added to those related to the standard finite element discretization. It should be stressed that among the aforementioned enriching functions (see Fig. 1.18), only the second term $\sqrt{r} \sin(\theta')$ is discontinuous along crack surfaces and hence, is responsible of the discontinuity in the approximation along the crack. The remaining three functions are used to enhance the solution approximation in the neighborhood of the crack tip.

Lastly, it should be highlighted that, referring to Eq. 1.100, the required singularity in the stress field, of order $\frac{1}{\sqrt{r}}$ is, therefore, readily introduced.

By virtue of the above discussed enrichment functions, the following expression for the XFEM approximation might be formulated

$$\mathbf{u}^h(x) = \mathbf{u}_{FEM}(x) + \mathbf{u}_{ENR}(x) =$$

$$= \sum_{i \in I} N_i(x) \mathbf{u}_i + \sum_{j \in J} N_j[H(x)] \mathbf{a}_j + \sum_{k \in K_1} N_k(x) \left[ \sum_{l=1}^{4} b_{k}^{1} F_{l}^{1}(x) \right] +$$

$$+ \sum_{k \in K_2} N_k(x) \left[ \sum_{l=1}^{4} b_{k}^{2} F_{l}^{2}(x) \right]$$

or, to eliminate the lack of interpolation property
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\[ u^h (x) = \sum_{i \in I} N_i (x) u_i + \sum_{j \in J} N_j [H (x) - H (x_j)] a_j + \]
\[ + \sum_{k \in K_1} N_k (x) \left[ \sum_{l=1}^{4} b^1_k [F^1_l (x) - F^1_l (x_k)] \right] + \sum_{k \in K_2} N_k (x) \left[ \sum_{l=1}^{4} b^2_k [F^2_l (x) - F^2_l (x_k)] \right] \]  

(1.102)

where, \( J \) indicates the set of nodes whose support domain is completely cut by the crack and thus enriched with the Heaviside function \( H (x) \). \( K_1 \) and \( K_2 \) are the sets of nodes associated with the crack tips 1 and 2 in their influence domain, respectively, and whose respective crack tip enrichment functions are \( F^1_l (x) \) and \( F^2_l (x) \). Moreover, \( u_i \) are the standard degrees of freedom, while \( a_j \), \( b^1_k \) and \( b^2_k \) indicate the vectors of additional nodal degrees of freedom for modelling crack faces and the two crack tips, respectively.

### 1.3.3.2 Level set method for modelling discontinuities

In several cases, numerical simulations involve time-varying objects, like curves and surfaces on a fixed cartesian grid, e.g. interfaces, discontinuities, etc. Their modelling and tracking is particularly cumbersome and is based on the complex mathematical procedure denominated **parametrization**.

The **Level Set Method** [68] (often abbreviated as **LSM**) is an elegant numerical technique that allows to get over these difficulties. The key-point of such method is to represent discontinuities as a zero level set function. For this purpose, to fully characterize a crack, two different level set functions are defined

1. A normal level set function, \( \phi (x) \)
2. A tangential level set function, \( \psi (x) \).

At this point, for the evaluation of the signed distance functions, let \( \Gamma_c \) be the crack surface (see Fig. 1.19) and \( x \) the point in which it is sought to evaluate the \( \phi (x) \) function. In an analogous manner of what done in the foregoing section, the normal level set function might be defined as

\[ \phi = (x - \mathbf{x}) \cdot \mathbf{n} \]  

(1.103)

where \( \mathbf{x} \) and \( \mathbf{n} \) assume the previously stated meanings (see Fig. 1.17 on the preceding page) 9.

**Figure 1.19:** Construction of level set functions.

In Fig. 1.20 on the next page, the plot of the normal signed function \( \phi (x) \) for an interior crack is provided.

The tangential level set function \( \psi (x) \) is computed by finding the minimum signed distance to the normal at the crack tip; in case of an interior crack, two different functions can be individuated. However, a unique tangential level set function can be defined as

\[ \psi (x) = \max \{ \psi_1 (x), \psi_2 (x) \} \]  

(1.104)

In conclusion, referring to Fig. 1.19, it may be written what follows

\[
\begin{cases}
\text{for } x \in \Gamma_{cr} & \phi (x) = 0 \quad \text{and} \quad \psi (x) \leq 0 \\
\text{for } x \in \Gamma_{tip} & \phi (x) = 0 \quad \text{and} \quad \psi (x) = 0
\end{cases}
\]  

(1.105)

9 According to the definition given in Eq.1.103, in case of interior crack, the normal level set function is computable only within the region delimited by the normals to the crack tips; in order to define \( \phi (x) \) over the whole domain, both crack tips should be virtually extended.
1.3. EXTEDNED FINITE ELEMENT METHOD

1.3.3.3 Blending elements

Discussing different methods exploiting the partition of unity property, e.g. PUFEM and GFEM, the advantage in terms of computational cost related to the XFEM has been introduced. Indeed, unlike PUFEM and GFEM, in XFEM the enriching functions are introduced only in a local part of the domain, in order to capture the non-smooth solution characteristics. Elements, whose all nodes have been enriched are named reproducing elements since they allow to reproduce the enrichment functions exactly. Besides these, there are the so-called blending elements, whose role is to blend the enriched sub-domain with the rest of the domain, where, being the solution smooth, standard (not enriched) finite elements are employed. Only some of nodes in blending elements are enriched. Enriched finite elements, blending elements and standard finite elements partition the whole domain in three different parts, an enriched domain, a blending domain and a standard domain, respectively, as shown in Fig. 1.22 on the next page.

Two important drawbacks affect blending elements, i.e.

- Enrichment functions cannot be reproduced exactly in blending elements, since the partition of unity property is not satisfied within them;
- These elements produce unwanted terms in the approximation, which cannot be compensated by the FE part; for instance, if the enrichment introduces non-linear terms, a linear function can no longer be approximated within blending elements.

Unlike the first one, which does not represent a dramatic problem in the XFEM, the second drawback implies a significant reduction of the convergence rate for general enrichment functions [72]; thus, suboptimal rate of convergence in XFEM may be caused by problems in blending elements [73]. A relatively straightforward method to circumvent this defect is to exploit a blending ramp function \( R \) over the transition region connecting domains with and without enrichment, i.e.

\[
\begin{align*}
\mathbf{u}^h(x) &= \mathbf{u}^{FEM}_E(x) + Ru^{ENR}_E(x)
\end{align*}
\]  

where \( \Gamma_{tip} \) indicates the crack tips location.

\[ F(x) \]

\[ R(x) \]

\[ \mathbf{u}^{FEM}(x) \]

\[ \mathbf{u}^{ENR}(x) \]
where \( R \) is set equal to 1 on the enrichment boundary, and equal to 0 on the standard finite element discretization boundary. This linear blending function \( R \) ensures the continuity in the displacement field but not in the strain field. To achieve this latter, higher order blending functions should be used. Other approaches prescribe to use enhanced strain techniques or \( p \)-refinement in blending elements [75], or to adjust the order of the FE shape functions depending on the enrichment [76]. Recently, an interesting solution has been proposed in [77]; in particular, in this work the enrichment functions have been modified such that they vanish in standard elements, unchanged in elements with all their nodes being enriched and continuously varying within blending elements. In such approach all nodes of blending elements are enriched.

1.3.3.4 XFEM discretization

Consider a regular region \( \Omega \) bounded by a smooth curve \( \partial \Omega \) in the reference configuration, and let this latter be split in two portions, namely \( \partial \Omega_u \) and \( \partial \Omega_t \). Essential boundary conditions are imposed on \( \partial \Omega_u \) while traction boundary conditions are applied along \( \partial \Omega_t \). Let the region \( \Omega \) be cut by a crack, whose surfaces \( \partial \Omega_{cr} \) are traction free. The strong form of the initial boundary value problem can be written as

\[
\text{Div} \mathbf{P} + \mathbf{B} \mathbf{f} = \rho_0 \ddot{\mathbf{u}} \quad \text{in} \quad \Omega \\
\mathbf{u} = \mathbf{u}_0 \quad \text{on} \quad \partial \Omega_u \\
\mathbf{P}_N = 0 \quad \text{on} \quad \partial \Omega_{cr} \\
\mathbf{P}_N = \mathbf{T} \quad \text{on} \quad \partial \Omega_t
\]

(1.107)

where \( \mathbf{B} \) and \( \rho_0 \ddot{\mathbf{u}} \) denote the reference body force and the inertia force per unite reference volume, respectively, \( \mathbf{N} \) the outward unit normal to \( \partial \Omega \), \( \mathbf{u} \) the prescribed displacement vector and \( \mathbf{T} \) the prescribed first Piola-Kirchhoff traction vector.

The displacement field \( \mathbf{u} \) must satisfy all the essential boundary conditions and the smoothness property, so that \( \mathbf{u} \) is continuous \((C^0)\) in \( \Omega \), i.e.

\[
\mathbf{u} \in \mathcal{U}, \quad \mathcal{U} = \{ \mathbf{u} | \mathbf{u} \in C^0 \text{ except on } \partial \Omega_{cr} \}, \quad \mathbf{u} = \mathbf{u}_0 \quad \text{on} \quad \partial \Omega_u \}
\]

(1.108)

At the same time, test functions \( \delta \mathbf{v} \) are defined by

\[
\delta \mathbf{v} \in \mathcal{U}_0, \quad \mathcal{U}_0 = \{ \delta \mathbf{v} | \delta \mathbf{v} \in C^0 \text{ except on } \partial \Omega_{cr}, \quad \delta \mathbf{v} = 0 \quad \text{on} \quad \partial \Omega_u \}
\]

(1.109)

Thus, using the above concepts, the weak form of the equilibrium equation and traction boundary conditions might be formulated as

\[
\int_{\Omega} S : \delta \mathbf{E} \mathrm{d}V = \int_{\Omega} (\mathbf{B} \mathbf{f} - \rho_0 \ddot{\mathbf{u}}) \cdot \delta \mathbf{u} \mathrm{d}V + \int_{\partial \Omega_t} \mathbf{T} \cdot \delta \mathbf{u} \mathrm{d}A
\]

(1.110)

In engineering problems, the nonlinear boundary-value problem in Eq. 1.110 is numerically solved by means of the iterative procedure known as Newton-Raphson method. The main idea behind such method is to linearize all quantities associated with the problem at hand, replacing it with a series of linear problems, whose resolution is much more undemanding. The linearization procedure is the foundation of finite element methods [33, 78]. Here we present the XFEM discretization of problem in Eq. 1.110 for the particular case of hybrid elements and incompressible hyperelastic material model. Hybrid elements use the well-known in computational mechanics field Hu-Washizu mixed form [79, 80]. The resulting elements exhibit the capabilities to overcome the locking effects. In such elements the strain and/or stress field is interpolated independently of the displacement field. The utilization of mixed forms is particularly profitable for constrained problems. In addition, the incompressibility constrained is modeled by making use of the Lagrange multipliers (Cfr. Sec. 1.1.2.2).

The resulting linearized equations, may be expressed as follows
\[
\begin{bmatrix}
J & G^T \\
G & 0
\end{bmatrix}
\begin{bmatrix}
\Delta u^h \\
\delta p
\end{bmatrix} = \begin{bmatrix}
-r_i - G^T p_e \\
-G^T \Delta u^h
\end{bmatrix}
\]  
(1.111)

In the above matrix relation, the Jacobian matrix \( J \), and the matrix \( G \) can be respectively written as

\[
J = \frac{s_n}{\beta \Delta t^2} M + K^{\text{int}} + K^{\text{ext}} \\
G = \frac{\partial g}{\partial u}
\]  
(1.112)

We first consider the \( J \) matrix. In the first term on the RSH, which is present only in dynamic problems, \( \beta \) is the parameter of the Newmark \( \beta \)-method, \( M \) is the mass matrix and \( \Delta t \) is the time step increment. The second and the third term are respectively the tangent stiffness matrices for internal forces and the external forces. This latter can be easily expressed as \( K^{\text{ext}} = \frac{M_{\text{ext}}}{\lambda_{\text{ext}}} \).

In the supposition that only one crack tip is present within the body, the vector of nodal parameters \( \Delta u^h \) is defined as follows

\[
\Delta u^h = \begin{bmatrix}
u & a & b_1 & b_2 & b_3 \end{bmatrix}^T
\]  
(1.113)

Concerning the global tangent stiffness matrix for internal forces \( K^{\text{int}} \) and the global vector of external forces \( f^{\text{ext}} \), these are obtained by assembling the tangent stiffness matrix for internal forces \( K^{\text{int}}_e \) and the vector of external forces \( f^{\text{ext}}_i \) for each element \( e \) of the XFEM discretization, i.e.

\[
K^{\text{int}}_e = \begin{bmatrix}
K^{uu}_{ij} & K^{ua}_{ij} & K^{ub}_{ij} \\
K^{au}_{ij} & K^{aa}_{ij} & K^{ab}_{ij} \\
K^{bu}_{ij} & K^{ba}_{ij} & K^{bb}_{ij}
\end{bmatrix}
\]  
(1.114)

\[
f^{\text{ext}}_i = \begin{bmatrix}
f^{\text{int}}_i \\
f^{\text{ext}}_i
\end{bmatrix}
\]  
(1.115)

with

\[
K^{\text{int}}_{ij} = \int_{\Omega^e} \left( (B^{\text{int}})^T : C^{\text{SE}} : B^{\text{int}} + I (2\nu^e)^T : (S - \nu^e C^{-1}) : 2\nu^e \right) d\Omega, \quad r, s = u, a, b
\]  
(1.116)

\[
f^{\text{int}}_i = \int_{\Omega^e} N_i f^{\text{int}} dA + \int_{\partial \Omega^e} N_i f^{\text{int}} d\Gamma
\]  
(1.117)

\[
f^{\text{ext}}_i = \int_{\Omega^e} N_i F_e f^{\text{ext}} dA + \int_{\partial \Omega^e} N_i F_e f^{\text{ext}} d\Gamma, \quad \alpha = 1, 2, 3 \text{ and } 4
\]  
(1.118)

In Eq. 1.116, \( C^{\text{SE}} \) is a fourth order tensor often referred to as tangent modulus tensor defined through the relation \( \dot{S} = C^{\text{SE}} : \dot{E} \), while \( B \) is the shape function derivatives matrix, i.e.

\[
B^u_{ij} = \begin{bmatrix}
N_{i,x} & 0 \\
0 & N_{i,y} \\
N_{i,y} & N_{i,x}
\end{bmatrix}
\]  
(1.119)

\[
B^a_{ij} = \begin{bmatrix}
[N_i(H(\xi) - H(\zeta))],_x & 0 \\
0 & [N_i(H(\xi) - H(\zeta))],_y \\
[N_i(H(\xi) - H(\zeta))],_y & [N_i(H(\xi) - H(\zeta))],_x
\end{bmatrix}
\]  
(1.120)

\[
B^b_{ij} = \begin{bmatrix}
B^b_{i1} & B^b_{i2} & B^b_{i3} \end{bmatrix}
\]  
(1.121)

where \( \xi \) is the local curvilinear (mapping) coordinate system. In addition, \( \mathcal{B} \) represents the column matrix of derivatives of shape functions \( f \) given by \( \mathcal{B}_{ij} = \frac{\partial N_i}{\partial \xi_j} \) in the reference configuration.

Furthermore, in Eq. 1.111, \( \mathbf{p} \) is the Lagrangian multipliers vector, \( \Delta u^h \) is the incremental displacement in the iterative Newton procedure, \( \Delta u^h \) is the step increment and \( \delta p \) the virtual pressure field. Concerning the Lagrange multipliers method, \( G \) is the matrix of material derivatives of constraints, i.e. \( G = \frac{\partial \mathcal{B}}{\partial \mathcal{N}} \). In conclusion, \( r \) is the residual column matrix and the subscript \( v \) represent the iteration number. In this formulation the Lagrange multiplier \( p \) can be regarded as the physical hydrostatic pressure.

The above discussed formulation leads to a two-fields mixed finite element implementation in which the displacement field and the hydrostatic pressure are treated as independent field variables. Lastly, it is fundamental to highlight that such formulation requires to consider an additional numbers of unknown, i.e. equal to the number of Lagrange multipliers sought. Along with the additional DOFs introduced by the XFEM technique, this renders the treatment of incompressible materials with such method, extremely costly from a computational perspective.
1.3.3.5 Numerical integration and convergence

Though the Gauss quadrature has been proven to be exact for polynomial integrands, for non-polynomial ones it may cause a reduction in the accuracy of results. Introducing an arbitrary oriented discontinuity in the finite element discretization transforms displacements and stresses into highly non-linear fields which cannot be correctly integrated. To circumvent such problems, a subtriangulation procedure (see Fig. 1.23), in which elements edges conform the crack faces has been proposed [62]; within these elements the standard Gauss integration procedure might be exploited.

![Figure 1.23: Subtriangulation of elements cut by a crack.](image)

It has to be highlighted that, for elements containing the crack, therefore including the singular stress field at the crack tip, this procedure might result to be inaccurate if Gauss points of sub-triangles are too close at the crack tip.

Crack modeling with the standard finite element method, is performed by re-meshing the domain so that elements boundaries match the crack geometry; furthermore, new created elements have to be well conditioned and not badly shaped. Accordingly, re-meshing procedure is a cumbersome and computationally costly operation. On the contrary, since the sub-triangulation is performed only for integration purposes, no additional degrees of freedom are added to the system and, sub-triangles are not forced to be well shaped.

It is worth mentioning that an alternative method based on the elimination of quadrature sub-elements has been recently proposed [74]. In such approach, rather then partition elements cut by a crack, discontinuous non-differentiable functions are replaced with equivalent polynomial functions and consequently the Gauss quadrature can be carried out over the whole element. Although this method would allow a sensible reduction in terms of computational costs, it is still affected by some drawbacks, e.g. it is limited to element completely cut by a straight crack, no additional rules are prescribed for elements containing the crack tip and even if the solution is accurate for triangular and tetrahedral elements, difficulties are still encountered in dealing with quadrilateral elements.

In conclusion, as previously stated, the XFEM method ensures more accurate results than classical FEM one. However, the rate of convergence does not improve as the mesh parameter \( h \) goes to zero due to the presence of the singularity [73] and it is lower than the one expected by using the classical FEM method in smooth problems\(^{10}\). Several methods have been proposed during last decades to achieve an optimal rate of convergence, e.g. XFEM with a fixed enrichment area, high-order XFEM [72, 81] as well as a modified construction of blending elements. In [82] the robustness of the method has been enhanced by means of a new integration quadrature for asymptotic functions and implementing a preconditioning scheme adapted to enrichment functions.

1.3.3.6 XFEM for finite strain fracture mechanics

Numerical methods based of the Finite Element Method, devoted to the computational analysis of crack propagation phenomena in non-linear fracture mechanics is still an open problem [83, 84].

Even more cumbersome is the application of the eXtended Finite Element Method to large strain problems; indeed, very few works have been intended to extend the XFEM capabilities to materials exhibiting a nonlinear behaviour and able to undergo large deformations, especially if associated with the volumetric incompressibility constraint. The satisfaction of such constraint within the enriched approximation is thought to be, in this context, the most difficult issue and requires to be further investigated. For this purpose, the enrichment of a standard biquadratic-displacement bilinear pressure for node quadrilateral element has been proposed [85]. Nevertheless, even if very good results have been achieved in terms of stress and displacement fields prediction, the extent to which the incompressibility limit has been satisfied ought to be better examined. A procedure to model the crack growth with a cohesive law on the discontinuity surfaces has been developed, for compressible hyperelastic materials, in [86]. The incompressibility limit, along with the high stress localization at the crack tip, has been proven to lead to severe problems of mesh locking. In [88] a method to circumvent this drawback has been proposed. More in detail, in such work, shear locking in Mindlin-Reissner plate fracture has been reduced, but not completely eliminated, by enriching the four-node \( T1 \) element of Hughes and Tezduyar [87]. An enhanced assumed strain method to circumvent locking issue occurring in plane strain problems and eliminate the spurious stress oscillations along the failure surface in nearly incompressible materials has been developed in [90].

The analysis of the asymptotic displacement field near the crack tip in plane stress conditions for a Neo-Hookean material model has been performed in [89], where the importance of the right choice for the singularity enriching functions

\(^{10}\)It has been proven that the rate of convergence is of order \( \sqrt{h} \).
has been investigated. In particular, with reference to this work, it must be stressed that, as expected, the best choice for the enrichment functions is the one based on the analytical results. Moreover, the authors pointed out that due to the blunting process, it is better to avoid the enrichment rather than use an inappropriately chosen enrichment function.

The high-speed crack growth in rubber-like materials, including the inertia effects, viscoelasticity and finite strains in plane stress conditions has been analyzed by using the extended finite element method in [91].

1.3.4 XFEM implementation in ABAQUS

The first formulation of the eXtended Finite Element Method goes back to the 1999 and, due to this, there is a shortage of commercial codes that have implemented such method. However, seeing the enormous capabilities provided by the XFEM implementation, among which the most important one is undoubtedly that the mesh has not to conform exactly the crack surfaces, several attempts have been done throughout the years to include them in both, stand-alone codes and multi-purpose commercial FEM softwares. Among these latter, the most famous ones are undoubtedly LS-DYNA and Abaqus [92], though other minor codes like ASTER and Morfeo include analogous facilities. The core implementation of XFEM is available in ANSYS, nevertheless it is still not available for the user. This can be justified by the still poor quality of such implementation.

XFEM functionalities appear for the first time within the Abaqus/CAE framework, in 2009 with the Abaqus 6.9 release [93]. The XFEM implementation in Abaqus/Standard is based on the phantom nodes method [94, 95]; in such method, these phantom nodes are superposed to the standard ones, to reproduce the presence of the discontinuity. Roughly speaking, phantom nodes are tied to their corresponding real nodes when the enriched element is intact. This situation holds until the element is not cut by a crack; as soon as the element is cracked, it is divided in two separate parts, each of them including both real and phantom nodes (see Fig. 1.24).

![Figure 1.24: Phantom nodes method.](image)

In particular, the separation procedure occurs when the equivalent strain energy release rate exceeds the critical strain energy release rate at the crack tip in an enriched element. Once this condition has been satisfied, every phantom node is no more restrained to its corresponding real one and thus, they can freely move apart.

1.3.5 Limitations of the use of XFEM within Abaqus

As aforementioned, due to its relatively recent introduction, the XFEM implementation in Abaqus is still affected by certain relevant limitations [96]. Among the most important, we may list the following ones:

- Only General Static and Implicit Dynamic analyses can be performed;
- Only linear continuum elements can be used, with or without reduced integration;
- Parallel processing of elements is not allowed;
- Fatigue crack growth phenomenon cannot be modeled;
- Only single or non-interacting cracks can be contained in the domain;
- No crack branching;
- A crack cannot turn more than 90 degrees within an element;
- Still not available in Abaqus/Explicit.

In addition to this, it is of remarkable concern to analyze the enrichment procedure of the nodes executed in Abaqus. Briefly, Abaqus/Standard distinguishes between two kinds of crack which could be present within a certain domain, i.e. stationary cracks and propagating cracks. It appears obvious that in the first case the crack is not allowed to propagate within the body and only a static analysis might be carried out.

For stationary cracks, the crack tip can be located wherever within an element whilst, for a propagating crack it is required that the crack itself, completely cut an element and, as consequence, the crack tip cannot be located everywhere in the model but only along an element edge. Under these considerations, it may be inferred that, once a crack starts to propagate, it will keep cutting completely each of the elements that it will go through. In other words, in a propagating cracks, the crack tip motion cannot arrest within an element.
The main difference between the aforementioned cases of propagating and stationary cracks, is in the enrichment procedure; more in detail, it is different the number of enriched nodes and the enrichment functions adopted.

For the propagating cracks typology, the asymptotic near-tip singularity functions are not included in the enrichment scheme and only the Heaviside function is used; in this way, as seen before, the crack can be located everywhere in the model while the crack tip is forced to lie on an element edge\textsuperscript{11}. On the other hand, for a stationary crack both Heaviside and crack tip singularity functions are included in the XFEM discretization. According to what depicted in Fig. 1.25, the nodes of the elements completely cut by the crack are enriched only with the Heaviside function, while the single element containing the crack tip has its nodes enriched with both the Heaviside function and the asymptotic near-tip singularity functions. In order to improve the accuracy of results, it is possible to enrich, logically only with the near-tip singularity functions, also a certain number of elements within the distance named as enrichment radius \( R_{enr} \) and defined by the user. The higher the number of elements included within the enrichment area, the higher the accuracy and the computational cost. It ought to be stressed that, all nodes of all elements included within \( R_{enr} \) are enriched.

In [97], an analysis of the accuracy of results provided by Abaqus for an isotropic linear elastic material and for different enrichment discretizations has been performed; in particular, this work has been devoted to investigate the effects of the asymptotic near-tip field functions on the quality of the results.

Unfortunately, analyses including stationary cracks can be performed only with linear elastic material models in Abaqus/Standard. For all other kinds of material models, including then, hyperelastic ones as well, only propagating cracks can be used.

In conclusion, the crack surfaces and the crack tip location in Abaqus are indentified with a numerical procedure based on the Level Set Method (Cfr. Sec. 1.3.3.2). Once the mesh discretization has been created, each node of the finite element grid is characterized with its three coordinates with respect the global coordinate system and two additional parameters, called \texttt{PHILSM} and \texttt{PSILSM}. These parameters are nonzero only for the enriched elements and they might be easily interpreted as the nodal coordinates of the enriched nodes in a coordinate system centred at the crack tip and whose axes are, respectively, tangent and normal to the crack surfaces at the crack tip. If the crack surfaces lie along element edges, it might result, for an enriched node, that the \texttt{PSILSM} coordinate is equal to zero; since this would imply that the node would have not to be enriched, by default, Abaqus slightly shifts the location of the crack surfaces in order to maintain the enrichment scheme unchanged, without excessively modify the problem formulation\textsuperscript{12}.

\textsuperscript{11}Referring to the Abaqus’s User Manual, this is justified by the fact that, including the crack tip singularity functions also for propagating cracks, would require to keep tracking for every instant the exact location of the crack tip, leading therefore, to an abnormal computational cost.

\textsuperscript{12}For the Abaqus 6.10 release used in this work, the crack is shifted of a distance equal to one thousandth of the characteristic element length at the crack tip.
Chapter 2

Problem formulation

2.1 Geometrical model

In the present work, a single edge notched specimen, whose geometrical scheme is proposed in Fig. 2.1 has been employed to perform the numerical analyses. It consists of a sheet of rubber-like material and its dimensions are indicated in Tab. 2.1. The specimen is subjected to a prescribed displacement \( \mathbf{u} \), applied to both its bottom and top edges and in all simulations carried out, the model is assumed to be under plane strain condition.

<table>
<thead>
<tr>
<th>SINGLE EDGE NOTCHED SPECIMEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
</tr>
<tr>
<td>(m)</td>
</tr>
<tr>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2.1: Dimension of the geometrical model.

![Geometrical model and crack opening modes for the static analysis.](image)

(a) Mode-I crack opening. (b) 45° mixed-Mode crack opening.

**Figure 2.1:** Geometrical model and crack opening modes for the static analysis.

2.2 Solution procedure

Firstly, a static analysis devoted to the evaluation of the capabilities of XFEM in ABAQUS to determine the correct stress and displacement fields around the crack tip has been performed. For this purpose, the reference solutions has been obtained by means of a standard FEM analysis with a sufficiently refined mesh. Then, this has been compared with the outcomes of the XFEM analysis with a coarse mesh to evaluate the accuracy of results. Successively, in the second part of this work, instead, the aim has been to assess the applicability of XFEM in ABAQUS for modelling crack growth processes in rubber-like materials. In particular, the XFEM capabilities have been evaluated in terms of their ability to predict the instant of crack propagation, the crack propagation angle and crack speeds.
2.3 Static Analysis

In the static analysis, two different load conditions have been analyzed, i.e. crack opening Mode-I and a mixed-Mode crack opening, in which the prescribed displacement is applied on a 45°-direction with respect to the top and bottom edges (see Fig. 2.1 on the previous page).

A 3D model with only one layer of elements in the out-of-plane direction has been considered, constraining the displacement in the aforementioned direction and ensuring in this way the required plane strain condition. Concerning the pure Mode-I load condition, both left and right edge have been further constrained in the \( x \)-direction; as can be easily guessed, such constrain cannot be applied when the 45° mixed-Mode load condition is considered. As regards to the standard refined FEM mesh, the discretization shown in Fig. 2.2 has been adopted. It is worth mentioning that the characteristic length of the elements around the crack tip \( h \) is equal to 1 mm. Moreover, two different types of elements have been considered, leading to the two separate cases listed below:

- **FEM\_QUAD**: 11200 C3D20H hexagonal elements mesh (quadratic interpolation), resulting in a total number of 282409 degrees of freedom,
- **FEM\_LIN**: 11200 C3D8H hexagonal elements mesh (linear interpolation), resulting in a total number of 79366 degrees of freedom.

Hybrid elements have been used to avoid the volumetric locking effect occurring in low-order elements applied to nearly incompressible materials in plane strain conditions. Very often, the stress singularity around the crack tip in fracture mechanics problems, is modeled by using in this area, the so called *quarter node singular elements*. The basic idea behind such methodology is to improve the capability of a standard finite element discretization, by shifting the midside node of those elements close to the crack tip of a certain distance, depending on the expected singularity order. Nevertheless, for large strain finite element analysis, singular elements are not recommended. For these reasons, they have been not used in this work.

![FEM discretization for the whole model.](image1)

![FEM discretization around the crack tip.](image2)

Figure 2.2: FEM discretization for the static analysis - The red line represents the crack location.

It has to be highlighted that, the above listed number of DOFs, comprises the number of any Lagrange multiplier variable present in the model as well. It is readily explicable that, the quadratic elements FEM discretization has been adopted to obtain the reference solution of the problem at hand, whilst the linear elements FEM discretization is required to compare the outcomes of XFEM analysis with the standard FEM one, at the same order of element interpolation. The XFEM analysis, on the other hand, has been performed by using four different meshes, i.e.

- **XFEM\(_1\)**: 100 x 100 C3D8H hexagonal elements mesh, resulting in a total number of 142412 degrees of freedom, with \( h = 10^{-2} \) m at the crack tip.
- **XFEM\(_2\)**: 200 x 200 C3D8H hexagonal elements mesh, resulting in a total number of 564812 degrees of freedom, with \( h = 5 \cdot 10^{-3} \) m at the crack tip.
- **XFEM\(_3\)**: 100 x 101 C3D8H hexagonal elements mesh, resulting in a total number of 143824 degrees of freedom, with \( h = 9.90099 \cdot 10^{-3} \) m at the crack tip.
- **XFEM\(_4\)**: 200 x 201 C3D8H hexagonal elements mesh, resulting in a total number of 567264 degrees of freedom, with \( h = 4.97512 \cdot 10^{-3} \) m at the crack tip.

Noteworthy is that when setting mesh parameters, no efforts have been devoted to increase the mesh density around the crack tip, in accordance to the purpose of this work.

In the first two discretizations, labelled with XFEM\(_1\) and XFEM\(_2\) crack faces lie along the element edges, as in the FEM analysis, while for the meshes XFEM\(_3\) and XFEM\(_4\), a certain number of elements, equal to 50 and to 100, respectively, is completely cut by the crack.
Two different material models have been considered, the Arruda-Boyce model and the Neo-Hookean model. Material coefficients of both the hyperelastic models may be computed directly in Abaqus/Standard, providing experimental stress-strain data. Results obtained from three different experimental tests, i.e. uniaxial, equibiaxial and planar test, can be provided in the Abaqus/Standard environment; material constants will then be calculated by means of a nonlinear least-square procedure, which minimizes the relative error in stress. Here, experimental uniaxial test data in [12] are used, and the result of such fitting procedure is depicted in Fig. 2.3.

![Figure 2.3: Fitting of uniaxial test data with the Arruda-Boyce and Neo-Hookean model in Abaqus.](image)

### 2.4 Dynamic Analysis

The dynamic analysis has been carried out, with the same geometric model adopted for the static analysis. The assumed material model is the Arruda-Boyce, whose parameters are the ones computed in previous section. Two different loading conditions have been examined in the dynamic analysis; however, in this case, the pure crack opening Mode-I has not been taken into account, but in addition to the 45° mixed-Mode, a 30° mixed-Mode has been analyzed (see Fig. 2.4).

![Figure 2.4: 30° mixed-Mode crack opening.](image)

In order to evaluate the mesh-dependence of the solution, five different discretizations, with decreasing characteristic element dimension $h$ at the crack tip, have been used, i.e.

- **XFEM$_{D1}$**: 2541 C3D8H hexagonal elements mesh, resulting in a total number of 36090 degrees of freedom, with $h = 4.76193 \cdot 10^{-3}$ m at the crack tip,
- **XFEM$_{D2}$**: 4061 C3D8H hexagonal elements mesh, resulting in a total number of 57610 degrees of freedom, $h = 3.22580 \cdot 10^{-3}$ m at the crack tip,
• XFEM$_{D3}$: 5781 C3D8H hexagonal elements mesh, resulting in a total number of 81930 degrees of freedom, \( h = 2, 43902 \cdot 10^{-3} \text{m} \) at the crack tip,
• XFEM$_{D4}$: 7701 C3D8H hexagonal elements mesh, resulting in a total number of 109050 degrees of freedom, \( h = 1, 96078 \cdot 10^{-3} \text{m} \) at the crack tip,
• XFEM$_{D5}$: 20301 C3D8H hexagonal elements mesh, resulting in a total number of 286650 degrees of freedom, \( h = 0, 99009 \cdot 10^{-3} \text{m} \) at the crack tip.

For graphical reasons, only the first discretization is shown herein in Fig. 2.5; in all other cases, the discretization scheme is analogous, while the level of refinement at the crack tip is different.

For graphical reasons, only the first discretization is shown herein in Fig. 2.5; in all other cases, the discretization scheme is analogous, while the level of refinement at the crack tip is different.

Figure 2.5: XFEM discretization for the dynamic analysis.

## 2.5 Damage parameters

In order to observe the expected crack growth phenomenon, damage initiation and propagation criteria had to be defined. For the prediction of damage initiation in the enriched region, the Abaqus/Standard User’s Manual suggests to use either the Maximum principal stress damage criterion or the Maximum principal strain damage criterion; in this work, the first criterion has been adopted. More in detail, it assumes that a crack will nucleate within the body as soon as the ratio

\[
f = \left\{ \frac{\langle \sigma_{\text{max}} \rangle}{\sigma_{\text{omax}}} \right\}
\]

reaches a value equal to 1. In Eq. 2.1, \( \sigma_{\text{omax}} \) represents the maximum allowable principal stress, while the symbol \( \langle \rangle \) indicates the Macaulay brackets, used to signify that a purely compressive stress state does not lead to any damage initiation. Such criteria, define the conditions at which an internal defect will nucleate within the body. However, in the geometric model adopted, an internal defect is already present. As consequence, under these conditions, the value of the principal stress does not play a relevant role for the crack propagation analysis. For this reason, its value has been set equal to 5.57 MPa, corresponding to the highest stress value observed in the stress-strain relation in Fig. 2.3 on the preceding page. In this way, the remote possibility that another crack had nucleated under the applied loads is avoided.

Much more important is the damage propagation criterion in the case of pre-existing cracks. In such criterion, a scalar variable \( D \) is introduced to represent the overall damage in the material, due to all the active deformation mechanisms. Its value evolves monotonically from 0 up to 1, where the failure process is completed. For the characterization of the damage evolution, it is required to define, firstly, the dissipated energy due to failure \( G^C \) and afterwards, the damage variable \( D \) evolution, between the initiation of damage and the final complete failure.

The energy-based model for the damage evolution here considered, is based on the calculation of the energy dissipated during the damage process, named as fracture energy. In case of mixed-Mode loading conditions, several models have been proposed to calculate the equivalent fracture energy. In the present work, the BK mixed-mode fracture criterion, presented by Benzeggagh and Kenane in [98] has been adopted. According to such model, particularly suitable when the critical fracture energies during separation purely along the first and the second shear directions are the same, the equivalent fracture energy is equal to

\[
G_{\text{equiv}}^C = G_n^C + \left( G_s^C - G_n^C \right) \left( \frac{G_s}{G_T} \right)^\eta
\]

where, \( G_S = G_s + G_t \), \( G_T = G_n + G_{SS} \), while \( \eta \) is a material parameter. As clear, the fracture energy (per unit area) is computed as function of the fracture energy in the normal mode \( G_n^C \), in the first shear mode \( G_s^C \) and in the second...
shear mode $G_C$; under the assumption of isotropic material model, these components have been considered, all of them, equal to $5 \text{ kJ/m}^2$.

Concerning the damage variable $D$, an exponential model to describe its evolution has been adopted. In particular, according to such model, the following relation holds

$$D = \int_{\delta^m_0}^{\delta^f_m} \frac{T_{\text{eff}}}{G^C - G_o} d\delta$$

(2.3)

in which, $T_{\text{eff}}$ indicates the effective traction, as well as the $\delta$ is the effective displacement. In addition, $G_o$ represents the elastic energy at damage initiation, while $\delta^m_0$ and $\delta^f_m$ are the effective displacement at complete failure and the effective displacement at damage initiation, respectively (see Fig. 2.6).

Figure 2.6: Exponential damage evolution.

The fracture energy can thus be regarded as a property of the cohesive interaction and it is equal to the area under the traction-separation curve depicted in Fig. 2.6.

The last step to complete the description of damage evolution model, is to specify the crack propagation direction, once that the fracture criterion has been satisfied. In this work, the crack propagation has been thought to occur, normally to the maximum tangential stress direction. The unstable nature of the crack propagation in rubber-like material, along with the nonlinearity of the Arruda-Boyce material model, often leads to severe convergence difficulties in Abaqus/Standard, especially due to the stiffness degradation associated with the damage. For these reasons, a localized damping might be readily included in the numerical model by using the viscous regularization technique, obtaining that the positiveness of the tangent stiffness matrix is ensured for small enough time increments. Such regularization process, predicts to adopt a so-called viscous stiffness degradation variable $D_v$, defined as

$$\dot{D}_v = \frac{1}{\mu} (D - D_v)$$

(2.4)

where $\mu$ is the relaxation time of the viscous system, while $D$, as stated above, is the damage variable computed in the inviscid model (Cfr. Eq. 2.3). Having borne in mind that an excessive viscous stabilization might have a negative influence on the solution, leading in the worst cases to non-physically admissible results, the key-rule for the choice of a feasible value of the viscosity coefficient $\mu$, is to limit as far as possible the approximated amount of energy associated with the viscous regularization over the whole model\textsuperscript{1}. A value of $\mu = 10^{-3}$ s is thought to do not strongly affect the solution with respect to case with no stabilization, and to guarantee a significant improvement in the analysis performance, in terms of reduction of the CPU-time, wall clock time and number of increments required to complete the analysis\textsuperscript{2}.

\textsuperscript{1}The energy associated with the viscous regularization is available with the output variable ALLVD in Abaqus/Standard.

\textsuperscript{2}The CPU-time, the wall clock time and the number of increments required to perform an entire simulation are provided in the .dat and in the .sta files.
Chapter 3

Numerical results - Static Analysis

In the present work, a static analysis is devoted to the determination of the stress and displacement fields around the crack tip for a stationary crack, within a rubber-like material. These have been evaluated along two different directions, coincident with the $x$ and $y$-axis of the coordinate system centred at the crack tip in the reference configuration (see Fig. 3.1).

Figure 3.1: Local coordinate system centred at the crack tip.

In particular, the stress component along the $y$-direction $\sigma_y$, and the in-plane displacements $u_x$ and $u_y$ have been considered as outcomes of such analysis. The prescribed displacement at the top and bottom edges has been set equal to $u = 10^{-2}$ m for the crack opening Mode-I, while for the 45° mixed-Mode crack opening, a displacement of $u = 10^{-2}$ m has been applied in both $x$ and $y$-direction.

It is worthwhile noting that analyses with discontinuities, like those involving fracture mechanics problems, are numerically cumbersome in Abaqus/Standard and the default time integration scheme may lead to premature cutbacks and terminations, requiring thus to be treated with special carefulness. Fortunately, the Abaqus User’s Manual provides clear information and useful hints to avoid the majority of these drawbacks. More in detail, to speed the convergence rate up, time incrementation parameters are thought to be the first ones to be modified. These improve the convergence behaviour in those cases in which the convergence is nonquadratic or when it is initially nonmonotonic. Nonmonotically decreasing residuals are the result of several interacting nonlinearities, e.g., nonlinear material behavior, high stress localization and friction. In addition, if the Jacobian is not exact, due to complex material models, nonquadratic converge rates may appear. Whether residuals increase in two consecutive iterations after $I_0$ equilibrium iterations, as default configuration, Abaqus/Standard interrupts the iterative process and reduces the time step increment. A further check is performed on the so-called logarithmic convergence rate after $I_R$ equilibrium iterations. Furthermore, it might result useful to increase the maximum possible number of attempts for each iteration $I_A$. In Tab. 3.1 default values, together with modified ones of such parameters, are listed.

<table>
<thead>
<tr>
<th></th>
<th>$I_0$</th>
<th>$I_R$</th>
<th>$I_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abaqus Default</td>
<td>4</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Discontinuous analysis</td>
<td>8</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 3.1: Time incrementation scheme controls.

A further remedy exploited to avoid nonquadratic rate of convergence, is to utilize the unsymmetric equation solver for the step.
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3.1 Stress field around the crack tip

3.1.1 Pure Mode-I loading condition

A comparison between results obtained by means of the XFEM analysis and the FEM one, might readily be performed with reference to Fig. 3.2. Here the stress component $\sigma_y$, as function of the distance from the crack tip in the reference configuration is provided in the case of Arruda-Boyde material model. It is worthwhile noting that for all results shown in this work, distances has to be intended in the reference configuration, unless otherwise specified. Qualitatively, it is observable that, along both $x$ and $y$-direction, by using the XFEM, it is not possible to properly describe the stress singularity at the crack tip, even if compared to the FEM analysis with first-order elements.

Interestingly, it might be inferred that crack tip position within the mesh grid seems to play an important role. Indeed, whether a node is located in correspondence of the crack tip, a better evaluation of the stress singularity and of the highest stress value is attainable. Such consideration holds for both analyzed directions. Furthermore, when the crack tip is not located at any vertex, the stress distribution along the normal direction to the crack surfaces, experiences a plateau once the distance from the crack tip is less then the half of the characteristic element dimension $h$. These last remarks are strictly connected to the Abaqus/standard limits in performing the required computations to visualize the results stored in the output database, as well as in the averaging results procedure.

In the Abaqus/CAE environment, similarly to all the Finite Element commercial softwares, results stored in the output database are conveniently divided in node-based quantities, e.g. displacements, velocities, and element-based quantities like stresses and strains. The visualization of node-based quantities is quite simple, since it does not require anything more than the values of such variables at the specified nodes, along with the global coordinate system or an user-defined one. Quite more demanding is instead, the situation for the element-based field output variables. These are stored in the output file in correspondence of the element nodes, centroid of integration points and, to perform the plotting procedure, results are read for all the elements connected to all required nodes. Thus, if a node is shared by two or more elements, an appropriate averaging procedure is required. For this aim, a user-defined threshold value has to be compared to a relative node variation over the active region, defined as follows

$$\text{Relative nodal variation} = \frac{\text{Maximum at a node} - \text{Minimum at a node}}{\text{Maximum over active regions} - \text{Minimum over active regions}}$$

(3.1)

If the relative nodal variation in correspondence of a node is less than the specified averaging threshold, values of contributing elements are averaged at the considered node, otherwise, no averaging occurs. The higher the threshold value, the more the discontinuities relative to results across the model are smoothen out. Once the averaging process has been completed, in order to obtain the results along paths including points whose location does not coincide with any nodes, Abaqus/CAE computes their values by means of an interpolation procedure. The values at the nodes are interpolated to the required locations through a geometric approximation of the element’s shape. Such numerical procedures may not be controlled or modified by the user. It is never overemphasized that the averaging process strongly influence the correct visualization of results. Indeed, path points at nodal locations receive multiple contributions producing then multiple data pairs if an inadequate value of the averaging threshold is set. Intuitively, such behaviour leads to a dramatic loss of accuracy, especially in those regions characterized by discontinuities and high gradients of the
field outputs. Having the above considerations borne in mind, and given the symmetry of the stress field with respect to the crack surface, the plateau experienced along the y-direction might be easily justified.

Figure 3.3: Stress values interpolation across the crack surfaces.

Abaqus/CAE linearly interpolates the stress values between the two closest nodes to the crack tip, but since these values are equal, the interpolation returns a constant stress value. Thus, the addition of a node exactly located at the crack tip improves such interpolation procedure. Nevertheless, as suggested in [100], for coarse meshes, the condition number of the system grows if compared to the case where the fracture surfaces do not lie along the edges of the elements.

Lastly, referring to Fig. 3.2 on the facing page, it should be highlighted that, for the direction parallel to crack surfaces, the XFEM analysis results, strongly deviate from those provided by the FEM analysis at a distance from the crack tip of $10^{-2}$ m. Such distance is halved for the direction normal to the crack tip.

Even if the results discussed above concern the Arruda-Boyce material model, exactly the same considerations are valid for the case of Neo-Hookean material model.

According to Eq. 1.69, the stress field can be expressed as function of the distance in the reference configuration from the crack tip $r$, i.e. $\sigma_{ij} \sim r^{-\alpha}$. Based on this, a quantitative analysis of the ability of XFEM to describe the stress field around the crack tip can be carried out. In fact, the correct evaluation of the exponent in the stress-distance relation might be used as indicator of quality of the analysis. The closer the numerically evaluated exponent to the analytical value, i.e. 0.5, the higher is the approximation accuracy. Results of such analysis are listed in Tab. 3.2 for the Arruda-Boyce material model and in Tab. 3.3 for the Neo-Hookean model.

<table>
<thead>
<tr>
<th>x-direction</th>
<th>y-direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEM1</td>
<td>FEM2</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.5</td>
</tr>
<tr>
<td>$R^2$</td>
<td>(0.9963)</td>
</tr>
</tbody>
</table>

Table 3.2: Fitting procedure of the $\sigma_y$ stress results for the Arruda-Boyce material model along both x and y-direction - Pure Mode-I.

<table>
<thead>
<tr>
<th>x-direction</th>
<th>y-direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEM1</td>
<td>FEM2</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.5</td>
</tr>
<tr>
<td>$R^2$</td>
<td>(0.9975)</td>
</tr>
</tbody>
</table>

Table 3.3: Fitting procedure of the $\sigma_y$ stress results for the Neo-Hookean material model along both x and y-direction - Pure Mode-I.

\footnote{For the incompressible plane strain case, theoretical results can be found in [101].}
In both Tabs. 3.2 on the previous page and 3.3 on the preceding page, in addition to the exponent $\alpha$, the square of the Pearson product-moment correlation coefficient $R$ is provided. According to such numerical results, all the above mentioned considerations are confirmed. Note that the approximation of the stress field obtained by using the Neo-Hookean material model is slightly better than the one obtained with the Arruda-Boyce model. As seen before, one of the main drawbacks of the XFEM analysis is the excessive inaccuracy to predict the highest stress values at the crack tip. In Fig. 3.4, a comparison between results obtained with a standard FEM discretization and a XFEM one in terms of such quantity, is given.

Once again, the advantage to have the crack tip located in correspondence of a node, is highlighted.

### 3.1.2 Mixed-Mode loading condition

The analysis of results executed in the previous section, is readily extended to the case of $45^\circ$ mixed-Mode crack opening conditions. Similarly to above, the stress component $\sigma_y$ distribution with respect to the distance from the crack tip, is represented in Fig. 3.5 on the facing page. Actually, even if the XFEM with coarse meshes still do not represent a reliable tool for modelling the singular stress field at the crack tip, a slightly better approximation respect to the pure Mode-I case is obtained. If the highest stresses computed at the crack tip are analyzed (see Fig. 3.5 on the next page), as done for the pure Mode-I condition, it is straightforward to point out that values provided by the XFEM discretizations are closer, in this case, to those obtained by means of the first-order FEM analysis.

Furthermore, the evaluation of the exponent in the stress-distance relation has been performed also in this case (see Tab. 3.4 and Tab. 3.5 on the next page).

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.499</td>
<td>0.9961</td>
</tr>
<tr>
<td>0.411</td>
<td>0.9097</td>
</tr>
<tr>
<td>0.4012</td>
<td>0.9907</td>
</tr>
<tr>
<td>0.247</td>
<td>0.9889</td>
</tr>
<tr>
<td>0.339</td>
<td>0.9869</td>
</tr>
<tr>
<td>0.5</td>
<td>0.9957</td>
</tr>
<tr>
<td>0.443</td>
<td>0.9999</td>
</tr>
<tr>
<td>0.358</td>
<td>0.9893</td>
</tr>
<tr>
<td>0.399</td>
<td>0.9699</td>
</tr>
<tr>
<td>0.252</td>
<td>0.8911</td>
</tr>
<tr>
<td>0.344</td>
<td>0.8074</td>
</tr>
</tbody>
</table>

**Table 3.4**: Fitting procedure of the $\sigma_y$ stress results for the Arruda-Boyce material model along both $x$ and $y$-direction - $45^\circ$ mixed-Mode.

It is clear for results presented in this section that using the XFEM no enhancements in terms of approximation of the stress field at the crack tip are achieved. In particular, the inability of coarse meshes to adequately model sharp gradients is evident. However, for structures including geometrically complex defects, the possibility to locate them independently from the underlying discretization is unquestionable.
3.2 Displacement field around the crack tip

3.2.1 Pure Mode-I loading condition

In Fig. 3.6 on the following page, we plot the $u_y$ displacement along the horizontal direction for the Arruda-Boyce material model. Notable is that, in this case, position the crack tip in correspondence of a node is not anymore the most convenient choice. Indeed, although discretizations XFEM$_3$ and XFEM$_4$ provide an extremely accurate approximation of the displacement field, whether the crack tip is located in correspondence of a node, severe oscillations can be observed and the predicted displacement at the crack tip is completely incorrect. In addition, also for larger distances from the crack, discretizations XFEM$_1$ and XFEM$_2$ are not able to correctly calculate displacement values. The higher quality of the displacement approximation obtained by using discretizations XFEM$_3$ and XFEM$_4$ is indisputable. Furthermore, even if only the two cases in which the crack surfaces cut the elements edges, are compared with the FEM approximations, spurious oscillations in the displacement values at the crack tip are still present (see Fig. 3.7 on the next page). Nevertheless, their magnitude is significatively small if compared with those estimated the previous case. Such oscillations along with the difficulties in predicting the correct value of $u_y$ displacement at the crack tip, render the XFEM analysis a non-reliable tool to model the displacement field in such area, if compared to the standard FEM analysis.

Next, the $u_x$ displacement along the horizontal direction is analyzed in Fig. 3.8 on page 41. From this figure one can see that, despite the overall trend is extremely well described by means of the XFEM analyses, such behaviour is completely unexpected; indeed, given the high distance from the crack tip, the effect of XFEM enriched area was not thought to be so relevant.

![Graph showing stress components](image)

**(a)** Stress component $\sigma_y$ evaluated along the $x$-direction starting from the crack tip.

**(b)** Stress component $\sigma_y$ evaluated along the $y$-direction starting from the crack tip.

**Figure 3.5:** XFEM and standard FEM analysis of the stress field around the crack tip - $45^\circ$ mixed-Mode.

| $\sigma_y$ Stress results for the Neo-Hookean material model along both $x$ and $y$-direction - $45^\circ$ mixed-Mode. |
|---|---|---|---|---|---|---|---|---|
| x-direction | y-direction |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| FEM$_1$ | FEM$_2$ | XFEM$_1$ | XFEM$_2$ | XFEM$_3$ | FEM$_1$ | FEM$_2$ | XFEM$_1$ | XFEM$_2$ | XFEM$_3$ | XFEM$_4$ |
| $\alpha$ | 0.5 | 0.455 | 0.367 | 0.410 | 0.264 | 0.358 | 0.501 | 0.468 | 0.369 | 0.415 | 0.285 | 0.362 |
| $R^2$ | (0.99988) | (0.9924) | (0.8508) | (0.9112) | (0.8002) | (0.9112) | (0.9979) | (0.9723) | (0.8956) | (0.8135) | (0.7602) | (0.8346) |

**Table 3.5:** Fitting procedure of the $\sigma_y$ stress results for the Neo-Hookean material model along both $x$ and $y$-direction - $45^\circ$ mixed-Mode.

3.2 Displacement field around the crack tip
accuracy decreases when the length scale considered is reduced. It may be highlighted that, in case of crack tip located in correspondence of a node, an overestimation of the horizontal displacement at the crack tip itself is observed. Contemporarily, an exactly specular behaviour is noticed when the crack tip lies along an element edge. Moreover, in this case a severely discontinuous trend is observed. Again, the linear interpolation within elements of coarse XFEM discretizations, strongly affects the accuracy of results. Noteworthy is that, with the finer discretizations, i.e. XFEM$_3$ and XFEM$_4$, the displacement at the crack tip is really close to that computed by means of the FEM analysis. For the actual values of
computed displacements at the crack tip, refer to Tab. 3.7.

Figure 3.8: XFEM and standard FEM analysis of the \( u_x \) displacement around the crack tip - Pure Mode-I.

Table 3.7: \( u_x \) displacement at the crack tip for the Arruda-Boyce and Neo-Hookean material model - Pure Mode-I.

Furthermore, the \( u_y \) displacement as function of the distance from the crack tip along the vertical direction is discussed. What claimed about the \( u_y \) displacement along the horizontal direction holds in this case, too. Indeed, by means of the XFEM analysis, even if with a coarse mesh, it is possible to predict the correct trend of the displacement. Again, in the area close to the crack tip and thus, where the presence of the enriched elements is more relevant, a significant loss of accuracy is predicted (see Fig. 3.9 on the next page).

According to Eq. 1.69, the displacement field around the crack tip may be expressed as function of the distance from the crack tip itself in the reference configuration, i.e. \( u_i \sim r^\beta \). As done in the previous section, we may consider the computed exponent \( \beta \) as an index of the approximation quality. Numerical results are gathered in Tab. 3.8 on the following page for the Arruda-Boyce and Neo-Hookean material models.

Clearly, what has been inferred by referring to Fig. 3.9 on the next page, is confirmed by numerical results. A poor accuracy, represented by lower values of the correlation factors is obtained with coarser mesh. Notwithstanding this, the above discussed limits, finer XFEM discretizations provides highly accurate results. Furthermore, discretizations XFEM\(_1\) and XFEM\(_2\) tend to overestimate the singular behaviour of the displacemeent field.

3.2.2 Mixed-Mode loading condition

In this section, we focus the attention, on the \( u_x \) and \( u_y \) displacements for the crack opening mixed-Mode, along the vertical direction. Firstly, in Fig. 3.10 on page 43 the \( u_x \) displacement in case of Arruda Boyce material model is shown.
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(a) $u_y$ displacement evaluated along the $y$-direction starting from the crack tip.

(b) Detail of $u_y$ displacement field along the $y$-direction within the region close to the crack tip.

Figure 3.9: XFEM and standard FEM analysis of the $u_y$ displacement around the crack tip - Pure Mode-I.

Table 3.8: Fitting procedure of the $u_y$ displacement results along the $y$-direction starting from the crack tip - Pure Mode-I.

In an analogous manner of above, the overall trend of the displacement field is accurately approximate even with coarser meshes while, the presence of the enriched elements along with a non-appropriate elements dimensions, leads to some approximation difficulties at the crack tip. In order to confirm this, in Tab. 3.9, values of displacements at the crack tip evaluated with the different discretizations are given. Particularly noteworthy is that discretizations XFEM$_{1}$ and XFEM$_{2}$ overestimate the displacement value at the crack tip, while, if discretizations XFEM$_{3}$ and XFEM$_{4}$ are used, an underestimation of this quantity is observed.

Table 3.9: $u_y$ displacement at the crack tip for the Arruda-Boyce and Neo-Hookean material model - 45° mixed-Mode.

Furthermore, referring to Fig. 3.10 on the facing page, a peak is observed in the $u_x$ displacement distribution at
3.2. DISPLACEMENT FIELD AROUND THE CRACK TIP

(a) $u_x$ displacement evaluated along the $y$-direction starting from the crack tip.

(b) Detail of $u_x$ displacement field along the $y$-direction within the region close to the crack tip.

Figure 3.10: XFEM and standard FEM analysis of the $u_x$ displacement around the crack tip - $45^\circ$ mixed-Mode.

A distance of about $5 \cdot 10^{-2}$ m from the top edge of the rubber-sheet. Such peak is well-described by means of all considered discretizations, including coarser XFEM ones. No additional information can be inferred by the analysis of the $u_x$ displacement along the vertical direction. However, for sake of clarity, its trend as function of the distance from the crack tip is shown in Fig. 3.11 on the next page.

Table 3.10: $u_y$ displacement at the crack tip for the Arruda-Boyce and Neo-Hookean material model - $45^\circ$ mixed-Mode.

<table>
<thead>
<tr>
<th>$u_y$ DISPLACEMENT AT THE CRACK TIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARRUDA-BOYCE</td>
</tr>
<tr>
<td>FEM1</td>
</tr>
<tr>
<td>$-6.644 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>FEM2</td>
</tr>
<tr>
<td>$-6.142 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>XFEM1</td>
</tr>
<tr>
<td>$-6.6488 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>XFEM2</td>
</tr>
<tr>
<td>$-6.6676 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>XFEM3</td>
</tr>
<tr>
<td>$-4.7410 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>XFEM4</td>
</tr>
<tr>
<td>$-5.2175 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>NEO-HOOKEAN</td>
</tr>
<tr>
<td>FEM1</td>
</tr>
<tr>
<td>$-6.1582 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>FEM2</td>
</tr>
<tr>
<td>$-6.1392 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>XFEM1</td>
</tr>
<tr>
<td>$-6.6687 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>XFEM2</td>
</tr>
<tr>
<td>$-6.6653 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>XFEM3</td>
</tr>
<tr>
<td>$-4.7396 \cdot 10^{-4}$ m</td>
</tr>
<tr>
<td>XFEM4</td>
</tr>
<tr>
<td>$-5.2163 \cdot 10^{-4}$ m</td>
</tr>
</tbody>
</table>

If results provided in Tab. 3.10 are compared to those listed in Tab. 3.9 on the facing page, both the underestimation and the overestimation of the crack tip displacement, obtained with discretizations XFEM$_3$-XFEM$_4$ and with discretizations XFEM$_1$-XFEM$_2$ respectively, is confirmed. It is nevertheless true that, concerning the $u_x$ displacement along the vertical direction, such effects are comparable. Contrary to this, for the $u_y$ displacement the underestimation effect is much more relevant. As conclusive remark, once again the exponent $\beta$ of the displacement-distance relation has been computed and results of such analysis are given in tabular form (see Tab. 3.11 on the next page).

---

2This is not not surprising, since in this area, the discretization is a standard FEM one; in addition, such region is far from the enriched zone and thus its effect on the results is negligible.
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(a) $u_y$ displacement evaluated along the $y$-direction starting from the crack tip.

(b) Detail of $u_y$ displacement field along the $y$-direction within the region close to the crack tip.

Figure 3.11: XFEM and standard FEM analysis of the $u_y$ displacement around the crack tip - 45° mixed-Mode.

<table>
<thead>
<tr>
<th>$u_y$ DISPLACEMENT - VERTICAL DIRECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ARRUDA-BOYCE</strong></td>
</tr>
<tr>
<td>PFM1</td>
</tr>
<tr>
<td>$\alpha$</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
</tbody>
</table>

Table 3.11: Fitting procedure of the $u_y$ displacement results along the $y$-direction starting from the crack tip - 45° mixed-Mode.
Chapter 4

Numerical results - Dynamic Analysis

In this second part of the present work, the capabilities of the XFEM in Abaqus have been investigated. The analysis of the crack propagation phenomenon in rubber-like materials, by using the XFEM technique, has proved to be an arduous task. This is thought to be mainly due to the still poor implementation of the XFEM capabilities, along with the well-established numerical difficulties encountered when fracture mechanics problems are analyzed by using numerical methods. In particular, tremendous convergence difficulties have been faced and still unsatisfactory results in performing numerical simulations of the crack growth process have been obtained. Only few elements can be cracked before the simulation is aborted and there seems to be no correlation with the crack length; in other words, the highest number of cracked elements does not depend on the level of refinement at the crack tip.

Notwithstanding these problems, three fundamental aspects of the crack propagation phenomenon have been investigated, i.e. the instant at which, under the applied boundary conditions, the pre-existing crack starts to propagate, the crack propagation angle and the crack propagation speed. For this aim, the above discussed discretizations have been employed (Cfr. Sec. 2.4). The choice to use discretizations in which the crack is not aligned with the elements edges, has been somehow forced. Indeed, even with extreme modifications (sometimes almost non-realistic) of the time integration scheme and of convergence parameters, it has been impossible to observe any crack growth in case of crack surfaces lying along elements edges. Likely, this stems from the presence of the node in correspondence of the crack tip and thus, from the resulting poorly conditioned problem (Cfr. Sec. 3.1.1). Furthermore, both the effects of the applied displacement and of the applied displacement rate have been taken into account.

4.1 Convergence criteria for nonlinear problems

As first attempt, the crack propagation phenomenon has been analyzed by means of a Static stress/displacement analysis. However, likely due to the unstable nature of the crack propagation process, by utilizing such typology of analysis it has been not possible to observe any crack propagation and furthermore, no simulations have been successfully completed.

The Newton-Raphson method employed in Abaqus/Standard, when unstable processes are considered, often shows severe problems in reaching the convergence. However, these shortcomings are partially enhanced in dynamic problems by the introduction of the mass matrix $M$, which is an additional positive term to the Jacobian. In such way, the Jacobian is thus slightly more positive and inertia effects help to regularize unstable behaviours. Based on these considerations, an implicit dynamic analysis has been performed.

Interestingly, what has been regarded as a limit, i.e. the possibility to use only linear elements, in this case is transformed into an advantage. Indeed, in large-deformation problems higher-order elements are affected by a rapid loss of accuracy, since the Jacobian determinant can be easily become negative at quadrature points, causing the abortion of calculations and high local inaccuracies. Thus, the implementation of higher-order XFEM could not lead to any significant enhancement.

Note worthy is that, for all simulations performed, the maximum time step increment has been set equal to 0.1% of the whole simulation time. By starting from zero, the applied displacement is linearly ramped over the step, until the prescribed value at the bottom ant top edge has not been reached.

In Abaqus/Standard, dynamic problems might be classified within three categories, i.e. transient fidelity applications, moderate dissipation applications and quasi-static applications. The Hilbert-Hughes-Taylor time integration method is used for transient fidelity and moderate dissipation applications while the backward Euler operator is employed if the application is identified as quasi-static. Concerning this latter, it should be stressed that its application in Abaqus, requires a particular carefulness, because it automatically induces a 5% numerical damping and this value cannot be modified by the user. Especially for this last reason, the Hilbert-Hughes-Taylor method has been used and its coefficients have been tuned to attain a moderate numerical damping, which should help convergence and at the same time, not

---

1 The density of rubber-like material has been set equal to 1000 kg/m³.
2 The principal advantage of this method is that it is unconditionally stable and thus no limitations exist on the size of time increment used for the integration.
3 Comprehensive discussion on the correct choice of the maximum time step increment is provided on the Abaqus User’s Manual (Cfr. Sec. 7.1.1).
overly affect the physical formulation of the problem at hand\(^4\). The HHT method provides for the definition of three different parameters, \(\alpha, \beta\) and \(\gamma\). In order to let the method satisfy the stability and order properties [103], these parameters are not independent of each other, but the following relationships hold

\[
\gamma = \frac{1-2\alpha}{2}; \quad \beta = \frac{(1-\alpha)^2}{4}
\]

Consequently, it is sufficient to modify only the parameter \(\alpha\) to obtain different levels of numerical damping. The choice of \(\alpha\) equal to 0, leads to the simple trapezoidal method and therefore, no numerical damping is introduced. On the other hand, the maximum numerical damping, i.e. 6\%, is obtained for \(\alpha = -1/3\). For a comprehensive discussion on the appropriate values of HHT-method parameters, refer to [104]. The values of such coefficients, utilized in this work are listed in Tab. 4.1.

| Hilbert-Hughes-Taylor Method Coefficients |
|------------------|---|---|
| \(\beta\)       | 0.3025 |
| \(\gamma\)      | 0.6 |
| \(\alpha\)      | -0.1 |

**Table 4.1**: Modified parameters for the Hilbert-Hughes-Taylor operator.

In addition to the introduction of numerical damping, the time implementation scheme has been adjusted analogously to the static analysis discussed in the previous chapter. Furthermore, the *Criterion for residual forces for nonlinear problems* and the *Criterion for displacement correction in nonlinear problems* have been modified. In order to explain these latter modifications, let us denote with \(\alpha\) the characteristic field related to a particular problem, e.g. the displacement field in stress analyses. The parameters commonly used to determine whether an increment has converged or not, are the following ones:

- \(r_{\max}^\alpha\), the largest residual for the equilibrium equation of the field \(\alpha\);
- \(\Delta u_{\max}^\alpha\), the maximum variation of the nodal variable during the increment;
- \(c_{\max}^\alpha\), the largest correction executed during the current Newton iteration on any variable of type \(\alpha\);
- \(e^\alpha\), the greatest error in the particular \(j\)-constraint type, e.g. volumetric strain compatibility in problems involving hybrid elements;
- \(\tilde{q}^\alpha(t)\), the magnitude of the conjugate flux to the field \(\alpha\), e.g. force flux for the displacement field, at any time \(t\); it represents a spatial average flux over the entire domain, and it is defined as follows

\[
\tilde{q}^\alpha(t) \overset{\text{def}}{=} \frac{\sum_{e=1}^{E} \sum_{n_e=1}^{N_e} \sum_{i=1}^{N_{\alpha,e}} |q|_{i,n_e} + \sum_{i=1}^{n_e} |q|_{i,\alpha,ef}}{\sum_{e=1}^{E} \sum_{n_e=1}^{N_e} \sum_{i=1}^{N_{\alpha,e}} N_{\alpha,e} + N_{\alpha,ef}}
\]

where \(E\) is number of elements of the whole model, \(N_e\) is the number of nodes of the element \(e\), \(N_{\alpha,e}\) indicates the number of \(\alpha\)-DOFs at the node \(n_e\), of the element \(e\), \(|q|_{i,n_e}\) represents the magnitude of the flux that the element \(e\) applies at its \(i\)-th \(\alpha\)-DOF at its \(n_e\)-th node at the specified time \(t\), \(N_{\alpha,ef}\) denotes the number of external fluxes for the \(\alpha\)-field and lastly, \(|q|_{i,\alpha,ef}\) is the amplitude of the \(i\)-th external flux for the \(\alpha\)-field;

- \(\overline{q}^\alpha(t)\), the overall time-averaged value of the conjugate flux to the field \(\alpha\); such averaging is performed over the whole step, i.e.

\[
\overline{q}^\alpha(t) \overset{\text{def}}{=} \frac{1}{N_t} \sum_{i=1}^{N_t} \tilde{q}^\alpha(t_i)
\]

in which \(N_t\) indicates the total number of increments made hitherto in the step, including the current one as well.

For many practical applications, the following condition on the error in the residuals is introduced

\[
r_{\max}^\alpha \leq R_{\alpha}^\alpha \overline{q}^\alpha
\]

Once the Eq. 4.4 is satisfied, the solution is accepted as converged if the largest correction to the solution \(c_{\max}^\alpha\) is smaller than the greatest variation in the solution variable \(\Delta u_{\max}^\alpha\), i.e.

\[
c_{\max}^\alpha \leq C_{\alpha}^\alpha \Delta u_{\max}^\alpha
\]

Coefficients \(R_{\alpha}^\alpha\) and \(C_{\alpha}^\alpha\) control the criterion for residual forces for nonlinear problems and the criterion for displacement correction in nonlinear problems, respectively, provided that the considered displacement field \(\alpha\), is the displacement one. In Tab. 4.2 on the next page, both default and updated values of such parameters are given.

\(^4\)The HHT method is an extension of the Newmark \(\beta\) method.
4.2 Crack propagation instant

In this section, the instant at which the pre-existing crack starts to propagate within the structure is studied by using the XFEM technique. As previously stated, in Abaqus/Standard a crack can propagate only by completely cutting each element that it goes through. Based on this, the crack propagation instant is defined as the instant at which the first element is cut by the advancing crack. Such value has been calculated with a precision up to a thousandth of second.

First of all, an iterative procedure has been devoted to identify the value of displacement which causes the crack to propagate only within a single element. The instant of time at which this occurs is referred to as a reference crack propagation instant \( t_{\text{crack}} \). Such procedure has been performed by utilizing the discretization XFEM\(_{\text{DS}}\). Furthermore, it has been observed that, whether the crack crosses just one element, the simulations are able to terminate reaching the convergence. Provided this, the calculated value of the reference crack propagation instant can be correctly evaluated.

Difficulties are encountered when the applied displacement rises and when coarser mesh at the crack tip are employed. Concerning the applied displacement, five different values have been considered, starting from \( 3 \times 10^{-2} \) m up to a value of \( 5 \times 10^{-2} \) m, while keeping the velocity at which it is applied, at the constant value of \( v = 10^{-3} \) m/s. The fulfillment of quasi-static conditions, has been kept under control by verifying the value of the total kinematic energy of the model. In order to assess the influence of the applied displacement as well as of the element size at the crack tip, on the correct determination of the parameter at hand, the percent error, defined as follows, has been exploited

\[
\text{Error [\%]} = \frac{t_{\text{crack}} - \bar{t}_{\text{crack}}}{t_{\text{crack}}} \times 100
\]  

(4.6)

Such quantity is shown in Fig. 4.1 on the following page as function of the applied displacement \( \tau \) and for different elements sizes \( h \) at the crack tip. It can be easily seen that, in this case, the effect of the applied displacement is almost inexistent since the percentage error remains constant with the applied displacement.

As expected, it is noted that the element size, on the contrary, strongly affects the results. Such statement is further confirmed referring to Fig. 4.2 on the next page. Here, the percentage of error as function of the element size at the crack tip \( h \) is depicted for both mixed-Mode load conditions analyzed. An almost linear trend can be easily noticed, \( \approx 3 \times 10^{-2} \) m. In both cases, a portion of the graph has been shown with a higher level of detail, in order to visualize the, albeit slight, influence of the applied displacement.

So far, we have considered a constant applied displacement velocity of \( 10^{-3} \) m/s. We may now analyze the effect of such quantity on the evaluation of the crack propagation instant. In Fig. 4.3 on page 49 the evolution of the percentage error defined above, is presented. In all cases, the applied displacement rate \( v \) is, on purpose, higher than \( \tau \). Compare such figure with the analogous one regarding the influence of the applied displacement. Note that although the results are almost identical, a slight dependence on the applied displacement rate \( v \) is detected. Especially for coarser discretizations at the crack tip, the higher the applied displacement rate \( v \), the higher the percentage error.

\footnote{The small size of the time step increments during the crack propagation process allow us to achieve such high level of accuracy.} 

\footnote{Furthermore, information indicating whether the quasi-static conditions are satisfied or not, are provided in the .dat Abaqus/CAE file.}

---

<table>
<thead>
<tr>
<th>( e_n^c )</th>
<th>( c_n^e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abaqus Default</td>
<td>10^{-2}</td>
</tr>
<tr>
<td>User controls</td>
<td>5 \times 10^{-3}</td>
</tr>
</tbody>
</table>

Table 4.2: Criteria for nonlinear problems controls.

4.1.1 Line search algorithm

Apart from modifying the aforementioned coefficients, in order to ameliorate the convergence and increase the robustness of Newton-Raphson method, the line search algorithm has been included in the analysis. The main idea behind such algorithm is that, although the direction predicted by the ordinary Newton-Raphson method \( \Delta d \) often is a good one towards the correct solution, the step size \( \| \Delta d \| \) frequently is not the optimal one.

In the line search algorithm, the minimization of a measure of residuals, along the line \( d = d_{\text{old}} + \lambda \Delta d \), is sought. The parameter \( \lambda \) defines the position along the line \( d \), while \( d_{\text{old}} \) is the last iterate. In nonlinear problems characterized by sharp discontinuities in the solution, the line search method represents a powerful tool to reduce the number of iterations and cutbacks, resulting thus in a reduction of computational cost.

An aggressive line searching has been utilized in this work. In particular, the maximum number of line search iterations allowed, \( N_{\text{ls}} \), is 10, while the accuracy in the line scale factor \( \eta \) employed, has been considered equal to \( 10^{-2} \).
Figure 4.1: Crack propagation instant \( t_{\text{crack}} \) as function of the applied displacement at the top and bottom edges. Data relative to the 45° mixed-Mode are depicted with solid lines while the dotted ones represent the data for the 30° mixed-Mode - Applied displacement rate equal to \( 10^{-3} \) m/s.

Figure 4.2: Influence of the element size at the crack tip \( h \) on the correct determination of the crack propagation instant - Applied displacement rate equal to \( 10^{-3} \) m/s.

The percentage error in the determination of \( t_{\text{crack}} \) as function of the elements size at the crack tip is plotted in Fig. 4.4 on page 49. The trend is equivalent to the one observed so far. Furthermore, the slightly more relevant influence of the applied displacement rate \( v \) with respect to the applied displacement \( u \), on the percentage error, is clearer.
4.2. CRACK PROPAGATION INSTANT

Figure 4.3: Crack propagation instant $t_{\text{crack}}$ as function of the applied displacement rate. Data relative to the 45° mixed-Mode are depicted with solid lines while dotted ones represent the data for the 30° mixed-Mode - Applied displacement rate equal to $10^{-3}$ m/s.

Figure 4.4: Influence of the element size at the crack tip $h$ on the correct determination of the crack propagation instant.
4.3 Crack propagation angle

Once the crack has started, the direction in which it will propagate is of tremendous interest in practical engineering applications. In this case, no reference solution exists since, as already stated, simulations in which the convergence is achieved are those where just a single element as been cracked. One single element cracked has been thought to do not provide any valuable information about the correct direction of crack propagation. Thus, in this section, results are provided in terms of real angles. In order to uniquely identify the crack growth direction, the local coordinate system adopted and how the crack angle has been defined, is depicted in Fig. 4.5.

Figure 4.5: Local coordinate system centred at the crack tip and crack propagation angle \( \alpha \).

In Fig. 4.6, the crack propagation angle \( \alpha \), as function of the applied displacement is shown. Clearly, no dependance on this latter is observed and such remark is valid for both examined loading conditions. On the contrary, the mesh size at the crack tip seems to strongly affect the correct prediction of the crack propagation angle. Coarser discretizations tend to overestimate it, if compared to the denser ones.

Figure 4.6: Crack propagation angle as function of the applied displacement for several elements size at the crack tip. Solid lines are relative to the 45° mixed-Mode while dashed ones, to the 30° mixed-Mode - Applied displacement rate equal to \( 10^{-3} \) m/s.

A more detailed description of the dependance of \( \alpha \) on the mesh size at the crack tip is depicted in Fig. 4.7 on the facing page. A roughly linear trend is observed and the overestimation of the crack propagation angle with coarser discretizations is confirmed.

As last observation, it might be pointed out that the influence of the mesh size is comparable for the 45° mixed-Mode and for the 30° mixed-Mode. Indeed, the crack propagation angles predicted with the discretization XFEM\(_{D1}\) and with the XFEM\(_{D5}\) one, differ at the most, of the 20.21% and 20.34% for the 45° mixed-Mode and for the 30° mixed-Mode, respectively.

We may now plot the predicted crack propagation angle as function of the applied displacement rate \( v \). It can be
seen that the even in this case, the direction of the crack propagation is almost independent from the velocity at which bottom and top edges are moved.

In addition, a linear trend with respect to the mesh size at the crack tip is predicted, in this case as well (see Fig. 4.9 on the next page). Lastly, for excess of meticulousness, it is observed that the characteristic knee in the crack angle - mesh size relation is located in correspondence of two different values of elements size at the crack tip $h$. In particular, it is positioned at $h \approx 2 \times 10^{-2}$ m when different values of the applied displacement are considered and at $h \approx 2.5 \times 10^{-2}$ m, when, on the other hand, different values of the applied displacement rate are considered. Such behaviour would need to be further investigated.

Interestingly, the applied displacement rate, the more pronounced the influence of the mesh size at the crack tip on the predicted crack propagation angle. By referring to Tab. 4.3, it may be readily noticed that, if the applied displacement rate is almost doubled.

**Table 4.3:** Percentage difference between the computed crack propagation angle with the XFEM$_{D1}$ and XFEM$_{D5}$ discretizations, for both 45° mixed-Mode and 30° mixed-Mode. In both case, an increment of roughly 5% is obtained if the applied displacement rate is almost doubled.
Figure 4.8: Crack propagation angle as function of the applied displacement rate for several elements size at the crack tip. Solid lines are relative to the $45^\circ$ mixed-Mode while dashed ones, to the $30^\circ$ mixed-Mode.

Figure 4.9: Crack propagation angle as function of the elements size at the crack tip $h$ for several values of the applied displacement rate. At the top, crack propagation angles for the $45^\circ$ mixed-Mode while at the bottom for the $30^\circ$ mixed-Mode.
4.4 Crack propagation speed

Along with the triggering instant and the crack propagation direction, the third parameter of interest when crack growth phenomena are analyzed, is the speed at which the crack propagates within the component. In this section, the evaluation of such parameter has been studied for the $45^\circ$ mixed-Mode loading condition and, as seen previously, the effects of the applied displacement, applied displacement rate and mesh size at the crack tip have been investigated.

Since the crack can propagate only by cutting completely each element, the crack propagation phenomenon can be regarded as a discrete process. Based on this consideration, it is fundamental to clearly identify in which points and/or instants the crack propagation speeds are evaluated.

For this purpose, consider Fig. 4.10. Here the value of the equivalent von Mises stress at the crack tip, as function of the current value of the applied displacement, is depicted.

The equivalent von Mises stress increases with the applied displacement as far as the fracture criterion defined so far (Cfr. Sec. 2.5) is not satisfied. At this point, the stress value sharply decreases within one single time step increment; such sudden drop clearly represents the triggering instant of the crack propagation. Thus, the crack propagation process might be observed in terms of the evolution of the equivalent stress at the crack tip. Every time the von-Mises stress experiences a decrement analogous to that one shown in Fig. 4.10, it represents that the crack has gone through one more element. As example of what stated in the previous lines, we may now plot the evolution of the von-Mises stress at the crack tip as function of the current applied displacement during the load process (see Fig. 4.11 on page 55).

Particularly noteworthy is the fact that, whenever the defect is propagated through the next element, in terms of stress-state at the crack tip, it is like if the structure was undamaged but with a pre-existing defect, whose geometry is determined by the previous load history. Such crack, however, is no longer, as before, initially stress-free, but subjected to a stress level equal to that one present at the instant in which the crack has gone through the previous element along its path. It can be easily seen that the load history in subsequent time steps is completely independent of what occurred in the previous stages, except with regard to the initial value of the equivalent stress at the crack tip. In addition, it is evident (see Fig. 4.11 on page 55) as, the evolution of the stress state at the crack tip is a particularly smooth function of the current applied displacement and no glaring deviations from the main trend are detectable. The analysis devoted to the evaluation of the propagation speed of the crack through the structure is of major concern. Such analysis, however, as already stressed, is strongly limited by the small number of elements that can be cracked before simulations fail. The speed at which an element has been crossed by the defect, is defined as the ratio between the length of the crack in the element itself, and the time interval between the relative minimum and maximum, of the portion of the loading curve, corresponding to the cracked element at hand (see Fig. 4.12 on page 56).

In Fig. 4.13 on page 57, the crack propagation speed $v_{\text{crack}}$ as function of the current applied displacement for different mesh sizes at the crack tip is presented.

In accordance with numerical results shown in the previous sections, in the present analysis the effect of the applied displacement has been considered to be negligible small. Interestingly, with the increase of the applied displacement along both the top and the bottom edge, the value of crack propagation speed increases quite abruptly. In these conditions, it is intuitive to perceive that the process of crack propagation becomes rapidly unstable.

The effect of the elements size at the crack tip, can be further investigated by analyzing the crack propagation speed values after the crack itself has crossed $n$ elements. In Fig. 4.14 on page 58, the trend of $v_{\text{crack}}$ after $n = 2, 3, 4, 5$ cracked elements, as function of the mesh size at the crack tip, is displayed.
One can clearly deduce that in all cases analyzed, coarser meshes tend to underestimate the value of the crack propagation speed. This effect is much more pronounced as the lower crack itself, i.e., when the crack is starting to propagate. The percentage variation, between the values calculated by using the most dense mesh XFEM$_{D5}$ or the most coarse one XFEM$_{D1}$, is given in Tab. 4.4.

<table>
<thead>
<tr>
<th>Mesh Size Influence on $v_{\text{crack}}$</th>
<th>$n = 2$</th>
<th>$n = 3$</th>
<th>$n = 4$</th>
<th>$n = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>48.56%</td>
<td>49.54%</td>
<td>32.17%</td>
<td>19.02%</td>
</tr>
</tbody>
</table>

Table 4.4: Influence of the mesh size on $v_{\text{crack}}$. The percentage differences listed are relative to the variation of the crack propagation speeds predicted with discretizations XFEM$_{D1}$ and XFEM$_{D5}$.

Observe that the crack propagation speed has not exceeded in any case the velocity of 50 m/s. This latter is considered a threshold value above which, the effects of inertia can no longer be neglected [105]. As conclusion of the present work, the influence of the applied displacement rate on the estimated crack propagation speed is studied. Following the same procedure adopted so far, consider the evolution of the equivalent von-Mises stress at the crack tip as function of the applied current displacement (see Fig. 4.15 on page 59) for a value of the applied displacement rate equal to $1.92 \cdot 10^{-3}$ m/s and for five different element sizes at the crack tip$^7$. Compare this result with that one shown in Fig. 4.11 on the facing page. In this case, one can observe how the trend is not completely uniform, showing on the contrary, a highly irregular behaviour.

Therefore, increasing the applied displacement rate, an additional source of instability of the model is introduced. Likely, this is due to the fact that, if the specimen is loaded with a higher velocity, the inertia effects can no longer be neglected.

In order to better characterize such unstable behaviour, it is sufficient to evaluate the kinetic energy of the whole model and compare it to its total internal energy. To fulfill the quasi-static conditions, the kinetic energy should remain below the 5% of the internal energy during the majority of the analysis. Such condition, as already stated, is completely satisfied for an applied displacement rate equal to $10^{-3}$ m/s. However, when higher values are considered, even if this condition continues to be met, the threshold value of 5% becomes progressively closer during some steps, and such situation is thought to lead to a further model instability.

Nevertheless, in Fig. 4.16 on page 60 the crack propagation speed as function of the current applied displacement and for five different element sizes at the crack tip, is presented. It is confirmed that, as the displacement at the bottom and top edge increases, the $v_{\text{crack}}$ rises dramatically up to values higher then those observed in the previous case, for an applied displacement rate of $10^{-3}$ m/s. These higher values are obviously ascribable to the increased applied displacement rate. Also in this case, the coarser the mesh the lower the computed crack propagation speed.

In conclusion, we present the evolution of the crack propagation speed as function of the applied displacement rate. This is shown in Fig. 4.17 on page 61 for four different time steps, namely, after that 2, 3, 4 and 5 elements have been completely cracked. As expected, increasing the applied displacement rate, we observe a growth in terms of crack propagation speed. Moreover, the higher the number of cracked elements and therefore, the predicted propagation speed, the more pronounced this effect. It seems to be not possible to extrapolate a common trend in all four depicted cases, however, a nearly parabolic relationship between the applied displacement rate and the crack propagation speed, is thought to be the most reasonable.

In confirmation of what stated above, regarding the no longer negligible inertia effects, note that for applied displacement rate values equal to $1.73 \cdot 10^{-3}$ m/s and $1.92 \cdot 10^{-3}$ m/s, the threshold value of 50 m/s for the crack propagation speed has been exceeded, i.e. 57.691 m/s and 66.043 m/s respectively. In case of applied displacement rate equal to $1.54 \cdot 10^{-3}$ m/s, a very close value, equal to 48.021 m/s, is obtained.

---

$^7$Exactly as above, only a particular example has been shown for graphical reasons.
Figure 4.11: Equivalent von Mises stress at the crack tip as the applied displacement at the bottom and top edges varies, for five different element sizes at the crack tip - Applied displacement rate equal to $10^{-3}$ m/s.
Figure 4.12: Evaluation of the crack propagation speed. The time period during which the crack should progressively propagate through the element, is highlighted in the circle boxes - Applied displacement rate equal to $10^{-3}$ m/s.
Figure 4.13: Crack propagation speed $v_{\text{crack}}$ as the applied displacement at the bottom and top edges varies, for five different element sizes at the crack tip.
Figure 4.14: Crack propagation speed as function of the element size at the crack tip. Speed values after 4 and 5 cracked elements are depicted in dashed lines while solid lines represent speed values for 2 and 3 cracked elements - Applied displacement rate equal to $10^{-3}$ m/s.
Figure 4.15: Equivalent von Mises stress at the crack tip as the applied displacement at the bottom and top edges varies, for five different element sizes at the crack tip - Applied displacement rate equal to $1.92 \cdot 10^{-3}$ m/s.
Figure 4.16: Crack propagation speed $v_{\text{crack}}$ as the applied displacement at the bottom and top edges varies, for five different element sizes at the crack tip - Applied displacement rate equal to $1.92 \times 10^{-3}$ m/s.
Figure 4.17: Crack propagation speed as function of the applied displacement rate. Speed values after 4 and 5 cracked elements are depicted in dashed lines while, solid ones represent speed values for 2 and 3 cracked elements - Discretization XFEM$_{DS}$.
4.5 Remarks on convergence behaviour

As conclusion, it is worthwhile to comment on the convergence behaviour of the performed simulations. The scenario is the following one. The complete convergence is achieved only when the finest discretization is used, the applied displacement rate is maintained equal to $10^{-3}$ m/s and the displacement is such that only one element has been completely cracked, namely $2.8 \cdot 10^{-2}$ m and $2.6 \cdot 10^{-2}$ m, for the 45° mixed-Mode and for the 30° mixed-Mode, respectively. In all other cases, it has been not possible to complete the simulations successfully. Moreover, the analysis of residuals, clearly reveals that the time step increments remain constant to their initial value until the crack propagation criterion (Cfr. Sec. 2.5) is not satisfied. At this point, the time step increments sharply decrease for two reasons: firstly, it can happens that convergence is not obtained within the maximum number of iterations allowed for a single step or, secondly, the computed rate of convergence is too low and the convergence is judged unlikely.

Successively, the appropriate value of the time step increment is reached and thus the simulation can proceed. It has to be stressed that this value is much smaller than those observed before the crack starts to propagate. During the crack growth process, the aforementioned time-length of the step increment is kept almost constant and no relevant variations are observed. Such condition holds until, suddenly, a second sharp decrease in terms of time step increment occurs. However, at this point this latter is already small enough and a further reduction makes the simulation to exit automatically with an error. The one described above, is the list of subsequent events occurring in all the carried out simulations, with no exceptions.

Such difficulties might stem from the limited capacity of most of the elements to sustain distortion without causing a degradation of performance or failure. These limitations to deal with large distortions are particularly evident in the case of nonlinear analyses, including large deformations and material nonlinearities, performed with Lagrangian meshes. Thus, the XFEM implementation is thought to further reduce the element capabilities to tolerate large distortions.

An efficient method to circumvent such shortcomings, or at least to reduce them, is to extend the XFEM capabilities to the Arbitrary Lagrangian Eulerian formulation [106, 107, 108, 109]. Often, the main cause of the failure of simulations is the excessive value of distortion of the elements nearby the crack tip; this would require a remeshing procedure, which is not permitted when XFEM technique is used. Meanwhile material motions does not lead to any distortion in Eulerian finite elements. However, the treatment of constitutive equations and of moving boundaries and interfaces, e.g. crack surfaces is cumbersome with pure Eulerian finite elements. The ALE formulation is an hybrid technique in which the advantages of both Lagrangian and Eulerian formulations are combined, while trying to limit as far as possible their relative disadvantages. It is opinion of the author of this thesis that, the extension of XFEM capabilities to the ALE formulation in Abaqus/Standard could represent a major step forward to enhance the capabilities of the XFEM technique to model the crack growth process in materials that can undergo large deformations.

Furthermore, consider the convergence behaviour of iterations performed with the Newton-Raphson method. Roughly speaking, fundamental conditions for a quadratic rate of convergence ought to be satisfied, i.e. a sufficient smoothness of the Jacobian matrix $J$ as function of $u$ is needed and, moreover, $J$ should be regular and well conditioned over the whole domain in the displacement space of the iterative procedure.

It is straightforward to observe that, both such conditions are not met in the problem at hand. In particular, it is evident that the Jacobian matrix is not only a non-smooth function of $u$ but actually is a discontinuous one within the enriched elements. Therefore, the regularity condition is also not satisfied for the enriched elements. Such considerations are thought to be among the principal reasons of the lack of convergence faced for the crack propagation analysis.

It has been verified that the Arruda-Boyce material model employed in this section, is stable over the entire considered range of strains. However, material instabilities may rise also in presence of a localized growth of deformation, as that one occurring at the crack tip during crack propagation processes. Such phenomenon is known in literature as localization. This localization phenomenon, results in the formation of slender bands of intense deformation called shear bands, which can be interpreted as the result of material instability in the shear component. Analogously, fracture can be seen as the result of material instability in the normal direction to the discontinuity surfaces in pure Mode-I or in the tangential direction in pure Mode-II.

As highlighted in [37], fracture cannot be numerically modeled without difficulties. Indeed, such phenomenon includes most of the shortcoming related to material instabilities, i.e. localization to a set of measure for rate-independent material models, zero energy dissipation as well as absence of a length scale. The ABAQUS/Standard implementation of XFEM is thought to be still not able to handle such problems.

Analogous convergence difficulties to those encountered in this work, have been faced in [91]. However, in such work, these shortcomings have been circumvented by adopting a modified scheme of the Newton-Raphson method. It stands to reason, given the purpose of the present work, such approach has not be here employed.

In [72], has been observed that the convergence rate for the classical XFEM method is of the order $\sqrt{h}$. In addition to this, in [110] and [111] detailed analyses of the convergence of assumed strain methods have been performed, in the cases of compressible and incompressible materials. The established a priori error estimate for displacements leads to a linear rate of convergence. Further works dealing with the rate of convergence for hybrid elements can be found in literature [112] [113].

All in all, the severe convergence difficulties encountered are reasonably ascribable to the coexistence of several factors, i.e. fracture mechanics problem, high level of deformation, plane strain conditions, complex material model,
incompressibility constraint along with the still poor implementation of the XFEM technique in Abaqus.
Chapter 5

Summary

The work presented in this thesis aims at assessing the capabilities of the XFEM implementation in the commercial FEA software Abaqus for modelling crack growth phenomena in rubber-like materials.

The ability of the eXtended Finite Element Method in Abaqus to evaluate the correct displacement and stress fields at the crack tip in a single edge notched specimen of rubber in plane strain conditions has been assessed. For this purpose, a comparison between results obtained by means of a standard FEM analysis with an highly refined mesh at the crack tip and the outcomes of an XFEM analysis performed with coarser discretizations, has been carried out. The Arruda-Boyce and the Neo-Hookean material models have been considered. The analysis has been performed for two different load conditions, a pure Mode-I load condition and a 45° mixed-mode one.

Results of such analysis, clearly reveal the inaccuracy of the XFEM used with coarse meshes, in predicting the singularity in the stress field at the crack tip. Such limit is readily attributable to the non-refined discretization at the crack tip and to the visualization procedures performed in Abaqus for element-based variables in first-order continuum elements. Furthermore, it is not overemphasized that both the stress distribution around the crack tip and its highest values cannot be correctly predicted by means of an XFEM analysis performed with coarse meshes.

It has been highlighted the apparently major role played by the location of the crack tip within the discretization grid. Locate the tip in correspondence of a node guarantees an higher level of accuracy with respect to the case in which it is positioned along an element edge in terms of stress values.

Relevant shortcomings are still observed concerning the displacement field prediction at the crack tip. However, much more accurate results than those related to the stress field can be obtained. In this case, the displacement trend can be predict with an high level of accuracy and no glaring deviations with respect to the standard FEM analysis results are detectable.

As seen for the previous case, the position of the crack tip within the mesh grid is of major concern for the determination of the displacement field, as well. Noteworthy is that in this case, if a node is located at the crack tip, due to the subsequent high condition number of the system, oscillatory trends are observed especially within the area close to the crack tip. Such behaviour requires to be further investigated.

In addition, it ought to be emphasized that, for both stress and displacement fields, slightly more accurate results are obtained when the Neo-Hookean material model is adopted.

All in all, results of the static analysis here briefly summarized, allow to draw the following conclusion. In order to correctly model the stress and displacement fields around the crack tip, the XFEM technique in Abaqus does not represent, at the moment, an advantage if compared to the standard FEM approach. Although, the possibility to locate the crack within the structure, independently from the underlying discretization grid, is an unquestionable benefit.

The capabilities of the eXtended Finite Element Method implementation in Abaqus for modelling crack propagation phenomena in rubber-like materials have analyzed in terms of the three fundamental aspects of the crack propagation process, i.e. the instant at which the pre-existing crack will start to propagate, the crack propagation path and the speed at which the crack will propagate. Two different mixed-mode load conditions have been analyzed, namely a 45° mixed-Mode and a 30° mixed-Mode. Concerning the hyperelastic material model, in the dynamic analysis only the Arruda-Boyce one has been considered.

Severe convergence difficulties have been encountered and the complete convergence has been attained only if the applied displacement at the top and bottom edges, is such that one single element is cut by the propagating crack. In addition, very few elements can be cut by the advancing crack before simulations are aborted because of the inability of the solution to converge. The major causes of these difficulties may be related to the inadequacy of the Newton-Raphson method to deal with sharp gradients and discontinuities in the displacement field, to the suboptimal rate of convergence of the XFEM and to the coexistence of several factors, plane strain conditions, incompressibility constraint, high strain localization, complex material models among the most relevant.

Results of this analysis show that the applied displacement rate \( v \) has a slight influence on the correct prediction of both the crack propagation angle and crack propagation instant. On the contrary, these latter exhibit an almost linear dependance with the elements size at the crack tip.

Much more demanding has been the analysis of the crack propagation speed. Due to the enrichment procedure performed in Abaqus, the crack can propagate within the structure, only by completely cutting each element that it
encounters on its path. Hence, the crack propagation can be regarded as a discrete process and it has been analyzed with reference to the time evolution of the equivalent von Mises stress at the crack tip.

The applied displacement rate has proven, together with the inertia effects for crack propagation speed higher than 50 m/s, to be of remarkable concern for the analysis stability.

Noteworthy, as expected, increasing the applied displacement rate, the crack propagation speed rises as well. It is worthwhile to mention that, the higher the crack propagation speed, the more evident is the effect of such parameter.

In addition, regarding the influence of the elements size at the crack tip, an underestimation of the crack propagation speed is observed if coarser meshes are used. For lower values of the crack propagation speed, the influence of the discretization refinement at the crack tip is much more pronounced and an almost linear trend with respect to the elements size might be observed.

Bearing in mind what presented in this work, it is possible to claim that the implementation of the eXtended Finite Element Method in Abaqus is still too poor for providing an acceptable level of accuracy in the analysis of fracture mechanics problems involving rubber-like materials. Such limitations are emphasized when dynamic fracture mechanics phenomena are investigated.

Major shortcomings related to the use of the XFEM technique within the framework of a multi-purpose commercial FEA software are detectable and even worsened by factors that are known to entail enormous difficulties in numerical analyses.

For these reasons, further enhancements of the XFEM implementation in Abaqus are considered essential to successfully extend the enormous capabilities of such technique to the numerical analysis of fracture mechanics problems in rubber-like materials.
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