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A Visual Sensor Network (VSN) is a distributed system of a large 

number of camera sensor nodes. The main components of a camera sensor 
node are image sensor, embedded processor, wireless transceiver and energy 
supply. The major difference between a VSN and an ordinary sensor network 
is that a VSN generates two dimensional data in the form of an image, which 
can be exploited in many useful applications. Some of the potential 
application examples of VSNs include environment monitoring, surveillance, 
structural monitoring, traffic monitoring, and industrial automation. 
However, the VSNs also raise new challenges. They generate large amount of 
data which require higher processing powers, large bandwidth requirements 
and more energy resources but the main constraint is that the VSN nodes are 
limited in these resources. 

This research focuses on the development of a VSN model to track the 
large birds such as Golden Eagle in the sky. The model explores a number of 
camera sensors along with optics such as lens of suitable focal length which 
ensures a minimum required resolution of a bird, flying at the highest 
altitude. The combination of a camera sensor and a lens formulate a 
monitoring node. The camera node model is used to optimize the placement 
of the nodes for full coverage of a given area above a required lower altitude. 
The model also presents the solution to minimize the cost (number of sensor 
nodes) to fully cover a given area between the two required extremes, higher 
and lower altitudes, in terms of camera sensor, lens focal length, camera node 
placement and actual number of nodes for sky surveillance. 

The area covered by a VSN can be increased by increasing the higher 
monitoring altitude and/or decreasing the lower monitoring altitude. 
However, it also increases the cost of the VSN. The desirable objective is to 
increase the covered area but decrease the cost. This objective is achieved by 
using optimization techniques to design a heterogeneous VSN. The core idea 
is to divide a given monitoring range of altitudes into a number of sub-ranges 
of altitudes. The sub-ranges of monitoring altitudes are covered by individual 
sub VSNs, the VSN1 covers the lower sub-range of altitudes, the VSN2 covers 
the next higher sub-range of altitudes and so on, such that a minimum cost is 
used to monitor a given area. 

To verify the concepts, developed to design the VSN model, and the 
optimization techniques to decrease the VSN cost, the measurements are 
performed with actual cameras and optics. The laptop machines are used with 
the camera nodes as data storage and analysis platforms. The area coverage is 
measured at the desired lower altitude limits of homogeneous as well as 
heterogeneous VSNs and verified for 100% coverage. Similarly, the minimum 
resolution is measured at the desired higher altitude limits of homogeneous as 
well as heterogeneous VSNs to ensure that the models are able to track the 
bird at these highest altitudes.  
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This chapter provides a general overview about the Visual Sensor Networks 
(VSNs). It starts from vey brief introduction of the Wireless Sensor Networks 
(WSNs) and progresses towards the VSNs. The brief introduction of VSNs is 
followed by the VSN types, the homogeneous VSNs and heterogeneous VSNs. 
After introducing the VSN types the major data transmission techniques, including 
the single hop transmission, multihop transmission and multipath transmission are 
discussed. The chapter progresses towards the description of the challenges which 
are involved in the design of the VSNs. The energy consumption of a VSN is very 
critical factor. A brief discussion about energy consumption in the VSNs is 
provided later on. Finally, the main objective of the thesis is presented along with 
the major contributions of the research. The chapter is concluded with the 
description of the thesis outline. 
 � � � � � � �  ! " # � $  �
The wireless networks of scalar sensor nodes which collect scalar data are referred 
to as WSNs. The common examples of the scalar data are temperature, pressure, 
and humidity. The WSNs are the distributed and ad hoc networks which connect 
the small devices. These devices are equipped with their own sensing, 
computation, communication and power resources. The WSNs monitor the 
environment and collect the specific data about it. These sensors generate a limited 
amount of information. This information is insufficient for many applications even 
if a large number of such sensors are deployed. This discrepancy is resolved by 
adding camera sensors to WSNs [1].  
 
The networks formed by the addition of camera sensors to the WSNs are referred 
to as the VSNs. The major difference between scalar sensor nodes and camera 
sensor nodes is that the scalar sensor nodes collect one dimensional data in the 
area around them while the camera sensor nodes collect two dimensional data in 
the form of images from the areas which may not be in their vicinity. The image 
data collected by camera sensors contains a lot of information. The VSNs offer 
many valuable applications. Some examples of the VSN applications include 
environmental monitoring, surveillance, traffic monitoring, industrial automation. 
However, the VSNs also involve many new challenges. The processing and 
transmission of the visual data requires large computational and communication 
resources. The VSNs are low-power networks and have severe resource 
constraints. Therefore, it is a challenging task to process the large amount of visual 
data by resource constrained VSNs [1]. The use of image sensors in WSNs is 
feasible if such networks preserve low power consumption profile [2]. 
 
The advances in the image sensor technology have made the availability of low-
power image sensors possible. The developments in the fields of sensor 
networking and distributed processing have made it possible to use these image 
sensors in the networks. The combination of these technologies made the VSNs 
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possible. The VSNs consist of small visual sensor nodes, which are called camera 
nodes. These nodes consist of an image sensor, embedded processor and wireless 
transceiver [2]. 
 
The VSNs are the sensor-based distributed systems. They consist of a large number 
of low-power camera sensor nodes. These nodes collect the image data of a 
monitored area and perform the distributed and collaborative processing on this 
data [3], [4]. The nodes extract the useful information from the collected images by 
processing the image data locally. They also collaborate with other nodes in the 
VSN to create useful information about the captured events. The large amount of 
image data produced by the camera nodes and the network resource constraints 
demands the exploration of new means for data processing, communication and 
sensor management. Meeting these challenges require interdisciplinary approaches 
which utilize the vision processing, communication, networking and embedded 
processing [2].  
 
The visual sensor nodes usually use more powerful processors as compared to 
wireless sensor nodes. The processors used in visual sensor nodes usually have 
higher processing speed which is helpful in faster data processing. Some designs 
may use a second processor for additional processing and control. The examples of 
such architectures are presented in [5], [6]. Most processors have small internal 
memories. Thus, additional memory is used for frame buffering and permanent 
data storage. Some design examples use two image sensors for stereo vision. The 
examples of such implementations are presented in [7], [6]. The MeshEye 
architecture [5] uses two low resolution cameras for stereo vision. An additional 
high resolution camera (VGA) is used in between these low resolution cameras. 
One low-resolution camera detects the object in the Field of View (FoV). The stereo 
vision with two low resolution cameras detects the object size and position. The 
VGA camera is used to capture the high resolution image of the object.  
 
The IEEE 802.15.4 RF transceiver is commonly used in wireless sensor nodes as 
well as the visual sensor nodes. The achievable data rates are very low for vision 
based applications. There is a need for the development of the new radio standards 
with higher data rates. However, it will increase the energy dissipation of the node. 
To decrease the amount of data which is communicated among the camera nodes, 
the light-weight processing algorithms should be used. One such example is given 
in [8]. A distributed scheme for target tracking in a multicamera environment 
which reduces the communication is discussed in [9]. 
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The camera sensor nodes with different types, costs, optical and mechanical 
properties, computation capabilities, communication powers, energy requirements 
are available to design the VSNs. The choice of the camera nodes for VSNs 
depends on the application requirements and constraints. Depending on the types 
of the camera sensor nodes used, the VSNs can be divided into two major 
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categories, heterogeneous and homogeneous VSNs [1]. 
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This VSN uses similar type of camera sensor nodes and one or more Base Stations 
(BSs). The homogeneous design is suitable for large-scale VSNs for a number of 
reasons. First, it reduces the complexity of the network, second, it supports the 
scalability and third it is self-organized and no central control is required to 
manage it. The homogeneous VSNs are ideal for applications, such as habitat 
monitoring [10]. These applications are used to monitor wildlife in remote natural 
reserves. Hundreds of camera nodes can be deployed for such applications which 
collect data from the monitored site and send it to the BS. The multitier 
architecture can be used to design the homogeneous VSNs. In this design, the 
sensor nodes are organized in a number of tiers. In multitier design, the nodes will 
be organized in clusters. Any node in a cluster can perform the role as head cluster 
which will aggregate the data of the whole cluster [1]. 
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This VSN uses different type of camera sensor nodes, actuators and other types of 
sensors. These networks assign different sensing and processing tasks to different 
type of sensor nodes. A task is assigned to a node on the basis of its capabilities. 
Thus, the heterogeneous VSNs provide better functionality than homogeneous 
VSNs. However, the heterogeneous VSNs are more complex than the 
homogeneous VSNs. The complexity of these networks is handled by using 
multitier design. The sensor nodes are organized in a number of tiers, with the 
same type of nodes on a given tier. Thus, a VSN is heterogeneous on multitier basis 
but homogeneous on a single tier basis. Generally, the bottom tiers contain a large 
number of low-cost and low-power sensor nodes. The number of nodes gradually 
reduced from bottom to higher tiers but their processing power is increased from 
bottom to higher tiers. The communication between the two tiers is made via 
middle tiers [1]. 
 
The example of a heterogeneous VSN is a clustered network. It consists of two 
tiers. The first tier contains sensor nodes. These nodes are separated into clusters. 
Each cluster collects the environmental data and sends it to the respective 
aggregation nodes, which act like the cluster heads. All the aggregations nodes 
form the second tier of the VSN. The aggregation nodes collect data from the 
sensor nodes, process it and send the processed information to the BS [1].  
 
The SensEye is a VSN which is designed for surveillance applications. It follows 
multitier architecture design and contains three tiers. Each tier uses the different 
type of camera nodes, having capabilities suitable for the tasks to be performed. 
The first tier contains low-end QVGA camera sensor nodes. These nodes are used 
for object detection. The second tier contains VGA sensor nodes. These nodes are 
used for object recognition. The third tier contains PTZ (Pan Tilt Zoom) cameras. 
These nodes track the moving objects and also communicate with the BS. The 
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SensEye dictates that the low power and low latency is possible with multitier 
design [11] .  
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The reliable transmission of data is an important requirement in VSNs. The data 
transmission techniques used in the VSNs can be divided into three categories 
which include the single hope, multihop and multipath transmission [1].  
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This category includes the techniques which consider the image/video 
transmission over a single hop. The first example of the work in this category is 
presented in [12], which proposes a system for JPEG-2000 image transmission over 
VSNs that reduces the energy consumption. The second example is presented in 
[13], which proposes a mechanism for wavelet-based image transmission in the 
VSNs based on decomposing a source image using a discrete wavelet transform 
and packetizing it into packets of different priorities.  
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This category includes the techniques that consider multihop transmission where 
the transmission strategy is determined on hop-by-hop basis. The example of work 
in this category is presented in [14], which proposes a hop-by-hop reliability 
scheme based on generating and sending multiple copies of the same data 
bitstream. An adaptive image transmission scheme is discussed in [15]. This 
scheme optimizes the image quality over a multihop network while considering 
the multihop path condition such as delay constraints and the probability of delay 
violation. 
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This category includes the end-to-end multipath transmission techniques. In this 
category, many works combine the error correcting codes and path diversification 
to provide end-to-end reliability in the multihop networks, where multiple 
transmission paths are used to increase the reliability. An efficient multipath 
transmission mechanism splits the data stream into small packets, say L packets, 
adds a number of redundancy packets using forward error correction, and 
transmits all these packets over a number of paths from source node to the BS. The 
information bitstream can be reconstructed successfully at the destination if any of 
the L transmitted packets are received. Fast algorithms to find the number of 
channel packets and the transmission paths, that optimize the reliability-energy 
cost trade-off, are proposed in [16], [17]. 
 � � � � , * . . ' � / ' (  ) � � 	 (
VSNs offer new opportunities for many promising applications compared to the 
scalar sensor networks. However, they also raise new challenges. The camera 
sensors generate huge amount of data as compared to scalar sensors. Large 
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computational and bandwidth resources are required to process this data. The 
camera nodes are generally low-power and have severe resource constraints. 
Processing and transmitting of large data by these nodes is a challenging task. The 
VSNs are unique and more challenging in many ways. The major challenges which 
are faced in the context of VSNs are resource constraints, real time performance, 
time synchronization, coverage optimization, algorithmic constraints, object 
occlusion and data reliability. All these constraints are described below.  
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A camera node requires energy to sense, process and transmit data. Generally, the 
camera nodes are powered by batteries and have limited lifetime due to the battery 
powered operation. The camera nodes generate a large amount of image data. 
Energy is required to process and communicate this data. If a node transmits raw 
data without processing or with very little processing, then more energy is 
required for communication and less energy for processing. Moreover, more the 
larger bandwidth is required to transmit this data. If more processing is performed 
on the node, then it is likely to be less data for transmission. In this case more 
energy will be required for processing and less energy for communication. Also, 
the smaller bandwidth will be sufficient to transmit this data.  The energy and 
bandwidth constraints in VSNs are severe than other types of WSN [1], [2]. The 
channel bandwidth utilization must be considered carefully in VSNS. A bandwidth 
framework is discussed in [18].  
 
The VSNs have limited energy and bandwidth resources. Therefore, it is 
impractical to transmit all the collected data. The local processing of the image data 
reduces the amount of data that needs to be communicated through the network. 
The cost involved in processing the data is significantly lower than the cost 
involved in the communication of the data. Therefore, the size of the data should 
be reduced before transmission [19]. The amount of data can be reduced by 
describing the captured events with the least amount of data. However, the visual 
data is large in size and more cost can be involved to process this data. Therefore, it 
is challenging task to decide the type of data processing involved such as 
compression, fusion, filtering. Moreover, it is challenging to decide whether this 
processing should be performed at a tier, at BS or at all of them.  
 
By integrating the camera nodes with other types of low power and low cost 
sensors, such as audio sensors, Passive InfraRed (PIR) sensors, vibration sensors, 
light sensors, the lifetime of the camera nodes can be significantly increased due to 
the minimization of the communication in the network. Such multimedia networks 
[11] usually employ a hierarchical architecture. The ultra-low power sensors (such 
as microphones, PIRs, vibration, or light sensors) continuously monitor the 
environment over long periods of time while the higher-power sensors, such as 
cameras, sleep most of the time. When the lower-power sensors detect an event 
they notify it to the higher-power sensors for further action. 
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The VSN applications generally require the data from camera nodes in real time. 
Thus, strict limits are set on the allowable delays to receive the data from camera 
nodes after demanded by the users. The most common reasons which affect the 
real time operation of camera nodes are processing time, multihop routing, 
communication time and error protection schemes. Most camera nodes contain 
embedded processors with limited processing speeds. The high speeds processors 
are avoided due to the limited energy sources of the nodes. The limited processing 
capabilities increase the time required the processing of the image data, which 
affects the real-time performance of a VSN. The multihop routing is the preferred 
data transmission method in WSNs. However, the multihop routing can increase 
the delay due to the data queuing and data processing at the intermediate nodes. 
The delay increases by increasing the number of hops on the routing path. Thus, 
the multihop routing also affects the real time performance of the VSNs. 
 
Wireless channels have many limitations such as available bandwidth, modulation 
type, data rate. All these limitations affect the real time operation. The employed 
wireless standard and the current condition of the network are also responsible for 
data delays. For example, on detecting an event the camera nodes can suddenly 
inject a lot of data in the network, which can cause data congestion which increases 
the data delays. Thus, the time required for the transmission of the data through 
the network affects the real-time performance of a VSN. The reliable transmission 
of the data is an important requirement of VSNs. The error protection schemes are 
necessary to ensure the reliable transmission of data. The error protection schemes 
ensure the reliability of data but they affect the real time data transmission through 
the network [2].  
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Many processing applications involve multiple cameras. The common examples of 
such applications are object localization and object tracking. These applications 
depend on highly synchronized camera snapshots. The image data can become 
meaningless if the information about image capture time is not available. The 
synchronization of the cameras and the development of the synchronization 
protocols is a challenging issue in the VSNs. The time synchronization protocols 
developed for WSNs [20] can also be used for the synchronization in VSNs. 
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The camera coverage algorithms ensure the minimum required coverage by 
managing the camera sensors and preserve coverage in case of a sensor failure. The 
coverage optimization of the VSNs is more complex as compared to the WSNs. 
This is because the data capture style of the camera sensors is different from 
ordinary scalar sensors and that the higher number of control parameters are 
involved. The coverage algorithms place the redundant sensor nodes to the sleep 
mode which is helpful in saving energy. It is challenging to decide that which 
nodes should be made active and which nodes should be made sleep. This decision 
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affects the network lifetime, minimum coverage assurance, connectivity and 
completion of the task at hand. Moreover, it is challenging to make these 
algorithms simple and less complex as the VSNs have processing constraints and 
energy limitations [1].  
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Most of the vision processing algorithms are developed without the consideration 
of the processing limitations. Also, many vision processing algorithms are 
developed for the single camera systems. The challenges are involved to adapt 
these existing vision processing algorithms to the resource constrained distributed 
networks of low-resolution cameras. The camera nodes in VSNs have limited 
processing capabilities and thus support light weight processing algorithms. 
However, the algorithms required to support the distributed processing of the 
image data, fusion of data from multiple sources, extraction of the features from 
multiple camera views or matching the features demand more processing power. It 
is challenging to execute these complex algorithms on the nodes with low 
processing power and energy resources [2].  
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The object occlusion occurs when a camera looses the sight of a target object due to 
the obstruction by another object. The occluding objects can be static [21] or 
dynamic. The static occluding objects can be handled easily but it is more difficult 
to handle the dynamic occluding objects. Multicamera networks provide multiple 
views of an object. Therefore, they can easily handle occlusion problems. It is 
challenging to avoid losing the tracked object, due to occlusions, when sufficient 
numbers of cameras are not available for tracking. The challenge is involved in 
designing the new sensor management policies that reduce the chances of object 
occlusion by selecting the minimum number of camera nodes which enable the 
multiple views of the target object.  
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An important requirement of the VSNs and the other network systems is the 
reliable transport of data. The retransmission of the data increases the data latency 
which affects the real time operation. The solution to the problem is to increase the 
reliability of the data. The major challenges to achieve data reliability are the 
unreliable channels, data congestion in the network and the bursty and bulky data 
traffic of the VSNs. A transport scheme to increase the data reliability is discussed 
in [22], which combines the multipath data transport and error correction. Another 
work which increases the reliability of the transmitted data over multiple paths is 
presented in [23]. The congestion control is a dominant problem in the design of 
reliable protocols for the VSNs. The network congestion can cause significant loss 
of data in the VSNs. The work to control the congestion in wireless multimedia 
networks is presented in [24]. The data reliability is increased by the concurrent 
data flow. However, it increases the transmission cost of the data. Multimedia data 
can tolerate a certain degree of loss [24]. Thus, there is a tradeoff between the 
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quality of the received data and the cost required to transmit that data.  
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Generally, the camera nodes in the VSNs are powered by the batteries. Therefore, 
the lifetime of these nodes is limited. A long lifetime is desirable as the VSNs are 
mostly installed in the remote areas and it is difficult to replace the batteries at 
remote sites. The lifetime of the energy constrained VSNs can be increased by 
reducing the energy, used for data transmission. This energy can be reduced by 
decreasing the data transmission. By decreasing the data transmission, the energy 
consumption is reduced but it decreases the QoS. This is because the quality of the 
image data and the application QoS depends on the amount of data. Thus, there is 
a tradeoff between the energy consumption and the QoS parameter in a VSN.  
 
The common applications of the VSNs include monitoring of large areas, such as 
public places, parking areas and large stores. A large area is monitored completely 
for the entire duration of a given time. To balance the energy consumption of the 
camera nodes, a common strategy is to allocate the parts of the monitored region to 
the camera nodes. A strategy, which allocates the parts of the monitored region to 
the cameras and also maximizes the battery lifetime of the camera nodes, is 
discussed in [26]. In the redundantly deployed VSNs, a subset of cameras can 
perform continuous monitoring. With the passage of time, this subset of cameras 
can be changed with the other subset of cameras. 
 
The energy consumption of the camera nodes can be reduced by the distributed 
power management of the camera nodes. Such a scheme based on the coordinated 
node wake-ups is discussed in [27]. The energy consumption of a node can be 
reduced considerably by limiting the idle periods of the nodes. The idle periods are 
the long durations when a node listens to the channel. The two important 
operating modes in the VSNs are duty-cycle mode and the event-driven mode. The 
effect of these operating modes on the lifetime of a camera node is analyzed in [29]. 
 
The lifetime of a battery-operated camera node is limited by its energy 
consumption and is determined by the hardware used and the working mode of 
the node. It can be estimated by calculating its power consumption for performing 
different tasks such as image capture, processing and transmission. Such an 
analysis is presented in [28]. The analysis describes important results, such as the 
time consumed in acquiring an image and processing that image is 2.5 times more 
than the time required for transmitting a compressed image, the energy cost for 
analyzing the image and compressing a portion of the image is about the same as 
for the compression of the full image. The transition between the states can be 
expensive in terms of time and energy.  
 
The power consumption specifications of a camera node include the power 
consumption profiles of the Central Processing Unit (CPU), radio and the camera 
in the different operational modes such as sleep, idle and working mode. As 
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discussed before, if a node transmits raw data without processing or with very 
little processing, then more energy is required for communication. The data 
transmission is expensive operation in terms of energy. The solution to this 
problem is to reduce the size of the data before transmission. The size of the data 
can be reduced by using the data compression techniques. There are a number of 
compression techniques available. To select best compression method, an analysis 
is presented in [30]. It measures the current which is consumed in different states 
such as standby, sensing, processing, connection and communication. The selected 
compression method provides good compromise between the energy consumption 
and the quality of the image.  
 
The energy consumption analysis of a camera node, when performing different 
tasks, is presented in [28] and the energy consumption analysis in different 
working modes is presented in [29]. These analyses are helpful in developing the 
effective resource management policies [2]. The analysis of the tradeoffs, between 
the energy costs for data processing and data communication, is presented in [30]. 
This analysis is helpful to choose the best vision processing techniques that 
provide the data of a certain quality and also prolong the lifetime of the camera 
node. To increase the lifetime of the camera nodes, the low-power features should 
be considered in the design of the camera nodes. 
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The objective of this thesis is to design a VSN to track the large birds such as 
golden eagle in the sky. The thesis presents a complete VSN design recipe in terms 
of node specification and camera placement for sky surveillance between the two 
given altitude limits. It discusses in detail the selection of the camera sensor for the 
bird surveillance, the focal length required for the chosen camera sensor to ensure 
the minimum resolution at the highest required altitude, the placement of the 
camera nodes to ensure the full coverage at the lowest required altitude and the 
cost required to cover a given area.  
 
As the covered area is increased, the number of nodes to cover that area is also 
increased. The desirable objective is to increase the covered area at the decreased 
cost. The optimization techniques are used to reduce the cost. The final solution is 
presented with a heterogeneous VSN. To verify the above concepts, the 
measurements are performed in the field with actual cameras nodes. The salient 
features of the thesis are described below.  
 

To develop the model of a VSN by designing the specifications of the VSN 
components such as camera sensors, lens focal lengths, placement of 
camera nodes and the cost required to cover an area. 

To decrease the cost required to cover a given area by using optimization 
techniques by dividing a given range of altitudes into a number of sub 
ranges and covering each range with an individual sub VSN. 
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To verify the minimum required resolutions by measuring at the higher 
required altitude(s) of a VSN or sub VSNs and the verification of full 
coverage above the lower required altitude(s) for a VSN or sub VSNs to 
confirm the accurate placement of the camera nodes.   
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After the current discussion on the VSNs, the remaining thesis is organized as 
follows. The chapter 2 discusses the VSN applications and the prominent 
architectures of VSNs. The chapter 3 describes the camera placement in VSNs. The 
chapter 4 introduces about the eagle surveillance. Chapter 5 discusses model 
formation for the VSN. The chapter 6 describes the cost optimization for the VSN. 
The chapter 7 describes the practical measurements of different parameters of the 
VSN. The chapter 8 summarizes the papers that are included in this thesis work. 
Finally, the chapter 9 summarizes and concludes the complete thesis work. 
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The VSNs can be deployed in a wide range of practically useful applications. This 
chapter describes some of the examples including surveillance, traffic monitoring, 
sports, environmental monitoring, Parking Space Finder (PSF) and seabird 
monitoring. A number of professional VSN platforms/prototypes are designed by 
scientists and engineers. The platforms discussed in this chapter include SensEye, 
CITRIC, MeshEye, FireFly Mosaic, WisNAP, Panoptes and Cyclops. 
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The rich sensing of the world by using the camera sensors can enable a wide range 
of applications. One application domain includes the traffic monitoring 
applications such as the congestion avoidance services that offer the traffic routing 
advice, inform about the available parking spaces etc. One application area 
includes the surveillance while the other area can be habitat and environmental 
monitoring, where the visual information can be used for direct observations. 
Additional applications include bus alert systems that inform the users when it is 
the time to leave for the bus stop, lost-and-found services that may report the most 
recent location recorded for a missing object, the family monitoring services that 
watches the children or aging people [41]. The VSNs can be deployed to monitor 
the coastal areas or the activities of the birds. They can provide the surveillance of 
the large parks, markets and public places. The following paragraphs describe 
some of the important applications of VSNs in the fields. 
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The common examples of VSNs applications in surveillance include the intrusion 
detection, healthcare, building monitoring, home security, traffic, habitat and 
environmental monitoring. These applications capture the images of the 
surroundings, which are processed for the identification, recognition and 
classification of the required objects. On the basis of the results, some 
precautionary measures are taken or some control is exercised. Because of the 
bandwidth constraints of the VSNs, these applications demand to process the 
images with the lowest possible processing and to transfer the processed images or 
the information extracted from these images with the least amount of data. The 
real time operation and the reliability of the collected data are very important 
objectives for the surveillance applications [31].  
 
A good example of the system, designed for surveillance, is iMouse. It is an 
integrated mobile surveillance and wireless sensor system. The iMouse includes 
static sensors, mobile sensors and external server. The static sensors form a WSN to 
monitor the environment. A static sensor uses a mote for the communication and 
contains a sensor board which can collect the light, sound and temperature data. 
When the output received from a sensor is greater or lower than a predefined 
threshold value, it is interpreted as an event. A number of sensor outputs can be 
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considered together to interpret a new events. For example, the unusual sound, 
light or temperature readings in a home security system are the sure signs of some 
dangerous situation. 
 
In case of some event, the mobile sensors can be moved to the event location, 
capture the images of the event and transmit them to the server. An example 
mobile sensor [32] contains a Stargate processing board, a mote for 
communication, a webcam to capture the images and an IEEE 802.11 WLAN card 
for communication. The mobility of the sensor is achieved by using a Lego car. The 
control of the car and the webcam is achieved by Stargate processing board. A user 
can interact with the system via an external server to obtain information and to 
issue the commands. The other functions of the server are to control the network, 
to interpret the events from the static sensors and to actuate the mobile sensors to 
move to the emergency site to capture the high-resolution images. The captured 
images of the site are transmitted to the server for further decisions. 
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The VSNs can be used in in traffic monitoring applications [33], [34], [35]. In 
addition to the vehicle count and speeds, the video monitoring systems can also 
provide additional information such as the vehicle classifications, travel times of 
the city links, lane changes count, rapid accelerations or decelerations of the 
vehicles, queue lengths at the urban intersections. The extra advantage of VSNs is 
that the cameras are less disruptive and less costly to install. For vision-based 
traffic surveillance systems [36], [37], the cameras can be mounted on the poles or 
other tall structures, looking down at the traffic scene. The video is captured by the 
camera nodes and is processed locally at the node. The extracted features are 
transmitted to the Central Base Station (CBS) for further processing.  
 
The processing of the collected data can be performed in three stages. First, 
segmenting the scene into individual vehicles and tracking these vehicles to refine 
and update its position and velocity in 3D coordinates. Second, the track data is 
processed to compute the local traffic parameters such as vehicle count per lane, 
average speeds and the lane change frequencies. These parameters and the track 
information, such as time stamp, vehicle type, color, shape, position, are 
transmitted to the CBS at regular intervals of time. Third, the CBS can use the 
received information for a number of tasks such as controlling the signals or other 
traffic control devices, displaying the messages etc. The CBS can also process the 
received information to compute the long-distance parameters such as the link 
times, origin and destination counts. 
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The VSNs have a number of applications in sports and gaming field [38], [39]. 
There is a common need to collect the statistics about the players or about the 
games. For example, sometimes it is required to know that how much ground is 
covered by athletes, how quickly they have moved during the game. This 
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information can be used to design more specific training to suit the individual 
players. The interactions can be studied between the individual players or for a 
team as a whole. A VSN application for sport area is presented in [38] which 
describes a system to track the football players. The input to the system is the video 
data from static cameras, with overlapping FoVs, at a football stadium. The output 
of the system is the real-time positions of the players during a match. The system 
processes the data, first on the basis of a single camera and then on the basis of 
multiple cameras. The organization of the processing is designed to achieve 
sufficient synchronization between cameras, using a request-response pattern, 
invoked by the second stage multi-camera tracker.  
 
The single-view processing includes the change detection against an adaptive 
background and image-plane tracking to improve the reliability of the 
measurements of occluded players. The multiview processing uses Kalman 
trackers to model the player position and velocity, to which the multiple 
measurements from the single-view stage are associated. The advantage of the 
underlying system over the existing single-view systems is the overall visibility of 
all the players. The dynamic occlusion problem is relieved greatly by using the 
single-view tracking with partial observations and multi-sensor tracking 
architecture. The estimate of each player position is biased automatically to the 
most accurate measurement by the closest camera and the fused measurement in 
the overlapping regions. The result is more accurate than that from an individual 
camera.  
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The VSNs have applications in the environment monitoring. The applications 
collect data about animals and the environment which can be helpful to answer 
many science questions or to solve the nature conservation issues. The data can be 
used to improve the existence or absence of a species at a site. The information can 
be used to show the arrival of an invasive species or the conservation status of rare 
species. One such application of a camera network, to survey the diversity and 
abundance of the terrestrial mammal and bird communities is presented in [40]. 
The camera network was deployed at an island for about one year duration to 
record the spatio-temporal dynamics of the animals. A sensor network was 
designed by using the distributed, motion-sensitive cameras that can collect data 
about animal populations. The camera sensors capture the images of the animals 
when they pass in front of the cameras. 
 
The camera sensor network for this application consists of a number of cameras, 
deployed on trees at some suitable heights, at the suggested locations with the help 
of a GPS unit. The camera view was maximized by aiming them in the most 
suitable direction, with the least vegetation to avoid obstructing the view. The 
cameras capture the image at the night time by using IR flashes. These flashes 
cannot be seen by animals and are helpful to avoid the animal disturbance and 
hesitation from the cameras. The data transmission is limited by the battery power, 
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needed to send the thousands of images from a remote camera. The cameras were 
deployed for about a week and then moved to the new locations to cover the 
maximum possible areas with the minimum number of cameras. A flash memory 
card is installed with each camera to store the images. The memory cards are 
replaced with new blank cards after every week and are returned to the lab where 
the images are organized in a database. The parameters such as the time, date, 
trigger event, trigger type are automatically extracted from the metadata of the 
images. The image sequences are processed to extract the required information.  
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The PSF application [41] is designed to locate and direct a driver to the available 
parking spaces, near a desired destination. The system utilizes a set of cameras 
which are connected to the IrisNet, to detect the presence of cars in parking spaces 
and update the distributed database with this high-level semantic information. The 
IrisNet is a general purpose network architecture of the multimedia sensors. The 
IrisNet provides an extensible distributed database infrastructure to store the 
sensor readings, closer to their source. The database is organized according to a 
geographic hierarchy and is divided into region, city, neighborhood, block, etc. 
This hierarchical architecture is well suitable with the application and improves 
the scalability of the distributed system.  
 
The front end of the PSF is a web based interface. The current location of a driver 
and the desired destination location are input to this front end. The query is sent to 
the IrisNet to find the information about an empty parking slot nearest to the 
destination place and the other related information about the empty slot such as if 
a permit is required, maximum hourly rate, etc. After locating the space, the front 
end uses the Yahoo Maps online service to generate driving paths to the available 
parking slot. This front end can be integrated into a car's navigation system which 
would be able to get the current location and destination directly from the system 
and then generate the driving path. If a single camera is not able to cover a 
particular parking lot, the PSF is able to use the views from multiple cameras and 
fuse them together to produce an image that covers an entire lot, before running 
the car detection routines. The detector uses the variance of pixel intensity in image 
regions to determine the occupancy of a parking space. 
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The monitoring of the wild life is important to gain knowledge about the biological 
behaviors of the animals and the birds. A VSN application to monitor the seabirds, 
in an island, is presented in [42]. The VSN is of multimodal type as it uses different 
type of sensors with the server such as IR sensors, thermometers, sound sensors 
and network cameras. The network design of the VSN is server based which 
connects all the sensor nodes, provides the storage of the sensed data, processes 
the collected data, and so on. All the data is collected on the server. There is no 
need for autonomous routing as the configuration of the sensor nodes is pre-
designed. Up to 16 sensor nodes can be connected to a server. Each sensor node 
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provides the input interfaces for analog and digital data. One sensor node can 
support up to 16 interfaces. The data is captured after intervals and is sent to the 
server. The VSN can be operated with a battery or AC power. 
 
The purpose of an IR sensor is to study the nest leaving and returning habits of the 
birds. The sensors are installed at the front of the nests. The thermometers are 
installed within nests to monitor the activity of the birds. The sound detectors are 
installed near the nests to study the singing behavior of the birds. A sound sensor 
can also detect the presence of a group of seabirds. To study the number of birds at 
a place, the camera sensors are used. The cameras capture the JPEG pictures of the 
flying seabirds. To capture an image, a threshold value is used. A threshold value 
of the singing level of the bird sounds is defined. When the input sings exceeds the 
threshold value a camera is triggered which captures the image. The captured 
images are stored on the server and can be processed later for further analysis of 
the behavior of the birds. 
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A VSN sensor device is composed of several basic components such as sensing 
unit, CPU, communication subsystem, coordination subsystem, storage unit 
(memory), and optional mobility/actuation unit. The sensing units are usually 
composed of two subunits including the sensors and Analog to Digital Converters 
(ADCs). The ADCs convert the analog signals to digital signals. The digital signals 
are processed by a CPU. A communication subsystem interfaces the device to the 
network and is composed of a transceiver. The whole system is powered by a 
power unit. The power unit can be supported by an energy scavenging unit such 
as solar cells. Several commercial products are available that can function as a VSN 
device. They differ in the amount of processing power, communication capability 
and energy consumption [43]. A summary of common platforms is described in 
following paragraphs. The platforms include SensEye, CITRIC, MeshEye, FireFly 
Mosaic, WiSNAP, Panoptes and Cyclops. 
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The SensEye [11] is a three-tier heterogeneous network of the wireless sensor 
nodes and camera sensors designed for surveillance application. The surveillance 
consists of the three tasks including object detection, recognition and tracking. The 
lowest tier contains Mote nodes [44], equipped with 900 MHz radios. The tier 
contains the low resolution camera sensors Cyclops or CMUcam. The second tier 
contains Stargate nodes [45] with a 400 MHz XScale embedded processor. The 
nodes in the tier 2 contain two radios. One radio is 802.11 which is used by Stargate 
nodes to communicate with each other. The other radio (900 MHz) is used by 
Stargate nodes to communicate with Motes in the tier 1. The third tier contains 
high resolution PTZ cameras connected to the embedded PCs. The small coverage 
gaps left by the tier 2 cameras can be filled with these cameras. These cameras 
provide additional redundancy for the tasks such as localization.  
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The design strategy of the SensEye is to employ the resource constrained, low-
power elements to perform simpler tasks and to use the more capable and high 
power elements to perform more complex tasks. It results in more efficient use of 
precious energy resources. The multi-tier network design offers many advantages 
such as low cost, high coverage. It provides a better balance of cost, coverage, 
functionality and reliability by using different elements to perform different tasks.  
 
The heterogeneous design of the SensEye optimizes the power consumption, to 
increase the network lifetime. The key to increase the lifetime is to use the energy 
resources efficiently and to save as much energy as possible. The SensEye uses 
many wise strategies to conserve power. For example, the sensing and processing 
tasks are mapped to the least powerful tier. It is assured that the tier is able to 
execute the tasks reliably and also fulfills the latency requirements of the 
application. The duty-cycle operation is implemented for the processor, radio and 
the sensor of each node. A node is wake-up only when it is required. The more 
energy consuming nodes in higher tiers are wake-up only when required by the 
lower tiers. The redundancy in the sensor coverage is utilized to save more power. 
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The CITRIC [46] is a wireless camera mote for the heterogeneous sensor networks. 
The hardware platform of this system integrates a 1.3 Mp camera, a PDA class 
frequency scalable processor, 54 MB RAM and 16 MB flash on a single device. The 
device connects to a standard sensor network mote to form a camera mote. The 
communication requirements in CITRIC are reduced by using the in-network 
processing instead of the centralized processing. The CITRIC uses the back-end 
client/server architecture to provide a user interface to the system and to support 
the centralized processing for higher-level applications. It has tighter integration of 
the components which results in more computing power and less power 
consumption. It can be employed for a wider variety of distributed pattern 
recognition applications. The applications demonstrated are image compression, 
target tracking and camera localization. 
 
The CITRIC follows the modular design technique. It separates the image 
processing from the networking hardware. It results in easy development and 
testing of various image processing and computer vision algorithms. It also 
separates the functions in the client/server back-end software architecture. The 
mote can communicate over IEEE 802.15.4 protocol and can integrate with the 
existing low-bandwidth sensor networks. The CITRIC motes are wirelessly 
networked with the gateway computers that are connected to the internet. The 
images are captured by the camera sensor and then pre pre-processing is 
performed on these images. The results are sent to the central server over the 
network for further processing. The architecture allows various clients to interact 
with different subsets of the motes and support different high-level applications. 
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The CITRIC platform consists of a camera board connected to the Tmote Sky board 
[47]. The camera board is comprised of a processor board and an image sensor 
board and uses a small number of functional blocks to minimize the size, power 
consumption and manufacturing costs. The onboard processor is a general purpose 
processor running Linux. The PXA270 is a fixed-point processor with a maximum 
speed of 624 MHz, 256 KB internal SRAM and wireless MMX coprocessor to 
accelerate the multimedia operations. The processor is voltage and frequency 
scalable for low power operation and is connected to the 64MB SDRAM for storing 
the image frames during processing and 16MB flash for storing the code. A 
microphone is connected to the system making it a multi-model system.  
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The MeshEye [7] is energy efficient smart camera mote architecture, designed for 
in-node processing. It is designed for distributed intelligent surveillance. The 
important design considerations for the MeshEye architecture are the selection of 
low power parts, use of standard interfaces and minimization of the total 
component count. The important reasons for the small component count are the 
reduced power consumption and low cost. The reduced power consumption is 
important for the surveillance applications which are using battery-powered 
camera motes. The MeshEye contains the two boards, a base board and a sensor 
board. The sensor board sits on top of the base board.  The base board comprises 
voltage regulators, microcontroller, radio, flash card and the external interface 
connectors. The sensor board contains two kilopixel imagers and the VGA camera 
module.  
 
The core of the mote architecture is the Atmel AT91SAM7S family of 
microcontrollers, which incorporates an ARM7TDMI ARM Thumb processor. This 
microcontroller family has the power-efficient 32-bit RISC architecture that can be 
clocked up to 55 MHz. This architecture is suitable to perform the low to high 
processing task in real time. The AT91SAM7S family offers up to 64 KB of SRAM 
and up to 256 KB of flash memory. It has a built-in power management controller 
which can operate the processor in different power saving modes. It can power 
down the peripherals by disabling their clock source. An internal programmable 
PLL can operate the processor core at lower clock frequencies. It has a USB 2.0 port 
and a serial interface.  
 
The mote can host up to eight kilopixel imagers and one high-resolution camera 
module. An optical mouse sensor is used for kilopixel imager. One of the kilopixel 
imagers will be used to continuously poll for the moving objects entering in its 
FoV. Once an object is detected, the stereo vision of the two kilopixel imagers is 
used to detect the size and position of the object. After determining the position, 
the microcontroller triggers the VGA camera to capture the high resolution image 
of the object. A CMOS VSA camera is used for the high-resolution image capture. 
The flash memory is used for the frame buffering and image storage. The CC2420 
transceiver, implementing IEEE 802.15.4 standard, is used for the wireless 
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connection with other motes in the network. The mote can be powered by a 
stationary power supply as well as by the two rechargeable AA batteries. 
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The FireFly Mosaic [48] is a WSN image processing framework with operating 
system, networking and image processing primitives that assist in the 
development of the distributed vision-sensing tasks. Each FireFly Mosaic wireless 
camera consists of a FireFly node [49] coupled with a CMUcam3 embedded vision 
processor [50]. The FireFly Mosaic implements an assisted living application 
capable of fusing multiple cameras with overlapping views to discover and 
monitor the daily activities in a home. The multiple cameras provide greater 
coverage of a scene and also handle object obstruction problems. The system 
automatically combines the information extracted from multiple overlapping 
cameras to recognize various regions in the house. The prototype of the system 
consists of eight embedded vision cameras, using batteries for their operation. The 
image processing is performed in a distributed network.  
 
The FireFly Mosaic hardware includes the CMUcam3 vision processing board, the 
FireFly sensor networking node and the FireFly gateway to the PC interface board. 
The hardware architecture of the CMUcam3 consists of a CMOS camera chip, a 
frame buffer and a microcontroller. The CMOS sensor used is OmniVision OV6620 
camera. The images are buffered in AL440b FIFO chip which frees the 
microcontroller from the pixel-level timing details. The processing of the image is 
performed by ARM7TDMI microcontroller which contains the 64KB of on-chip 
RAM and 128KB of flash memory.  The interface between the FireFly node and the 
CMUcam3 includes an in-circuit programming interface which can be used for 
wireless updates of the camera software over the sensor network. The CMUcam3 
also contains four built-in servo controller outputs which can be used to actuate the 
pan-tilt head.  
 
The FireFly sensor nodes contain low power 8-bit Atmega 1281 processor which is 
coupled with Chipcon CC2420 802.15.4 radio. The main processor contains the 8KB 
RAM and 128KB flash. The radio can transmit data at the rate of 250 Kbps up to 
100 meters. The FireFly nodes have a mini-SD slot for the data storage and 
hardware expansion. The FireFly boards can be interfaced with a sensor board 
which can sense multiple variables such as light, temperature, acceleration and 
audio. The communication between the CMUcam3 and the FireFly node is 
performed over the TTL serial line with various extra GPIO pins which can be used 
for signaling purposes. The FireFly node uses an unregulated 3 volts supply from 
four AA battery split voltage. The CMUcam3 steps down the 6 volts to 5 volts by 
using an onboard regulator. The internal regulator of the CMUcam3 can also be 
used to power the FireFly board from the AC power. 
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WiSNAP [51] is a MATLAB-based application platform for wireless image sensor 
networks. Its Application Program Interface (API) layer and the underlying device 
libraries facilitate the high-level algorithm and application development on the real 
image sensor and wireless mote hardware devices. WiSNAP’s open system 
architecture can be readily accommodated with virtually any type of sensor or 
mote device. The two application examples presented, the event detection and the 
node localization, demonstrate the easy deployment of the WiSNAP for efficient 
application development and emulation of the wireless image sensor networks. 
The WiSNAP consists of two APIs. One API is the Image Sensor API which enables 
the frame capturing from image sensors. The other API is the Wireless Mote API 
which provides access to the wireless motes. 
 
WiSNAP is an open-system development structure which can be extended to any 
image sensor or wireless mote. The developers can extend it for their particular 
application needs. The open architecture of the WiSNAP framework allows easy 
integration of additional APIs. For example, a separate API for sensors can be 
added to the existing application platform which can provide scalar outputs like 
temperature, pressure, acceleration or velocity. The device libraries access the low-
level control of computer hardware and peripheral interfaces by using the 
functions provided by operating systems. The APIs and libraries facilitate easy 
extension to other image sensors and wireless motes. 
 
The Agilent’s ADCM-1670 camera module is a low power, medium resolution 
image sensor suitable for the energy constrained WSNs. The Agilent’s ADNS-3060 
optical mouse sensor is suitable for the low resolution image sensor for the image 
sensor networks. The Chipcon CC2420DB IEEE 802.15.4 compliant demonstration 
board pairs an Atmel 8-bit AVR ATmega128L microcontroller [52] with a Chipcon 
CC2420 2.4 GHz IEEE 802.15.4 RF transceiver [53] which makes it a powerful 
wireless mote. The current implementation of the WiSNAP includes the device 
libraries for Agilent’s ADCM-1670 camera module [54], Agilent’s ADNS-3060 
optical mouse sensor [55] and Chipcon’s CC2420DB IEEE 802.15.4 compliant 
demonstration board [56].  
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The Panoptes [57] is a video-based sensor networking architecture. A Panoptes 
sensor node is a low-power sensor. The initial video sensor developed was an 
Applied Data Bitsy board, utilizing the Intel StrongARM 206 MHz embedded 
processor. The sensor has a Logitech 3000 USB-based video camera, 64 MB 
memory and an 802.11 based networking card. The next version of the Panoptes 
sensor was based on Crossbow Stargate platform. The reason for this shift is that 
this platform has twice the processing power than the Bitsy board and less energy 
consumption. These video sensors can capture video at a reasonable frame rate of 
greater than 15 fps. The Panoptes video sensor uses the Linux operating system. 
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The Linux is flexible to modify the parts of the system for specific applications. 
Also, it is simple to access a device with Linux than other operating systems. 
 
The video sensing functionality is split into a number of components including 
capture, compression, filtering, buffering, adaptation and streaming. A USB-based 
camera is used for video capture with Phillips Web Camera interface with video 
for Linux. To reduce the transmission cost, the video frames are compressed before 
the transmission. The data is decompressed from the USB device in the kernel 
before passing it to the user space. The priorities are used to manage the frame rate 
and frame quality. When the buffer is full, the data is discarded from the lowest 
priority layer to the highest priority layer until it is less than a critical value. The 
priority mapping can be dynamic over time. For example, a high resolution video 
may be required in an environment monitoring application during the low and 
high tides but a low quality video during the normal conditions.  
 
A scalable video surveillance system is implemented using the Panoptes video 
sensor. The system allows the video sensor to connect with the system 
automatically and allows the sensors to be controlled through the user interface. 
The video surveillance system consists of a number of components such as video 
sensor, a video aggregating node and a client interface. The video aggregation 
node stores and retrieves the video data for the video sensors and the clients. The 
video sensors employ 802.11 wireless networking to network with the aggregation 
node. To maximize the scalability of the system, a change detection filtering 
algorithm is implemented. The motion filtering identifies the events of interest and 
captures them. For low-power operation, the highest priority information is 
transferred first from the sensor. This is the case when the network is intermittent 
or the sensor will be disconnected from the network to save power. 
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The Cyclops [5] is a vision sensor for wireless sensor networks that performs local 
image capture and analysis. Cyclopes is a small camera device that bridges the gap 
between the computationally constrained wireless sensor nodes such as Motes and 
the CMOS imagers which are designed to mate with the resource-rich hosts. The 
Cyclops enables the development of new class of vision applications that span 
across the WSN. Cyclops is an electronic interface between a camera module and a 
host. It contains a micro-controller that isolates the high-speed data transfer 
requirements of the camera module from the low-speed embedded controller, 
providing the still image frames at low rates. The major components of the 
Cyclopes include an imager, a micro-controller (MCU), a complex programmable 
logic device (CPLD), SRAM and flash. The MCU is ATmega 128L [2] which 
controls the Cyclops, communicates with the host and performs the image 
inference. The MCU controls the imager, sets its parameters and instructs it to 
capture a frame. The MCU can perform local processing on the captured image to 
extract some inference. 
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The camera module is a low power Agilent ADCM-1700, containing a CMOS 
image sensor and a processor with a high quality lens. The image sensor has a 
resolution of 352×288. The camera module contains a complete image processing 
pipeline. It also implements the automatic exposure control and the automatic 
white balancing. The Cyclops needs memory for image buffering and the local 
inference processing. To increase the memory space, it uses an external high speed, 
lower power 64KB CMOS SRAM. For extended battery operation, the device 
operates from a single 2.3V to 3.6V power supply. The memory is automatically 
placed in low-power mode when it is not in use. In addition, the Cyclops has 
512KB CMOS flash programmable and erasable read only memory. The flash is 
used to permanently store the data for the functions such as template matching or 
local file storage. 
 
The CPLD provides the high speed clock, synchronization and memory control for 
image capture. The CPLD can also perform a limited amount of image processing 
at capture time such as background subtraction, frame differentiation. When CPLD 
services are not required then its clock is set to halt state to reduce the power 
consumption. The reduced power consumption of Cyclops makes it feasible for 
large scale deployment and extended lifetime. It makes the Cyclops suitable for 
particular classes of applications such as the object detection and gesture 
recognition. 
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This chapter presents an overview of existing camera placement research. After 
discussing this research, the chapter describes some limitations of the current 
research concerning the placement of cameras to cover a required area.  
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Camera sensors are used in many applications such as video surveillance, sensing 
rooms, conference rooms etc. These applications use arrays of camera sensors. The 
important issue in designing sensor arrays is the appropriate placement of the 
camera sensors for the complete coverage of a given space. The term space denotes 
a physical 2D or 3D room or area which is required to be covered by camera 
sensors array. The term coverage means that every point of a given space is sensed 
with a specified minimal resolution. The objective is to image an object in space 
with minimum resolution. The camera arrays are getting larger and larger day by 
day. This fact demands the development of efficient camera placement strategies 
[58].  
 
The problem addressing the optimal placement of multiple visual sensors in a 
required space is very important. The main goal is to use the minimum number of 
cameras to completely cover a given space. The problem also relates to optimally 
positioning and posing the camera sensors. Usually, several different types of 
cameras are available which differ in their range of views, intrinsic parameters, 
image sensor resolutions, optics and costs. An important issue is to maintain the 
required resolution while minimize the cost of a camera sensor array. One 
objective of camera placement is to determine the minimum number of camera 
sensors of a certain type as well as their positions and poses in space such that the 
maximum coverage is achieved. The other objective of camera placement is to 
determine how to achieve the minimum required coverage while minimizing the 
total cost of the sensor array when different types of camera sensors are given [58]. 
 
 The camera sensors can be mounted on mobile autonomous robots for 
surveillance purposes. The robots installed with camera sensors will be 
inexpensive as compared to the robots installed with more complex sensors such 
as lasers. A system that can control the placement of these mobile robots to collect 
the largest possible amount of information will enhance the usefulness of robots. 
The camera sensors can be used in automated assembly lines to replace the 
humans. Replacing the humans with automated systems will increase the 
production speed of the assembly line and reduce the risk of missing faulty 
products. For these systems to produce good results, it is necessary that they have 
best possible view of the products which are being monitored. The effectiveness of 
these systems is heavily dependent on their physical placement. Thus, it is 
necessary to determine optimal viewpoints for these systems [59].  
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The distributed networks provide surveillance of the environment and digitized 
battlefield. The important issue in the design of these networks is the placement of 
sensors in the surveillance zone. Several different type of sensors are available 
which can be appropriately placed for these surveillance applications. These 
sensors differ from each other in their monitoring range, detection capabilities, and 
cost. The sensors that can detect targets at longer distances are expensive. It may be 
impossible to use these sensors for a given application due to higher cost. On the 
other hand, if small range sensors are used then effective surveillance is possible 
by using a large number of such sensors. These facts dictate the need for efficient 
sensor placement strategies to minimize the cost and still be able to achieve the 
minimum required surveillance [60]. 
 
An important problem in sensor networks is to find location of a target. If the 
coverage area of a sensor is represented as a grid, then the target location is 
determined by determining the grid point in given space. For enhanced coverage, a 
large number of sensors are typically deployed in a monitoring area. If the 
coverage areas of multiple sensors overlap, they may all report a target in their 
respective zones. The precise location of the target must then be determined by 
examining the location of these sensors. In many cases, it is impossible to precisely 
locate the target. Finding the target location can be simplified if the sensors are 
placed in such a way that every grid point is covered by a unique subset of sensors. 
In this case, a set of sensors reporting a target uniquely identifies the grid location 
for the target. In this way, the trajectory of a moving target can be easily 
determined from time series data [60]. 
 
There is a close resemblance between the sensor placement problem and the guard 
placement problem addressed by the art gallery theorem [61]. The guard 
placement problem can be informally stated as determining the minimum number 
of guards required to cover the interior of an art gallery. Several variants of guard 
placement problem have been studied in the literature including mobile guards, 
exterior visibility, and polygons with holes. The sensor placement problem differs 
from guard placement problem in a way that the sensors can have different ranges 
and also that the target location identification problem requires more sensors than 
covering problem. The sensor placement problem is also closely related to the 
alarm placement problem described in [62]. It refers to the problem of placing 
alarms on the nodes of a graph G to diagnose a single fault in the system. The 
alarms are similar to the sensors in a monitoring area.  
 
A design methodology for multimedia surveillance systems is proposed in [63] 
which help a system designer to optimally select and place the sensors to 
accomplish a given task with a specified performance. The proposed design 
methodology is direction aware. It means it realizes that only the images obtained 
from a certain direction may be useful. This design methodology can be scaled to 
multiple PTZ cameras as well as motion sensors. The design strategy is proposed 
for building heterogeneous surveillance systems. 
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The problem with some of the research studies just mentioned is that the given 
area is not fully covered or the minimum required resolution is not assured in the 
given area. The concept is presented in Figure 3.1. The figure shows a room, the 
area of which is covered by a number of cameras including cam1, cam2 and cam3. 
There are some parts in the room which are not being covered. Also, there are 
some corners in the room which are being covered by a resolution which is lower 
than the minimum required resolution. Figure 3.1 is the 2D diagram of the room. 
The coverage appears to be complete at least in the FoVs of given cameras. 
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However, in the 3D image of the same room, Figure 3.2, it can be seen that this is 
not the actual case. There are some places which are not being covered by cameras’ 
FoVs. Moreover, there are focus problems in the covered space. Focus problems 
occur in the areas which are very near to the camera sensors. These areas are not 
imaged by cameras with accuracy. The research presented in this thesis ensures the 
full coverage of all the required area and also ensures the minimum required 
resolution. The research also addresses the camera focus problems.  
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Many applications require characterizing the population behaviour of endangered 
species such as eagles. This chapter starts with the discussion of the facts about 
eagles which are relevant to this research. Then the threats to the life of eagle are 
discussed. The success of the wind energy has made the deployment of larger 
wind farms possible. The chapter discusses the effects of these wind farms on eagle 
populations. The next chapter will focus on the development of a VSN model to 
monitor the golden eagles. The eagle facts described here will be used in the design 
phase of the VSN model.  
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Golden eagles are the members of bird family. The unique features of these eagles 
are their larger size, more powerful build, and heavier head and beak. To design a 
VSN model to monitor the golden eagles, it is necessary to have knowledge about 
the bird facts which are relevant to the design of the required VSN. The important 
facts of eagle which are related to the VSN model include the bird size and its 
routine flight heights. The wingspan of the bird varies from 1.8 to 2.3 m. The bird 
flies in the altitudes range from 3000 to 5000 m above the ground. The size, 
wingspan [66], speed [67] and the altitudes of flight [68] of eagle are shown in 
TABLE 4.1.  
 

TABLE 4.1. Facts about Eagle  

 Eagle parameters Golden Eagle 

Length 0.84-0.97 m 

Wingspan 1.8-2.3 m 

Flying speed 129 km/h 

Diving speed 322 km/h 

Normal Cruising altitude 3000 m 

Maximum Cruising 
Altitude 

5000 m 
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The largest populations of golden eagles in European areas are found in Alps, 
Scotland, Scandinavia and Spain. In European areas, the eagles prefer to live 
mostly in remote mountainous areas and on the lower ground. The eagle likes 
large territories with enough prey and builds the nests at the places which are free 
from human disturbance. It prefers the open country areas or the forests with a lot 
of open spaces where it can hunt. The nest is constructed either on large trees or 
cliffs. There are many threats to the existence of this beautiful bird. One major 
threat is the illegal persecution through shooting or poisoning. Sometimes, nests 
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are deliberately destroyed by game managers. There is a continuing threat from 
egg collectors in some areas. The poor habitat quality is a serious threat to the life 
of eagle. The extreme plantation or cutting of trees in eagle territories can disturb 
the habitat of this bird. There is a need to take measures to secure as well as 
increase the eagle populations. 
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The world energy crises have diverted the engineers to think on renewable energy 
sources. One of these sources is the wind energy where the wind turbines convert 
the wind energy to electrical energy. This technology is so successful that the larger 
wind farms are being built on hills, in forests and even in sea areas. However, 
these wind farms are a constant threat for the golden eagle habitat. In 2004, it was 
scientifically estimated that a total of 2,300 golden eagles have been killed by a 
large wind farm at Altamont Pass, California, in its first 23 years of operation [74]. 
These are the figures which are collected from only a single area. If the data is 
collected from other world areas as well, the figures will be alarming. This 
situation dictates the need to perform the detailed environmental studies before 
building the wind farms to estimate their effects on eagle habitat. The studies 
should be performed in the eagle breeding areas as well as the locations which are 
visited by the eagles during migration season, especially the areas where eagles 
concentrate during migration. The results of these studies must be taken into 
account before building the new wind farms. The human disturbance must be 
reduced in the areas which are close to the nests as well as the important sites 
where the eagles hunt their prey [64]. Many organizations are working to ensure 
the survival of the golden eagle such as the Forestry Commission, England, 
Scottish Natural Heritage and the Royal Society for the Protection of Birds, to 
ensure the survival of this bird [65].  
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This chapter discusses the development of a VSN model for the surveillance of the 
golden eagles in the sky. The chapter starts with a brief discussion of the 3D 
visualization of an area as covered by the VSN. The chapter also discusses the 
minimum resolution which is required to recognize an eagle flying at the higher 
altitude. Then the concepts of focal length and Angle of View (AoV) are described. 
Following this, a number of camera sensors are discussed which are used in this 
study. The development of the VSN model is presented in a number of steps. The 
steps include the camera sensor selection for the VSN, focal length calculation for 
the selected camera sensor, camera placement for the full coverage above a given 
lower altitude. To cover a given area, a number of camera nodes will work in 
collaboration with each other to track an eagle. The model will calculate the total 
number of nodes required to cover a given area. At the end of the chapter, the 
different area coverage regions are discussed.  
 � � � �  2 ' � * / ' � $ ( " * . $ M * � $  �
The 3D visualization of the coverage with a matrix of camera nodes is shown in 
Figure 5.1. The sharp tips at the bottom of the figure represent the camera nodes. A 
number of such nodes arranged in the form of a matrix will form the VSN. The 
Figure 5.1 contains two important altitude limits. One altitude limit is the dotted 
line which is called the lower altitude and is denoted by al in the figure. The other 
altitude limit is the dark surface at the top of the figure which is called the higher 
altitude and is denoted by ah in the figure. The VSN can provide the full coverage 
of an eagle between these two altitude values.  
 
The reason for the coverage to be limited at the higher altitude is the resolution of 
the eagle image on the camera sensor. The resolution is the number of pixels in the 
eagle image. The quality of an image depends on its resolution. A higher resolution 
image has better quality. An eagle flying at the lower altitudes will be captured 
with higher resolution images and vice versa. A certain minimum resolution is 
required to detect an eagle accurately. The coverage of the VSN is limited at the 
higher altitude due to the fact that above this altitude the resolution decreases 
below the minimum criterion and it is not possible to detect the eagle accurately.  
 
The reason for the coverage to be limited at the lower altitude is the distance 
between the two neighbouring monitoring nodes. It is denoted by dx on the x side 
and by dy on the y side. The lower altitude and the distance between the two 
neighbouring nodes are related with each other. As the distance between the nodes 
is decreased, the lower altitude value is also decreased and vice versa. The distance 
between the neighbouring camera nodes is adjusted such that it ensures the full 
coverage at the required lower altitude. 
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As the altitude from the cameras nodes is increased, the coverage of the area by the 
VSN is also increased. The coverage increases till the lower altitude, where it 
becomes 100%. Above the lower altitude, the overlap in the coverage is achieved 
which is useful to calculate the accurate size and exact altitude of an eagle flying in 
that area, by using the triangulation technique.  
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As discussed before the resolution is specified in terms of the number of pixels that 
an eagle contains in an image. It is expressed as the number of pixels per meter.  
The minimum resolution required to recognize an object, in an object recognition 
algorithm has been reported in the literature [69], to be about 10 pixels per meter. 
The images of an eagle object at different resolutions are shown in Figure 5.2. The 
degradation in the quality of an image with the decrease in the image resolution, as 
an eagle gradually flies towards higher altitudes, is shown in Figure 5.2. It can be 
seen that at the lowest resolution, it is almost impossible to recognize the eagle.
The figure shows that to recognize an eagle at the highest altitude of 5000 m, a 
minimum resolution of 10 pixels per meter is required. From the above study, the 
following assumptions are considered to design the VSN. 
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It is assumed that an eagle flies in a range of altitudes from 3000 to 5000 m 
above the ground. So, the value of the lower altitude, al, is 3000 m and that of 
the higher altitude, ah, is 5000 m. 
The flat topography of the ground is assumed. 
The distances between the camera nodes are dx and dy in the x and y 
directions, respectively. 
A minimum resolution of 10 pixels per meter is assumed to recognize an 
eagle at the highest altitude. 
The cameras are aligned such that the horizontal direction of the camera 
sensor is parallel to the x direction of the observed area. 
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The two important concepts related to the cameras and imaging are the focal 
length and AoV, also called the Field of View (FoV). These two concepts are 
described in the following paragraphs.  
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The focal length is the distance between a lens and the image of an object, when the 
object is infinitely far away from the lens. A lens of the long focal length is referred 
to as telephoto lens. It produces the larger sized image of a distant object at a larger 
distance from the lens. The image may cover the entire area of the sensor. A lens of 
the short focal length is referred to as wide angle lens. It produces the smaller sized 
image of a distant object at a smaller distance from the lens. The choice of the lens 
focal length for a camera depends on the size of the camera sensor used in the 
camera [70]. A model for the image formation with a lens on a camera sensor is 
shown in Figure 5.3. The small thick horizontal line is representing a lens, small 
horizontal line at the bottom of the small triangle is representing a camera sensor 
and the small vertical arrow between the camera sensor and the lens is showing the 
focal length f of the lens.  
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The AoV is defined as the angle subtended at the lens by the camera sensor when 
the lens is focused at infinity [71]. There exists an inverse relation between the focal 
length of a lens and the AoV. If a focal length is large, the AoV will be narrow and 
consequently a smaller area will be covered by the camera and vice versa. These 
concepts are shown graphically in Figure 5.4. An image sensor generally has a 
rectangular shape. If the larger side of the rectangle is defined as the horizontal side 
and the smaller side as the vertical side then the AoV can be measured from three 
different ways. It can be measured from the horizontal side, vertical side or the 
diagonal side of the sensor. The AoV shown in Figure 5.3 is measured from the 
horizontal side of the image sensor. The expression for the AoV can easily be 
derived by solving the two small right triangles at the bottom of Figure 5.3. The 
expression to calculate the AoV is given in the following equation. 

 
 {|}~ � � � ~ �}

 (5.1) 

 
where K is the sensor length in the chosen direction (horizontal, vertical or 
diagonal), is the AoV and f is the focal length of the lens. The Equation (5.1) 
shows that the longer is the focal length, the narrower is the AoV.  
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The formulation of the VSN consists of a number of steps. The first step is to select 
a suitable camera sensor for the VSN. The next step is the focal length calculation 
for the lens, to be used with this camera sensor. The camera sensor and the 
associated lens define a camera sensor node. Next, the placement of the camera 

Small f 
Large AoV 

Large f 
Small AoV 

Medium f 
Medium AoV 
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TABLE 5.1. Camera sensors used in study  

No Sensor Type 
Resolution Size (mm) 
rh rv lh lv 

1 MT9V011 VGA 640 480 3.58 2.69 
2 MT9V032 WVGA 752 480 4.51 2.88 
3 MT9M033 1.2Mp 1280 960 3.54 2.69 
4 MT9M001 1.3Mp 1280 1024 6.66 5.32 
5 MT9M032 1.6Mp 1472 1096 3.24 2.41 
6 MT9D012 2Mp 1600 1200 3.56 2.68 
7 MT9T031 3Mp 2048 1536 6.55 4.92 
8 MT9P031 5Mp 2592 1944 5.70 4.28 
9 MT9E013 8Mp 3264 2448 4.57 3.43 
10 MT9J003 10Mp 3664 2748 6.119 4.589 
11 MT9F002 14Mp 4384 3288 6.14 4.6 

 
 

nodes is finalized to form the VSN. The last step is to calculate the total number of 
nodes to cover a given area. All these design steps are described below. 
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The first step of VSN design is the selection of a suitable camera sensor. The 
diagram of a typical camera sensor is shown in Figure 5.5. A camera sensor has a 
rectangular shape with a number of parameters such as the type, model, horizontal 
length, vertical length, horizontal resolution and vertical resolution. The type 
parameter is used to recognize a camera sensor, such as 1 Mp, 2 Mp. The larger 
side of the sensor is called the horizontal length (lh), the smaller side is called the 
vertical length (lv). The number of pixels along the longer side is called the 
horizontal resolution (rh) and the number of pixels along the smaller side is called 
the vertical resolution (rv). The sensor is marketed with its model number, e.g., 
MT9V011. A number of camera sensors which will be used in this study are given 
in TABLE 5.1 along with their parameters. These parameters will be extensively 
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used in the design of the VSN. Any camera sensor can be chosen from the TABLE 
5.1 to design the VSN. 
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The next VSN design step is the calculation of the focal length of the lens to be 
used with the chosen camera sensor. The camera sensor and the lens with this focal 
length will form a monitoring node. A lens of a smaller focal length will form a low 
resolution image of a distant eagle on the selected camera sensor whereas a lens of 
a larger focal length will form a high resolution image. The focal length of the lens, 
installed with the camera sensor, is adjusted such that the combination of the 
camera sensor and the lens focal length must ensure the minimum required 
resolution of an eagle, flying at the highest altitude. 
 
Suppose the size of the eagle is assumed to be 1m x 2m, then the number of pixels 
required along the 1m side of the bird is 10. In other words, the resolution required 
for an eagle of the size 1m x 2m, flying at the higher required altitude, i.e., 5000m, 
is 10 pixels per meter. The number of the pixels occupied by an eagle on the 
camera sensor can be obtained by dividing the length of the eagle with the total 
length of the view, captured by the camera sensor on the x or y side and 
multiplying it with the total number of pixels contained by the sensor along lh or lv 
side.  
 

 �� �� �� ���� , or �� �� �� ����  (5.2) 

 
Where px and py are the number of pixels occupied by the eagle, lox and loy are the 
lengths of the object, lvx and lvy are the lengths of the views on the x side and y side, 
respectively. The rh and rv are the camera sensor parameters as described above. 
The focal length that is required to obtain the minimum number of pixels for the 
given eagle size, at the given higher altitude can be derived by the symmetry of the 
triangles in the model of Figure 5.3. The value of the focal length, f, derived is 
given below.  
 

 �� �� �� ��
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 (5.3)

 
Where ah is the highest altitude. The lh and lv are the camera sensor parameters as 
described above. By combining the equations (5.2) and (5.3), the derived equation 
for the focal length, f, which fulfils all the criteria, is given below.  
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 (5.4) 

 
Both, the selection of a camera sensor, from TABLE 5.1, and the required focal 
length, calculated by using equation (5.4), form a monitoring node. The resolution 
of an eagle, in terms of pixels per meter, at an altitude ah, can be verified for this 
node. Suppose a node is designed by using the 8 Mp camera sensor, MT9E013, to 
monitor an eagle of size 1m x 2m at an altitude of 5000 m. The focal length required 
by this camera sensor to monitor this eagle at the desired altitude is calculated by 
using equation (5.4), and is found to be 71 mm. The resolution versus altitude is 
simulated for a set of focal lengths, 51, 61, 71, 81 and 91 mm. The results are shown 
in Figure 5.6. The figure shows that the minimum lens focal length which fulfils the 
criterion of 10 pixels per meter, at the 5000 m altitude, is 71 mm. 
 
Next, the lens of 71 mm focal length is chosen for all the sensors given in TABLE 
5.1 to make the different monitoring nodes. The simulations are performed for the 
resolution versus altitude for all the nodes. The results are shown in Figure 5.7. 
From the simulation results it can be verified that only the two camera sensors, 
8 Mp and 14 Mp, are suitable to design the camera nodes with 71 mm focal length.  
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A camera sensor combined with a lens forms a monitoring node. A number of such 
nodes installed in the form of a matrix will form the final VSN. An example VSN 
developed by using the two monitoring nodes C1 and C2, is shown in Figure 5.8. 
The next step of the VSN design is to decide the placement of the monitoring nodes 
in the matrix. The placement will be finalized by calculating the distance between  
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the two neighbouring nodes. The expressions for the distances dx and dy along x 
and y direction can be calculated by solving the triangles involving the distances 
dx, dy and the lower altitude al and by placing the expression of the AoV from 
equation (5.1). The derived equations to calculate dx and dy are given below. 
 

 � ��Ë �Ì� , and � ��Ë �Ì�  (5.5) 

 
where lh and lv are the horizontal and the vertical lengths of the camera sensor, 
used for the node design, and f is the focal length of the associated lens. 
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Example 5.1  

To illustrate the coverage model of Figure 5.8, a two node network is designed in 
this example. Suppose the 10 Mp camera sensor, MT9J003, is selected for this VSN 
to monitor the eagle. The equation (5.4) is used to calculate the focal length 
required for this camera sensor to achieve a resolution of 10 pixels per meter. The 
calculated focal length is 84 mm. The equation (5.5) is used to calculate the distance 
between the camera nodes, to achieve the full coverage at the lower altitude al of 
3000 m. The distance is calculated along the x side, as the nodes are placed along 
the x axis. The value of the dx is found to be 218 m. The distances 138, 178, 218, 258 
and 298 m are chosen between the model nodes and the coverage is simulated for a 
range of altitude from 0 to 6000 m. The simulation results are shown in Figure 5.9. 
The simulation results show that for smaller distances between the camera nodes, 
the full area coverage is achieved at the lower altitudes. Also, for larger distances 
between the camera nodes, the full area coverage is achieved at the higher 
altitudes. 
 � � � � � � � � � � ²  � � � � � � ² ¼ �
The last step in the design of the VSN is to calculate the total number of nodes to 
cover a given area. The coverage model can be used to minimize the number of 
nodes needed in a deployment for the surveillance of a given area. If A is the area 
to be covered by the VSN then the equation to calculate the number of nodes n 
(cost of VSN), required to cover the given area is given below.  
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The calculated number of nodes is a good index to determine the surveillance cost 
of a given area. To cover an area of 1 km2, by using the camera sensors given in the 
TABLE 5.1, and to achieve the full coverage the altitude 3000-5000 m, the coverage 
model and the equation (5.6) are combined. The cost of the VSN for the evaluated 
optics and the camera sensors, that provides the 100% coverage at the 3000 m 
altitude is illustrated in Figure 5.10. The small black dot at the starting of a curve 
shows the minimum focal length which assures 10 pixels per meter resolution at 
the 5000 m altitude. This minimum focal length can also be calculated by using 
equation (5.4). As the focal length is increased from this minimum value, the cost 
of the network is also increased. To cover the given area of 1 km2, the focal length 
of the lens and the type of the camera sensor can be known from the simulation 
results of Figure 5.10. The distance between the nodes is calculated from equation 
(5.5) and the total number of nodes, required to cover the given area, can be 
calculated from equation (5.6) or seen from Figure 5.10. The results in Figure 5.10 
show that the camera node, using a 14 Mp camera sensor MT9F002, with the lens 
focal length of 71mm, uses the minimum cost for the surveillance of 1 km2 area. 
This combination of the camera sensor and the lens requires a total of 20 camera 
nodes for the surveillance of 1 km2 area between the altitude values of 3000 and 
5000 m. 
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The coverage of the VSN shown in Figure 5.8 can be summarized in three area 
coverage regions, Region 1, Region 2 and Region 3. These regions are shown in 
Figure 5.11. 
 � � � � � � � � � ² � �
The Region 1 starts from the altitude 0 and ends at the altitude al. The value of the 
altitude al is 3000 m. The area coverage increases from 0 to 100% as the altitude 
increases from 0 to al. The relation between the area coverage and the altitude, in 
Region1, can be expressed as follows. 
 
 �� �� ËË ��� �. ++

 (5.7) 

For /001
,  

 
where c is the coverage, a is the altitude, dx and dy are the distances along x and y 
directions, f is the focal length, lh and lv are the horizontal and vertical lengths of 
the camera sensor, respectively. Equation (5.7) shows that the coverage will be 
increased by increasing the altitude and/or the sensor area and by decreasing the 
focal length and/or the distance between the nodes. By increasing the altitude, the 
coverage will be increased but the resolution will be decreased. To overcome this 
problem, the lenses with larger focal length will be required but it will increase the 
number of camera nodes as well as the price of the VSN. Also, by decreasing the 
distance between the nodes, the number of nodes will be increased. The design 
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objective is be to achieve the full coverage with the smaller focal length and the 
larger distance between the cameras nodes. This will result in the decreased cost. 
 � � � � n � � � � ² � n
The Region 2 starts from the altitude al and ends at the altitude ah. The value of ah is 
5000 m. For the altitudes above ah, the resolution reduces to less than the minimum 
criterion. The resolution can be increased by increasing the focal length and/or the 
resolution of the camera sensor or by decreasing the camera sensor area. Region 2 
is the desired region for this surveillance application. It assures the full coverage of 
the eagle for a range of altitudes from 3000 to 5000 m. The coverage remains 
constant in this region and can be represented as follows. 
 

 ;<  (5.8) 

For => ??? .  
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The Region 3 starts from the altitude ah and continues onward. The coverage is 
zero in this region because the resolution reduces below the criterion. The coverage 
can be represented as follows. 

 
 @A  (5.9) 

For ��� .  

 
This region is useless for this surveillance application. The reason is that an eagle 
cannot be tracked in this region due to the zero coverage. 
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Chapter 5 describes the design of a VSN, for the surveillance of the golden eagle, 
between the higher altitude of 3000 m and the higher altitude of 5000 m. This 
chapter describes the design of a VSN which ensures the monitoring of an eagle in 
the altitude ranges from 500 to 5000 m, covering an area of 1km2. The surveillance 
area of the VSN is increased by increasing the higher altitude and/or decreasing 
the lower altitude. The drawback is that it increases the covered area but it also 
increases the VSN cost. The optimization techniques are used in this chapter to 
increase the covered area at the decreased cost.  
 
The costs required by each camera sensor of TABLE 5.1, to cover the given area, for 
the 10 pixels per meter resolution at the given higher altitude, are calculated by 
using equation (5.6). The costs required by all the camera sensors are given in 
TABLE 6.1. From the table it is evident that a large cost of the respective camera 
sensor is required to cover the given area. The minimum costs of 994 and 694 are 
required by the camera sensors of type 10 Mp and 14 Mp, respectively. Even these 
minimum costs are very high to design a VSN for the eagle surveillance 
application. Thus, the need arises to design the techniques to reduce the number of 
camera nodes to cover the given area.  
 
The main objective of this chapter is to reduce the cost of a VSN, required to cover 
a given area, as low as possible. This chapter will describe the techniques to reduce 
the cost to cover an area. As the 10 Mp and 14 Mp camera sensors require 
minimum cost to cover a given area, these camera sensors will be used for the 
analysis in this chapter. The results derived with these camera sensor types will be 
equally applicable to the other camera sensor types as well.  
 D R S F & � $ + $ M * � $  � I � $ � # $ & . '
The basic idea to reduce the cost required to cover a given area is splitting a given 
range of altitudes into the sub-ranges of altitudes and then covering these 
individual sub-ranges of the altitudes with sub VSNs. This technique will be 
helpful to reduce the cost required to cover a given area between the two given 
altitudes limits. The individual sub VSNs required to cover the sub-ranges of 
altitudes may use the similar or different camera sensors but the different optics. 
One sub VSN will use the optics which will be suitable for one sub-range of 
altitudes while the other sub VSN will use the optics which will be suitable for the 
other sub-range of altitudes. Thus, the combined VSN will be a heterogeneous 
VSN of the individual sub VSNs. The major task is to find the specific altitude 
points where to split a given range of altitudes. These points will be used to divide 
the given altitudes range into sub ranges, such that a minimum cost will be 
required to cover a given area, on the basis of the partitioning of the range of the 
altitudes [73].  
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TABLE 6.1. Cost for homogeneous VSN  

No Sensor Type Cost 

1 MT9V011 VGA 32553 
2 MT9V032 WVGA 27704 
3 MT9M033 1.2Mp 8139 
4 MT9M001 1.3Mp 7630 
5 MT9M032 1.6Mp 6199 
6 MT9D012 2Mp 5209 
7 MT9T031 3Mp 3179 
8 MT9P031 5Mp 1985 
9 MT9E013 8Mp 1252 
10 MT9J003 10Mp 994 
11 MT9F002 14Mp 694 

 
 D R U V ' ( $ / � $ � / G " 3 Q G N ( W ( $ � / F & � $ + $ M * � $  �
If the range of given altitudes is larger than a certain value then a higher cost is 
involved to cover this range with a homogeneous VSN. The solution to reduce this 
cost is to divide this range into sub ranges and cover these sub ranges with sub 
VSNs. In the following paragraphs the optimization techniques, to divide a VSN 
into two, three and four VSNs are presented. The values of the altitude points 
which are used to divide this range are calculated. The sub VSNs are designed by 
using these altitude points. The optical components are also calculated for each 
individual sub VSN. 
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To find the optimum altitude points to split the given altitudes range, the costs of 
the camera sensors to cover a given area are simulated against the respective 
altitude values in the given altitudes range. The cost of a camera sensor to cover a 
given area can be calculated by using the equation (5.6). Suppose the camera 
sensors of types 10 Mp and 14 Mp are chosen and the simulations for the cost are 
performed against an altitude range of 500 to 5000 m to cover an area of 1 km2. It is 
assumed that the 10 Mp camera sensor will cover the lower sub-range of altitudes. 
For this camera sensor the simulations are performed by fixing the amin value to 
500 m and the values of amax are varied from 501 to 5000 m. It is further assumed 
that the 14 Mp camera sensor will cover the higher sub-range of altitudes. For this 
camera type, the simulations are performed by fixing the value of amax to 5000 m 
and the values of amin are varied from 500 to 4999 m. During simulations, the costs 
achieved for the two camera sensor types are added and are plotted against the 
respective altitudes along with the cost plots of the individual camera sensor types. 
A resolution of 10 pixels per meter is assumed for the above simulations.  
 
The simulation results are shown in Figure 6.1. The figure shows that the two plots 
for the 10 Mp and 14 Mp camera sensors intersect at an altitude of 1445 m. It is also  
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evident that the combined cost for the two camera sensors has minimum value at 
this altitude. Also, both the camera sensors use equal cost to cover the given area at 
this altitude point, which is 83 for each camera sensor type in this case. For this 
particular case, the 1445 m altitude point is the optimum altitude point which 
provides the minimum combined cost for the two camera types. This point can be 
used as a partition point for the given altitudes range from 500 to 5000 m. By 
partitioning the given range into two ranges, the two sub-ranges of altitudes are 
obtained. The coverage of these sub ranges with the two sub VSNs, VSN1 and 
VSN2, will use the minimum cost to cover the given area. 
 
The altitude values for the first sub range will be from 500 to 1445 m. This sub-
range will be covered by a sub VSN, say VSN1, by using the 10 Mp camera sensor, 
as was assumed before. The VSN1 requires a total cost of 83 nodes to cover the 
given area as shown in the simulation results of Figure 6.1. This cost can also be 
calculated by using the equation (5.6). The focal length of the lens to be used with 
the 10 Mp camera sensor to achieve a minimum resolution of 10 pixels per meter at 
the 1445 m altitude can be calculated by using the equation (5.4), and is found to be 
24 mm. The other sub-range of altitudes is from 1445 to 5000 m. This sub-range will 
be covered by the second sub VSN, say VSN2, by using the 14 Mp camera sensor, 
as assumed before. The VSN2 requires a total of 83 nodes to cover the given area as 
shown in the simulation results of Figure 6.1. This cost can also be calculated by 
using the equation (5.6). The focal length of the lens to be used with the 14 Mp 
camera sensor, to achieve a minimum required resolution of 10 pixels per meter at 
the 5000 m altitude can be calculated by using equation (5.4), and is found to be 
70 mm. 
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The resultant VSN will be a heterogeneous network of sub VSNs, VSN1 and VSN2. 
It will be heterogeneous because of the different camera sensor types and the 
lenses of the different focal lengths used in the sub VSNs. If the same types of 
camera sensors are used for the two sub VSNs, even then the resultant VSN will be 
heterogeneous because of using the different types of optics for the two sub VSNs. 
By using this technique of partitioning the altitudes range, an area of 1km2 between 
the altitudes range from 500 to 5000 m can be covered with a total of 166 camera 
nodes. The coverage graph of the two VSNs is shown in Figure 6.2. If the altitudes 
range partitioning technique is not used and a homogeneous VSN is used to cover 
the altitudes range from 500 to 5000 m, then the homogeneous VSN using the 
10 Mp camera sensor will cost 994 nodes while the homogeneous VSN using the 
14 Mp camera sensor will cost 694 nodes.  
 
For the VSN1, the al1 and ah1 are the lower and higher altitude values, respectively. 
Similarly, for the VSN2, the al2 and ah2 are the lower and higher altitude values, 
respectively. The a12 is the optimized altitude point in the given range of altitudes. 
The VSN1 will cover the altitudes range from amin to a12. Thus, the ah1 value of the 
VSN1 will be equal to the a12 point as shown in Figure 6.3. The VSN2 will cover the 
range from a12 to amax. Thus, the al2 value of the VSN2 will be equal to the a12 point, 
as shown in Figure 6.3. The equation for the optimized altitude point a12 can be 
derived as follows. The cost for the VSN1 for the altitudes range from amin to a12 can 
be calculated by using equation (5.6). Similarly, the cost for the VSN2 for altitudes 
range from al2 to amax can be calculated. The expression for the optimized altitude 
point a12 is derived by equating the two costs and simplifying for the optimized 
point. The derived equation for this point is given below. 
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Where amin is the minimum altitude and amax is the maximum altitude of the given 
range. The s1 and s2 are equal to the multiplication of rh and rv parameters of the 
camera sensors used for VSN1 and VSN2, respectively. In this equation the first 
expression, containing the amin and amax terms, calculates the altitude value, while 

the second expression � �� �
 is related to the camera sensors. If both camera 

sensors are of similar type then this expression reduces to 1. In that case the 
equation (6.1) reduces to the following form. 
 

 + �� � �� � �� + ���  (6.2) 

 
Thus, when the camera sensors for both the sub VSNs are similar, the value of the 
optimized altitude point depends only on the values of amin and amax and is 
independent of the camera sensor types used for the VSN1 and VSN2.  
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The cost of a VSN to cover a given area can be reduced further if a given range of 
altitudes is divided into three sub-ranges and covering these individual sub-ranges  
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by using three sub VSNs. Suppose there are three sub VSNs, VSN1, VSN2 and 
VSN3, to cover the given area. For VSN1, the al1 is the lower altitude value and ah1 is 
the higher altitude value. For VSN2, the al2 is the lower altitude value and ah2 is the 
higher altitude value. Similarly, for VSN3, the al3 is the lower altitude value and ah3 
is the higher altitude value. The a13 and a23 are the two optimized altitude points in 
the given range of altitudes, as shown in Figure 6.4. The a13 is the lower optimum 
altitude value while the a23 is the higher optimum altitude. The VSN1 will cover the 
altitudes range from amin to a13. Thus, the ah1 value of VSN1 will be equal to the a13 
point as shown in Figure 6.4. The VSN2 will cover the range from a13 to a23. Thus, 
the al2 value of VSN2 will be equal to the a13 point and the ah2 value will be equal to 
the a23 point as shown in Figure 6.4. The VSN3 will cover the range from a23 to amax. 
Thus, the al3 value of VSN3 will be equal to the a23 point and the ah3 value will be 
equal to the amax point as shown in Figure 6.4. The coverage graph of the three sub 
VSNs is shown in Figure 6.5. 
 
To derive the equation for the optimum altitude point a13, the cost for the VSN1 for 
the altitudes range from amin to a13 is calculated by using equation (5.6). Similarly, 
the cost for the VSN2 for the altitudes range from a13 to a23 is calculated. The 
expression for the optimized altitude point a13 is derived by equating the two costs 
and simplifying for the optimized point a13. The derived equation for this point is 
given below. 
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Where amin, amax, s1, s2 are described above for equation (6.1). The s3 is equal to the 
multiplication of rh and rv of the camera sensor used for VSN3. 
 
To derive the equation for the optimum altitude point a23, the cost for the VSN2 for 
the altitudes range from a13 to a23 is calculated by using equation (5.6). Similarly, 
the cost for the VSN3 for the altitudes range from a23 to amax is calculated. The 
expression for the optimized altitude point a23 is derived by equating the two costs 
and simplifying for the optimized point a23. The derived equation for this point is 
given below. 
 

 
Â �Â +�+� � �� � �+ Â � �����  (6.4)

 
Where amin, amax, s1, s2 and s3 are as described above for equations (6.1) and (6.3).  
 
In equations (6.3) and (6.4), the first expression, containing the amin and amax, 
calculates the altitude value, while the second expression containing the s1, s2 and 
s3 is related to the camera sensor types used for the VSN1, VSN2 and VSN3, 
respectively. If similar cameras are used for all the three sub VSNs, then this 
expression reduces to 1 and the equations (6.3) and (6.4) reduce to the following 
equations. 
 

 Â �� � �+� � �� Â ���  (6.5) 

 Â �+� � �� � �+ Â ���  (6.6) 
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Thus, when similar camera types are used for all the three VSNs, the values of the 
optimum altitude points no longer depend on the camera sensor types used for the 
VSN1, VSN2 and VSN3 and depend only on the amin and amax values. 
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Suppose a given range of altitudes is divided into the four sub-ranges and the 
individual sub-ranges are covered by using the four sub VSNs, VSN1, VSN2, VSN3 
and VSN4, to cover a given area. For VSN1, the al1 is the lower altitude value and 
the ah1 is the higher altitude value. For VSN2, the al2 is the lower altitude value and 
the ah2 is the higher altitude value. For VSN3, the al3 is the lower altitude value and 
the ah3 is the higher altitude value. Similarly, For VSN4, the al4 is the lower altitude 
value and the ah4 is the higher altitude value. The a14, a24 and a34 are the optimized 
altitude points in the given range of altitudes, as shown in Figure 6.6. The a14 is the 
lower optimum point, a24 is the middle optimum point and the a34 is the higher 
optimum point.  
 
The VSN1 will cover the altitudes range from amin to a14. Thus, the al1 value of VSN1 
will be equal to the amin and the ah1 value will be equal to the a14 point as shown in 
Figure 6.6. The VSN2 will cover the range from a14 to a24. Thus, the al2 value of VSN2 
will be equal to the a14 point and the ah2 value will be equal to the a24 point. The 
VSN3 will cover the range from a24 to a34. Thus, the al3 value of VSN3 will be equal 
to the a24 point and the ah3 value will be equal to the a34. The VSN4 will cover the 
range from a34 to amax. Thus, the al4 value of VSN4 will be equal to the a34 point and 
the ah3 value will be equal to the amax. The coverage graph of four sub VSNs is 
shown in Figure 6.7. 
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To derive the equation for the optimum altitude point a14, the cost for the VSN1 for 
the altitudes range from amin to a14 and the cost for the VSN2 for the altitudes range 
from a14 to a24 are calculated by using equation (5.6). The expression for the 
optimized altitude point a14 is derived by equating the two costs and simplifying 
for the optimized point a14. The derived equation for this point is given below. 
 

 
Ö ×ÖØÙ ××Ú Û ÜØÚ Ý Þ× Ö ß ààà ààááá  (6.7) 

Where amin, amax, s1, s2 and s3 are as described above for equation (6.4). The s4 is 
equal to the multiplication of rh and rv of the camera sensor used for VSN4.  
 
To derive the equation for the optimum altitude point a24, the cost for the VSN2 for 
the altitudes range from a14 to a24 and the cost for the VSN3 for the altitudes range 
from a24 to a34 are calculated by using equation (5.6). The expression for the 
optimized altitude point a24 is derived by equating the two costs and simplifying 
for the optimized point a24. The derived equation for this point is given below. 
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Where amin, amax, s1, s2 and s3 and s4 are as described above.  
 



� ë

To derive the equation for the optimum altitude point a34, the cost for the VSN3 for 
the altitudes range from a24 to a34 and the cost for the VSN4 for the altitudes range 
from a34 to amax are calculated by using equation (5.6). The expression for the 
optimized altitude point a34 is derived by equating the two costs and simplifying 
for the optimized point a34. The derived equation for this point is given below. 
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Where amin, amax, s1, s2 and s3 and s4 are as described above. 
 
In equations (6.7), (6.8) and (6.9), the first expression, containing amin and amax, 
calculates the altitude value, while the second expression containing s1, s2, s3 and s4 
is related to the camera sensor types. If similar cameras are used for all the four sub 
VSNs, then these expressions reduce to 1 and the equations (6.7), (6.8) and (6.9) 
reduce to the following equations. 
 

 í �� � �Â� � �� í Ã ���  (6.10) 

 + �� � �+ í î ï ð ����  (6.11) 

 í �Â� � �� � �Â í ���  (6.12) 

Thus, when similar camera types are used for all the four sub VSNs, the values of 
the optimum altitude points become independent of the camera sensor types used 
to design the sub VSNs and depend only on the values of amin and amax. 
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The next design task is to decide that how many partitions will be suitable for a 
given range of altitudes that will required the minimum cost to cover a given area. 
The following paragraphs will describe the procedure to decide for one, two, three 
of partitions to cover a given area.  
 
Suppose a range of altitudes with lower altitude amin1 and higher altitude amax. 
Suppose the given range of altitudes is divided into two sub-ranges with the a12 as 
the optimum point for this division. To make a decision whether to cover the given 
range with one homogeneous VSN or two sub VSNs, the cost to cover the given 
range with one VSN from amin1 to amax is calculated. Also, the cost to cover the given 
range with the two sub VSNs, from amin1 to a12 and from a12 to amax is calculated. The 
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minimum criterion is that the two costs are equal. The above two costs are 
equalized and solved for the value of amin1. The derived value of amin1, when s1 is 
used to design the sub VSN1 and s2 is used to design the sub VSN2, is given below. 
 

 �+� � ��� � � ÿ ����  (6.13) 

The first term in this equation is used to calculate the altitude value while the 

second term ����
is related to the sensors. If the camera sensors used to design 

both the sub VSNs, VSN1 and VSN2, are of the same type, then the ����
 term 

reduces to 1 and the equation (6.13) reduces to the following form.  
 

 �� � ��� � 	 

  (6.14) 

 
The amin1 value can be used to verify whether the given range of altitude is feasible 
to cover with one partition to divide the given range into more segments. If a given 
amin value is higher than the amin1 then the one partition will use the minimum cost 
to cover the given altitudes range.  
 
After deciding the lower limit for the one partition case, the limit for the two 
partitions is calculated. Suppose a range of altitudes with the lower altitude amin2 
and the higher altitude amax. Suppose the given range of altitudes is divided into 
three sub-ranges with a13, a23 are the optimum points for this division. To make a 
decision to cover the given range with two or three sub VSNs, the cost to cover the 
given range with two sub VSNs, from amin2 to a12 with sensor s1 and from a12 to amax 
with sensor s2 is calculated. Also, the cost to cover the given range with three sub 
VSNs, from amin to a13 with sensor s1, from a13 to a23 with sensor s2, and from a23 to 
amax with sensor s3 is calculated. The minimum criterion is that the two costs are 
equal. The above two costs are equalized and solved for the value of amin2. The 
derived value of the amin2 is given below. 
 

 +�Â� � �Â Â+� � � �ÿ �� ���  (6.15) 
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The first term in equation (6.15) is used to calculate the altitude value while the 

second term +� Â �� �
is related to the camera sensor types. If the camera sensors 

used to design the sub VSNS, VSN1, VSN2 and VSN3, are of the same type, then the +� Â �� �
 term reduces to 1 and the equation (6.15) is reduced to the following form. 

 

 � � �Â Â+� � � �ÿ ��  (6.16) 

 
The amin2 is the lower limit for the two partitions. If the value of a given amin is 
higher than the value of amin2, then two partitions will be a feasible solution to 
cover the given ranges of altitude. If the value of the given amin is lower than amin2 
then more than two partitions will give better solution. 
 
After deciding the limit for the two partition case, the lower limit for the three 
partitions is calculated. Suppose a range of altitudes with lower altitude amin3 and 
higher altitude amax. Suppose the given range of altitudes is divided into four sub-
ranges with a14, a24, and a34 as the optimum points for this division. To make a 
decision to cover the given range with three sub VSNs or four sub VSNs, the cost 
to cover the given range with three sub VSNs, from amin3 to a13 with camera sensor 
s1, from a13 to a23 with camera sensor s2, and from a23 to amax with camera sensor s3 is 
calculated. Also, the cost to cover the given range with four sub VSNs, from amin to 
a14 with camera sensor s1, from a14 to a24 with camera sensor s2, from a24 to a34 with 
camera sensor s3, and from a34 to amax with camera sensor s4 is calculated. The 
minimum criterion is that the two costs are equal. The above two costs are 
equalized and solved for the value of amin3. The derived value of amin3 is given 
below. 
 

 Â+� íí� � ���Â� � � � ��� ����  (6.17) 

The first term in equation (6.17) is used to calculate the altitude value while the 

second term ��� �� ��� ��
is related to the camera sensors. If the camera sensors 

used to design the sub VSNs, VSN1, VSN2, VSN3 and VSN4, are of the same type, 

then the ��� �� ��� ��
 term reduces to 1 and the equation (6.17) is reduced to the 

following form. 
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The amin3 is the limit for the three partitions. If the value of a given amin is higher 
than the value of amin3, then the three partitions will be a feasible solution to cover 
the given ranges of altitude. If the value of the given amin is lower than amin3 then 
more than three partitions will give better solution. The costs for one, two, three 
and four sub partitions are calculated for a range of altitudes from 500 to 3000 m 
against the maximum altitude of 5000 m as shown in TABLE 6.2. The validity of 
the results is evident from TABLE 6.2. 
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The optimization techniques developed above for two, three, and four sub VSNs 
can be used to minimize the cost to cover a given area for a given range of 
altitudes. These techniques are applied to calculate the costs for various ranges of 
altitudes by using one, two, three and four sub VSNs and the results are shown in 
TABLE 6.2. The minimum cost is achieved when the camera sensor used for all the 
sub VSNs is 14 Mp. So, all the results given in TABLE 6.2 are calculated on the 
basis of the 14 Mp camera sensor. 
 
The first altitudes range selected is from 3000 to 5000 m, where the value for amin is 
3000 m and for amax is 5000 m. By using equation (6.16), the amin1 value obtained is 
2500 m. As the value of amin is higher than the amin1 value, the best design is to cover 
this range with a homogeneous VSN, without partitioning the given range. The 
minimum possible cost obtained is 20 by using the homogeneous VSN, as shown 
in TABLE 6.2. As the given altitudes range is not divided into sub ranges, 0% 
reduction in cost is obtained, as shown in TABLE 6.3. The focal length of the lens 
required to be used with the selected camera sensor to design this VSN is 
calculated by using equation (5.4) and is found to be 70 mm. 
 
The second altitudes range selected is from 2500 to 5000 m, where the value for amin 
is 2500 m and for amax is 5000 m. By using equation (6.16), the amin1 value obtained is 
2500 m. As the value of amin is higher than the amin1 value, the best design is to cover 
this range with a homogeneous VSN, without partitioning the given range. The 
minimum possible cost obtained is 28 by using homogeneous VSN as shown in 
TABLE 6.2. As the given altitudes range is not divided into sub ranges, 0% 
reduction in cost is obtained, as shown in TABLE 6.3. The focal length of the lens 
required to be used with the selected camera sensor to design this VSN is 
calculated by using equation (5.4) and is found to be 70 mm. 
 
The third altitudes range selected is from 2000 to 5000 m, where the value for amin is 
2000 m and for amax is 5000 m. By using the equation (6.16), the amin1 value obtained  
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TABLE 6.2. Cost for different altitudes  

Range 1 VSN 2VSN 3VSN 4VSN 

3000-5000 20 23 29 36 

2900-5000 20 23 30 36 

2800-5000 22 24 31 37 

2700-5000 23 25 31 38 

2600-5000 25 26 32 38 

2500-5000 28 28 33 39 

2400-5000 30 29 34 40 

2300-5000 33 30 35 41 

2200-5000 36 31 36 42 

2100-5000 39 33 37 43 

2000-5000 44 36 38 44 

1900-5000 48 37 39 45 

1800-5000 53 38 41 46 

1700-5000 60 41 43 47 

1600-5000 68 43 44 49 

1500-5000 78 48 48 50 

1400-5000 88 49 48 52 

1300-5000 102 54 51 54 

1200-5000 120 58 54 56 

1100-5000 143 63 57 59 

1000-5000 174 70 63 64 

900-5000 214 77 65 65 

800-5000 271 87 71 70 

700-5000 353 99 77 74 

600-5000 481 115 85 80 

500-5000 694 140 99 88 

 
 

TABLE 6.3. Cost for different sub VSNs  

No. Altitudes 1-Cam 2-Cam 3-Cam 4-Cam 

1 3000-5000 20 - - - 

2 2500-5000 28 - - - 

3 2000-5000 44 36 - - 

4 1500-5000 78 48 - - 

5 1000-5000 174 70 63 - 

6 500-5000 694 140 99 88 
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is 2500 m. As the value of amin is lower than the amin1 value, the homogeneous VSN 
is not suitable for this range of altitudes. By using the equation (6.17), the amin2 
value obtained is 1481 m. As the value of amin is higher than the amin2 value, the best 
design is to cover this range by using two partitions and cover this range with two 
sub VSNs, VSN1 and VSN2. The optimum point, a12, to divide the range of altitudes 
can be calculated by using equation (6.1) or (6.2). The value of a12 is found to be 
3162 m, which will divide the given range into two sub ranges. The altitude range 
from 2000 to 3162 m will be covered by VSN1 while the altitude range from 3162 to 
5000 m will be covered by VSN2. The cost required by the VSN1 and VSN2 is 
calculated by using equation (5.6) and is 18 for each sub VSN. The combined cost 
by the two sub VSNs is 36. If the given range is covered by a homogeneous VSN, 
the cost required will be 44, as shown in TABLE 6.2. By using the optimization, 
18% reduction in cost is obtained as shown in TABLE 6.3. The focal lengths of the 
lenses required to be used with the camera sensors selected for both the sub VSNs 
are calculated by using equation (5.4) and are found to be 45 mm for VSN1 and 70 
mm for VSN2. 
 
The fourth altitudes range selected is from 1500 to 5000 m, where the value for amin 
is 1500 m and for amax is 5000 m. By using equation (6.17), the amin2 value obtained is 
1481 m. As the value of amin is higher than the amin2 value, the best design is to cover 
this range by using two partitions and cover this range with two sub VSNs, VSN1 
and VSN2. The optimum point, a12, to divide the range of altitudes can be 
calculated by using equation (6.1) or (6.2). The value of a12 is found to be 2738 m, 
which will divide the given range into two sub ranges. The altitude range from 
1500 to 2738 m will be covered by VSN1. The altitude range from 2738 to 5000 m 
will be covered by VSN2. The cost required by VSN1 and VSN2 is calculated by 
using equation (5.6) and is 24 for each sub VSN. The combined cost by the two sub 
VSNs is 48. If the given range is covered by homogeneous VSN, the cost required 
will be 78, as shown in TABLE 6.2. By using the optimization, 38% reduction in the 
cost is obtained as shown in TABLE 6.3. The focal lengths of the lenses required to 
be used with the camera sensors selected for both the sub VSNs are calculated by 
using equation (5.4) and are found to be 39 mm for VSN1 and 70 mm for VSN2. 
 
The fifth altitudes range selected is from 1000 to 5000 m, where the value for amin is 
1000 m and for amax is 5000 m. By using the equation (6.17), the amin2 value obtained 
is 1481 m. As the value of amin is lower than the amin2 value, the two partitions are 
not suitable for this range of altitude as they will use more cost to cover this range 
of altitudes. By using the equation (6.18), the amin3 value obtained is 890 m. As the 
value of amin is higher than the amin3 value, the best design is to cover this range by 
using three partitions and cover this range with three sub VSNs, VSN1, VSN2 and 
VSN3. The two optimum points, a13 and a23 to divide the range of altitudes can be 
calculated by using equations (6.3) and (6.4) or from equations (6.5) and (6.6). The 
value of a13 is found to be 1709 m and the value of a23 is found to be 2924 m. These 
values will divide the given range into three sub ranges. The altitudes range from 
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1000 to 1709 m will be covered by VSN1, the altitudes range from 1709 to 2924 m 
will be covered by VSN2 and the altitudes range from 2924 to 5000 m will be 
covered by VSN3. The cost required by VSN1, VSN2, and VSN3 is calculated by 
using equation (5.6) and is 21 for each sub VSN. The combined cost by the three 
sub VSNs is 63. If the given range is covered by homogeneous VSN, the cost 
required will be 174. If the given range is covered by two sub VSNs, the cost 
required will be 70 as shown in TABLE 6.2. By using the optimization, 63% 
reduction in cost is obtained as shown in TABLE 6.3. The focal lengths of the lenses 
required to be used with the camera sensors selected for the three sub VSNs are 
calculated by using equation (5.4) and are found to be 24 mm for VSN1, 41 mm for 
VSN2 and 70 mm for VSN3. 
 
The last altitudes range selected is from 500 to 5000 m, where the value for amin is 
500 m and for amax is 5000 m. By using the equation (6.18), the amin3 value obtained is 
890 m. As the value of amin is lower than the amin2 value, the three partitions are not 
suitable for this range of altitude as they will use more cost to cover this range of 
altitudes. The best design is to cover this range by using four partitions and cover 
this range with four sub VSNs, VSN1, VSN2, VSN3 and VSN4. The three optimum 
points, a14, a24 and a34 to divide the given range of altitudes can be calculated by 
using equations (6.7), (6.8) and (6.9) or from equations (6.11), (6.12) and (6.13). The 
values of a14, a24 and a34 are found to be 889, 1581 and 2812 m, respectively. These 
values will divide the given range into four sub ranges. The altitudes range from 
500 to 889 m will be covered by the VSN1, the altitude range from 889 to 1581 m 
will be covered by the VSN2, the altitude range from 1581 to 2812 m will be 
covered by the VSN3, and the altitude range from 2812 to 5000 m will be covered 
by VSN4. The cost required by the VSN1, VSN2, VSN3, and VSN4 is calculated by 
using equation (5.6) and is 22 for each sub VSN. The combined cost by the four 
VSNs is 88. If the given range is covered by the homogeneous VSN the cost 
required will be 694, if the given range is covered by the two sub VSNs the cost 
required will be 140 and if the given range is covered by the three sub VSNs the 
cost required will be 99 as shown in TABLE 6.2. By using optimization, 87% 
reduction in cost is obtained as shown in TABLE 6.3. The focal lengths of the lenses 
required to be used with the camera sensors selected for four sub VSNs are 
calculated by using equation (5.4) and are found to be 13 mm for VSN1, 22 mm for 
VSN2, 39 mm for VSN3 and 70 mm for VSN4. 
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The percent reduction in the cost for different ranges of altitudes is calculated and 
is shown in TABLE 6.4. In case of altitudes range from 3000 to 5000 m and from 
2500 to 5000 m, only homogeneous VSN is feasible. The costs for the homogeneous 
VSNs from 3000 to 5000 and from 2500 to 5000 are 20 and 28, respectively. In case 
of altitudes range from 2000 to 5000 m, the cost for the homogeneous VSN is 44. By  
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TABLE 6.4. Percent cost reduction  

No. 
Altitudes 

(m) 

Single VSN 

Optimization 

Multi VSN 

Optimization 

Reduction  

(%) 

1 3000-5000 20 24 0 

2 2500-5000 28 28 0 

3 2000-5000 44 36 18 

4 1500-5000 78 48 38 

5 1000-5000 174 63 63 

6 500-5000 694 88 87 

 
 

using optimization, the cost reduces to 36, which is 18% reduction in cost. In case 
of altitudes range from 1500 to 5000 m, the cost for homogeneous VSN is 78. By 
using optimization, the cost reduces to 48, which is 38% reduction in cost. In case 
of altitudes range from 1000 to 5000 m, the cost for homogeneous VSN is 174. By 
using optimization, the cost reduces to 63, which is 63% reduction in cost. In case 
of altitudes range from 500 to 5000 m, the cost for homogeneous VSN is 694. By 
using optimization, the cost reduces to 88, which is 87% reduction in cost.  
 
The optimization techniques give best results when a given range of altitudes is 
large, i.e., when there is a larger gap between amin and amax. A large range of 
altitudes for monitoring is desirable because a larger area can be tracked. The 
homogeneous VSN design gives worst results for large altitudes range while the 
optimization techniques give best results for large altitudes range. The 
optimization techniques are very promising to reduce the cost of a VSN. The 
reduced cost is always desirable as it reduces the price for a VSN design, the 
management overhead, the communication overhead and the energy requirements 
for a VSN. 
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A VSN model was developed in chapter 5 for the eagle tracking application. The 
optimization techniques were used to reduce the cost of the VSN model to cover a 
given area between the two altitude limits. This chapter implements the real VSNs 
by using the design techniques presented in chapters 5 and 6. The critical VSN 
parameters are measured to verify the VSN models presented in the previous 
chapters. There are two critical parameters in a given VSN. The first parameter is 
the coverage above a given lower altitude and the second parameter is the 
minimum resolution at a given higher altitude. When both of these parameters are 
satisfied then it is verified that the complete VSN model will cover each and every 
point in a given area, between the give lower and higher altitudes.  Thus, the first 
main objective of this chapter is to measure the coverage of a VSN above a given 
lower altitude and verify it whether it is 100% or not. The second main objective of 
this chapter is to measure the resolution of the VSN at a given higher altitude and to 
verify that whether it is fulfilling the minimum required criterion. Two VSN models 
will be discussed in this chapter. The first model is a homogeneous VSN and the 
second model is a heterogeneous VSN.  
  ! " # $ % & ' ( ) ' * % * + , - * . ' / . % 0 1 * 2 3 4 5 % , 1 6 * ,
A monitoring node of a VSN is formed by a camera sensor and a lens of suitable 
focal length. The cameras and the lenses used for the implementation of the VSNs 
are shown in Figure 7.1. The first camera sensor selected for the VSN design is a 
5 Mp sensor. The camera model UI-5480CP-M from UEye is using this camera 
sensor. The actual image sensor chip used in this camera is the Aptina image sensor 
having model number MT9P031STM. The horizontal length (lh) of this chip is 
5.632 mm while the vertical length (lv) is 4.224 mm. The chip resolution along the 
horizontal side (rh) is 2560 while along the vertical side (rv) is 1920. These 
parameters are given in TABLE 7.1. The power is applied to the camera module via 
Hirose connector. The data is received from this camera with Ethernet link.  
 
The second camera sensor selected for the VSN design is a WVGA type. The camera 
model UI-1220SE-M from UEye is using this camera sensor. The actual image sensor 
chip used in this camera is the Aptina image sensor having model number 
MT9V032STM. The horizontal length (lh) of this chip is 4.512 mm while the vertical 
length (lv) is 4.880 mm. The chip resolution along the horizontal side (rh) is 752 while 
along the vertical side (rv) is 480. These parameters are given in TABLE 7.1. The 
camera has a USB interface, which is used to receive data as well as supplying the 
power to the camera. 
 
The lenses of the fixed focal lengths, 8.5 mm and 12 mm, from Edmund Optics are 
selected for the VSN design. A lens of the variable focal length, in the range from 
8 mm to 48 mm, from Pentax is also used for the VSN. All these lenses are shown in  



« ë

 ¬  ® ¯ ° ± Õ ³ 7 ³ É Ë 8 ± ° Ë ¹ Ë ¸ ½ 9 ± ¸ ¹ ± ¹ ¯ ¹ ± ½ Í · ° 8 ± Ë ¹ ¯ ° ± 8 ± ¸ ¶ ¹ ³
 

TABLE 7.1. Camera sensors parameters  : ; < = > : ? @ A B C D E ? : : ? @ F B C G E ? :H I J K L M J N O P QR S L T U V W X X Y T L Z W X XR [ Y T W W Y X X W T \ \ ] X X^ S W L U ] _ L W^ [ Z ` W ] Y \ ]
 
 

Figure 7.1. The remaining part of this chapter discusses the two VSNs, the 
homogeneous VSN and the heterogeneous VSN.  
  ! a # $ % b ' ( ' 6 % * % ' c , 2 3 4
A homogeneous VSN is implemented by using 5 Mp camera sensors. An eagle of 
size (1.08x0.54) cm, shown in Figure 7.2, is used to perform the measurements for 
this VSN.  The higher monitoring altitude, ah, for this VSN is assumed to be 293 cm.  
To monitor the given eagle with the given sensor at the given higher altitude, the 
focal length which ensures the minimum required resolution of 10 pixels per meter 
is calculated by using equation (5.4) and is found to be 12 mm. A lens of fixed focal 
length of 12 mm is used for this design. The selected camera and lens form a 
monitoring node. A laptop machine is used with this monitoring node as data 
storage and analysis platform. The monitoring node is connected to the laptop by 
using CAT 6 Ethernet cable. The Hirose 6 pin connector supplies the power to the 
camera module. The power is supplied to the camera module and the laptop by a 
12 volt rechargeable battery. The camera is connected to the laptop by using an 
Ethernet cable as client while the laptop is used as a server. All this setup forms a 
complete standalone monitoring node and is shown in Figure 7.3. Two such nodes 
are used to design this homogeneous VSN. The images of the eagle are captured by  
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using the UEye Cockpit software, which is the camera interface to capture the 
images/videos or to change the camera controlling parameters. 
 
The lower altitude, al, where the full coverage is required is assumed to be 176 cm. 
This value of the lower altitude is about 60% of the higher altitude value and is 
selected just for demonstration purpose. To achieve the full coverage at this lower 
altitude, the distance between the two nodes along x direction is calculated by using 
equation (5.5) and is found to be 82.5 cm. The AoV of the 5 Mp camera sensor with 
the 12 mm focal length is calculated by using equation (5.1). The value of the AoV 
obtained is 26.40. 
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The coverage model of the homogeneous VSN, based on all the above specifications 
is shown in Figure 7.4. The cam1 and cam2 represent the two monitoring nodes. The 
VSN model shows the five horizontal lines A, B, C, D and E. These lines represent 
the specific altitude values. The line A represents the ground surface and the 
monitoring nodes will be installed on this line. The line B represents the altitude 
value, which is below the lower altitude value where the full coverage is required. 
The coverage on the line B will be less than 100 %. The coverage will be measured 
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on this line to show this fact. The line C is the required lower altitude where the full 
coverage is required. The coverage will be measured on this line, to verify whether 
it is 100% or not. The line D is an altitude value where the overlap in the coverage is 
verified. The line E is the higher altitude value where minimum required resolution 
is verified.  
 
The line A contains four points A1, A2, A3 and A4. The two monitoring nodes will be 
placed on A2 and A3 points. The line B contains six points B1, B2, B3, B4, B5 and B6. 
The coverage will be achieved between the points B2 - B3 and B4 - B5 points. The line 
C contains five points C1, C2, C3, C4 and C5. The coverage will be achieved between 
the C2 - C4 points. The line D contains six points D1, D2, D3, D4, D5 and D6. The 
coverage will be achieved between the D2 - D5 points. The line E contains four 
points E1, E2, E3 and E4. The coverage will be achieved between the E1 - E4 points. 
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To measure the coverages on the altitude lines A, B, C, D and E, the exact altitude 
values of these lines are required. The line A represents the ground plane so it is at 
the 0 cm altitude. The line C represents the lower altitude, so it at the 176 cm 
altitude from the line A, as discussed before. The line E represents the higher 
altitude, so it is at the 293 cm altitude above the ground. The line B is chosen 55 cm 
below the line C, so it is at the 121 cm altitude above the ground. The line D is 
chosen 55 cm above the line D, so it is at the 231 cm altitude above the ground. All 
these altitudes are summarized in Figure 7.5. 
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To measure the coverages on the altitude lines A, B, C, D and E, the exact values of 
the points on the respective altitude lines are required. The value of a given point on 
a given altitude line is calculated from the left edge of the line. For example, the 
distance of the point A2 from the point A1 can be calculated by solving the triangle 
E1A1A2 in Figure 7.4. The distance of the point A2 from A1 is calculated and is found 
to be 68.75 cm. The distance between the points A2 and A3 is the dx which is 82.5 cm, 
as calculated before. Thus, the distance of the point A3 from point A1 is 151.25 cm. 
The distance of point A4 from A1 is 220 cm. Similarly, the distances of all the points 
on all other lines are calculated. The distances of the points B2, B3, B4, B5 and B6 from 
B1 are 40.3, 97.1, 122.9, 179.7 and 220 cm, respectively. The distances of the points C2, 
C3, C4, and C5 from C1 are 27.5, 110, 192.5 and 220 cm, respectively. The distances of 
the points D2, D3, D4, D5 and D6 from D1 are 14.5, 97.1, 123, 205.4 and 220 cm, 
respectively. The distances of the points E2, E3 and E4, from E1 are 82.5, 137.5 and 220 
cm, respectively. The values of all these points are given in TABLE 7.2. 
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After designing the homogeneous VSN model, finding the altitude values of all the 
horizontal lines and the values of points on the respective lines, the actual VSN will 
be installed and measurements will be performed to verify the typical parameters as 
discussed before. To measure all the distances, a scale of about 240 cm long is made 
on a long strip of paper. The markings on the scale are marked after every 5 cm. The 
scale is glued on a wall in a room. 
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The measurements are performed at the line B to verify the coverage between the 
points B2 (40.3 cm) - B3 (97.1 cm) and B4 (122.9 cm) - B5 (179.7 cm). The line B has an 
altitude of 121 cm from the line A. To perform the measurements, the wall is treated 
as the line B. A 220 cm long line is drawn parallel to the wall at a distance of 121 cm 
from the wall, which is treated as the line A. The monitoring nodes are fixed on this 
line at the points A2 (68.75 cm) and A3 (151.25 cm), facing towards the wall such that 
the lenses axes are perpendicular to the wall. The complete setup is shown in Figure 
7.6. Next, the images of the wall are captured where the measuring strip is attached 
by using the camera interface software. The images captured by the monitoring 
nodes 1 and 2 are shown in Figure 7.7 and Figure 7.8, respectively. The analysis of 
the captured images is performed in the next paragraphs to measure the coverages 
of the monitoring nodes.   
 
The measurements in Figure 7.7 show that a total of 225 pixels represent a 5 cm 
distance. There are about 214 pixels from the left edge of the figure to the 45 cm 
point, representing about a distance of 4.75 cm long. Thus, the B2 point has a value 
of 40.25 cm. Similarly, there are about 112 pixels from the right edge of the figure to 
the 95 cm point, representing about a distance of 2.49 cm long. Thus, the B3 point 
has a value of 97.49 cm. Thus, the practical coverage obtained by the monitoring  
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node 1 is B2 (40.25 cm) - B3 (97.49 cm) while the expected coverage as calculated 
before was B2 (40.3 cm) - B3 (97.1 cm). The calculated and measured values are 
almost equal. 
 
The measurements in Figure 7.8 show that a total of 227 pixels represent a 5 cm 
distance. There are about 114 pixels from the left edge of the figure to the 125 cm 
point, representing about a distance of 2.62 cm long. Thus, the B4 point has a value 
of 122.38 cm. Similarly, there are about 214 pixels from the right edge of the figure 
to the 175 cm point, representing about a distance of 4.71 cm long. Thus, the B5 point 
has a value of 179.71 cm. Thus, the practical coverage obtained by the monitoring 
node 2 is B4 (122.38 cm) - B5 (179.71) while the expected coverage as calculated 
before was B4 (122.9 cm) - B5 (179.7 cm). The calculated and the measured values are 
almost equal. All these measured values are summarized in TABLE 7.3. 
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The measurements are performed at the line C to verify the coverage between the 
points C2 (27.5 cm) - C3 (110 cm) and C3 (110 cm) – C4 (192.5 cm). The line C has an 
altitude of 176 cm from the line A. To perform the measurements, the wall is treated 
as the line C.  A 220 cm long line is drawn parallel to the wall at a distance of 176 cm 
from the wall, which is treated as the line A. The monitoring nodes are fixed on this 
line at the points A2 (68.75 cm) and A3 (151.25 cm), as discussed before. Next, the 
images of the wall are captured where the measuring strip is attached. The images 
captured by the monitoring nodes 1 and 2 are shown in Figure 7.9 and Figure 7.10, 
respectively. The analysis of the captured images is performed in the next 
paragraphs to measure the coverages of the monitoring nodes.   
 
The measurements in Figure 7.9 show that a total of 154 pixels represent a 5 cm 
distance. There are about 90 pixels from the left edge of the figure to the 30 cm 
point, representing about a distance of 2.92 cm long. Thus, the C2 point has a value 
of 27.08 cm. Similarly, there are about 161 pixels from the right edge of the figure to 
the 105 cm point, representing about a distance of 5.23 cm long. Thus, the C3 point 
has a value of 110.23 cm. Thus, the practical coverage obtained by the monitoring 
node 1 is C2 (27.08 cm) - C3 (110.23 cm) while the expected coverage as calculated  
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before was C2 (27.5 cm) - C3 (110 cm). The calculated and measured values are 
almost equal. 
 
The measurements in Figure 7.10 show that a total of 152 pixels represent a 5 cm 
distance. There are about 156 pixels from the left edge of the figure to the 115 cm 
point, representing about a distance of 5.13 cm long. Thus, the C3 point has a value 
of 109.87 cm. Similarly, there are about 103 pixels from the right edge of the figure 
to the 190 cm point, representing about a distance of 3.39 cm long. Thus, the C4 
point has a value of 193.39 cm. Thus, the practical coverage obtained by the 
monitoring node 2 is C3 (109.87 cm) – C4 (193.39) while the expected coverage as 
calculated before was C3 (110 cm) – C4 (192.5 cm). The calculated and the measured 
values are almost equal. All these measured values are summarized in TABLE 7.3. 
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The measurements are performed at the line D to verify the coverage between the 
points D2 (14.5 cm) – D4 (123 cm) and D3 (97.1 cm) – D5 (205.4 cm). The line D has an 
altitude of 231 cm from the line A. To perform the measurements, the wall is treated 
as the line D.  A 220 cm long line is drawn parallel to the wall at a distance of 231 
cm from the wall, which is treated as the line A. The monitoring nodes are fixed on 
this line at the points A2 (68.75 cm) and A3 (151.25 cm), as discussed before. Next, 
the images of the wall are captured where the measuring strip is attached. The 
images captured by the monitoring nodes 1 and 2 are shown in Figure 7.11 and 
Figure 7.12, respectively. The analysis of the captured images is performed in the 
next paragraphs to measure the coverages of the monitoring nodes.   
 
The measurements in Figure 7.11 show that a total of 118 pixels represent a 5 cm 
distance. There are about 116 pixels from the left edge of the figure to the 20 cm 
point, representing about a distance of 4.92 cm long. Thus, the D2 point has a value 
of 15.08 cm. Similarly, there are about 99 pixels from the right edge of the figure to 
the 120 cm point, representing about a distance of 4.19 cm long. Thus, the D4 point 
has a value of 124.19 cm. Thus, the practical coverage obtained by the monitoring 
node 1 is D2 (15.08 cm) – D4 (124.19 cm) while the expected coverage as calculated 
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before was D2 (14.5 cm) – D4 (123 cm). The calculated and measured values are 
almost equal. 
 
The measurements in Figure 7.12 show that a total of 119 pixels represent a 5 cm 
distance. There are about 103 pixels from the left edge of the figure to the 100 cm 
point, representing about a distance of 4.32 cm long. Thus, the D3 point has a value 
of 95.68 cm. Similarly, there are about 125 pixels from the right edge of the figure to 
the 200 cm point, representing about a distance of 5.25 cm long. Thus, the D5 point 
has a value of 205.25 cm. Thus, the practical coverage obtained by the monitoring 
node 2 is D3 (95.68 cm) – D5 (205.25) while the expected coverage as calculated 
before was D3 (97.1 cm) – D5 (205.4 cm). The calculated and the measured values are 
almost equal. All these measured values are summarized in TABLE 7.3. 
 � R U R � K � ] b Ð � � [ � _ Y b ] Y � Z _ � �
The measurements are performed at the line E to verify the coverage between the 
points E1 (0 cm) - E3 (137.5 cm) and E2 (82.5 cm) – E4 (220 cm). The line E has an 
altitude of 176 cm from the line A. To perform the measurements, the wall is treated 
as the line E.  A 220 cm long line is drawn parallel to the wall at a distance of 293 cm 
from the wall, which is treated as the line A. The monitoring nodes are fixed on this 
line at the points A2 (68.75 cm) and A3 (151.25 cm), as discussed before. Next, the 
images of the wall are captured where the measuring strip is attached. The images 
captured by the monitoring nodes 1 and 2 are shown in Figure 7.13 and Figure 7.14, 
respectively. The analysis of the captured images is performed in the next 
paragraphs to measure the coverages of the monitoring nodes.   
 
The measurements in Figure 7.13 show that a total of 95 pixels represent a 5 cm 
distance. There are about 101 pixels from the left edge of the figure to the 5 cm 
point, representing about a distance of 5.32 cm long. Thus, the E1 point has a value 
of -0.32 cm. Similarly, there are about 67 pixels from the right edge of the figure to 
the 135 cm point, representing about a distance of 3.53 cm long. Thus, the E3 point 
has a value of 138.53 cm. Thus, the practical coverage obtained by the monitoring 
node 1 is E1 (-0.32 cm) - E3 (138.53 cm) while the expected coverage as calculated  
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before was E1 (0 cm) - E3 (137.5 cm). The calculated and measured values are almost 
equal. 
 
The measurements in Figure 7.14 show that a total of 94 pixels represent a 5 cm 
distance. There are about 70 pixels from the left edge of the figure to the 85 cm 
point, representing about a distance of 3.72 cm long. Thus, the E2 point has a value 
of 81.28 cm. Similarly, there are about 102 pixels from the right edge of the figure to 
the 215 cm point, representing about a distance of 5.43 cm long. Thus, the E4 point 
has a value of 220.43 cm. Thus, the practical coverage obtained by the monitoring 
node 2 is E2 (81.28 cm) – E4 (220.43) while the expected coverage as calculated before 
was E2 (82.5 cm) – E4 (220 cm). The calculated and the measured values are almost 
equal. All these measured values are summarized in TABLE 7.3. The markings of 
the different lines on the floor, as discussed before are shown in Figure 7.15.  
 
 



« Ó

TABLE 7.3. Calculated and measured values for homogeneous VSN  A ; � � � u � > � F � > � = � : = � � � F � > � = �Q � � � � � � K � � � K �� � � � � � K Z � Y ] T V Y ] T W L� � � � � � K Z � ` _ T Z ` _ T Y `� � � � � � K W � Z W W T ` Z W W T V \� � � � � � K W � Z _ ` T _ Z _ ` T _ ZQ � � � � � � K � � � K �� � � � � � K Z � W _ T L W _ T ] \� � � � � � K Z � Z Z ] T ] Z Z ] T W V� � � � � � K W � Z Z ] T ] Z ] ` T \ _� � � � � � K W � Z ` W T L Z ` V T V `Q � � � � � � K � � � K �� � � � � � K Z � Z Y T L Z L T ] \� � � � � � K Z � Z W V T ] Z W Y T Z `� � � � � � K W � ` _ T Z ` L T U \� � � � � � K W � W ] L T Y W ] L T W LQ � � � � � � K � � � K �� � � � � � K Z � ] x ] T V W� � � � � � K Z � \ W T L \ Z T W \� � � � � � K W � Z V _ T L Z V \ T L V� � � � � � K W � W W ] T ] W W ] T Y V
 
 
 

 
 ¬  ® ¯ ° ± Õ ³ 7 ² ³ e  ° ½ ° ± ¹ · 9 ¯ ¶  · ¸ Ë ¶ ¿  ® ¿ ± ¹ ¶ Ë 9 ¶  ¶ ¯ ½ ±  ¸ ¿ · 8 · ® ± ¸ ± · ¯ ¹ º » ¼ ³
 
 
 � R U R � K � ] b Ð � � [ � _ Y ^ l P � b ^ k Ð Y Z ^ _

The minimum resolution of the eagle image on the camera sensor, when it is 293 cm 
far from the monitoring nodes, is required to be 10 pixels per meter. To measure 
this resolution, a small portion of the image which contains the eagle is separated 
from Figure 7.13. The magnified image of the separated portion is shown in Figure 
7.16. The segmentation of this image is performed and the number of pixels is 
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counted in the eagle along the wings side. It is found that the number of pixels is 
about 19 and is according to the plan. The number of pixels can also be directly 
counted from Figure 7.16. 
  ! � # $ % b % + % � ' 6 % * % ' c , 2 3 4
A heterogeneous VSN is designed by using the 5 Mp and WVGA camera sensors. 
The heterogeneous VSN is designed to monitor the area between the lower and the 
higher altitude values of 46.93 and 293 cm, respectively. This given altitudes range 
is divided into the three sub ranges of altitudes and these sub ranges will be 
covered by the three sub VSNs called VSN1, VSN2 and VSN3. The coverage model of 
this heterogeneous VSN is shown in Figure 7.17. The VSN1 is covering the highest 
sub range. Thus, the higher altitude value for this sub VSN is 293 cm. The same 
eagle as used for the homogeneous VSN is used to perform the measurements for 
this heterogeneous VSN. To monitor the given eagle with the 5 Mp camera sensor at 
the 293 cm altitude, the focal length which ensures the minimum required 
resolution of 10 pixels per meter is calculated by using equation (5.4). The focal 
length is found to be 12 mm. A lens of fixed focal length of 12 mm is used with the 
given camera sensor to form the monitoring node for VSN1. 
 
The lower altitude limit for VSN1 is assumed to be 208 cm. To achieve the full 
coverage above this lower altitude, the distance between the two nodes along x 
direction is calculated by using equation (5.2). The value of dx obtained is 97.62 cm. 
The AoV of the given camera sensor with the 12 mm focal length is calculated by 
using equation (5.1). The value of the AoV obtained is 52.280. The VSN1 will provide 
the full coverage above 208 cm altitude. To cover an area below the 208 cm altitude, 
the VSN2 is used. Thus, for the VSN2 the value of the higher altitude is 208 cm. 
Suppose the 5 Mp camera sensor is used to design the monitoring nodes for this sub 
VSN. The focal length required to track the given eagle at 208 cm altitude with a 
minimum resolution of 10 pixels per meter, by using the selected image sensor is 
calculated by using equation (5.2) and is found to be 8.5 mm. A lens of fixed focal 
length of 8.5 mm is used with the given camera sensor to form the monitoring node 
for VSN2. The AoV of the given camera sensor with 8.5 mm focal length is 
calculated by using equation (5.1). The value of the AoV obtained is 67.060.  
 
The distance between the two nodes of the VSN2 is chosen to be the same as for the 
VSN1, i.e., 97.62 cm. For this value of dx, the value of the lower altitude for VSN2 is 
calculated by using equation (5.3). The lower altitude value obtained is 147.33 cm. 
However, more coverage will be obtained due to the intersection of the sub VSNs, 
VSN1 and VSN2 The value of the lower altitude for VSN2 can be calculated by 
solving the triangle C4A2A4 or C7A4A6 in Figure 7.17. The triangles can easily be 
solved with the help of the AoVs as calculated for both VSNs. The value of the 
intersection altitude of VSN1 and VSN2 obtained by solving these triangles is found 
to be 86.39 cm. Thus, the lower altitude value for VSN2 is 86.39 cm. 
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The VSN2 will provide the full coverage above the 86.39 cm altitude. To cover an 
area below 86.39 cm, the VSN3 is used. Thus, for VSN3 the value of the higher 
altitude is 86.39 cm. Suppose the WVGA camera sensor is used to design the 
monitoring nodes for this sub VSN. The focal length required to track the given 
eagle at 86.39 cm altitude with a minimum resolution of 10 pixels per meter, by 
using the selected image sensor is calculated by using equation (5.2) and is found to 
be 9.5 mm. A variable focal length lens is used for this purpose. The focal length of 
this lens is set to 9.5 mm. The AoV of the given camera sensor with 9.5 mm focal 
length is calculated by using equation (5.1). The value of the AoV obtained is 50.810.  
 
The placement of the monitoring nodes for VSN3 can be determined by solving the 
triangles A2B2B3, A2B2B3 and A2B2B3 in Figure 7.17. The solution of these triangles 
will also provide the information about the lower altitude where full coverage is 
achieved for VSN3. Again, the AoVs as calculated above will be helpful to solve 
these triangles. By solving these triangles, the placement of the VSN3 nodes is 
obtained. They should have a distance of 22.14 cm from the VSN1 nodes and a 
distance of 26.68 cm from the VSN2 nodes. The value of the lower altitude 
calculated for the VSN3 is 46.93 cm. The laptop machines are also be used with the 
monitoring nodes as the data storage and analysis platform with the heterogeneous 
VSN as for the homogeneous VSN.  
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The coverage model of the heterogeneous VSN based on all the above design 
specifications is shown in Figure 7.17. The VSN model shows the five horizontal 
lines A, B, C, D and E. These lines represent the specific altitude values. The line A 
represents the ground surface and the monitoring nodes will be installed on this 
line. The line B represents the lower altitude value for the VSN3. The VSN3 provides 
the full coverage at this altitude by making the intersections with the sub VSNs, 
VSN1 and VSN2. The line C represents the higher altitude value for VSN3. The line C 
also represents the lower altitude value for VSN2. The VSN2 provides the full 
coverage at this altitude by making the intersection with the VSN1. The line D 
represents the higher altitude value for VSN2. The line D also represents the lower 
altitude value for VSN1. The VSN1 provides the full coverage at this altitude. The 
line E is higher altitude value for VSN1. Above this line the coverage of the 
heterogeneous VSN drops to zero due to the reduction in the resolution below the 
minimum criterion. 
 
The line A contains the seven points A1, A2, A3, A4, A5, A6 and A7. The monitoring 
nodes will be placed on these points. The monitoring nodes for the VSN1 are placed 
at the points A2 and A6, the monitoring node for the VSN2 is placed at the points A4 
and the monitoring nodes for the VSN3 are placed at the points A3 and A5. The line 
B contains the eight points B1, B2, B3, B4, B5, B6, B7 and B8. The coverage will be 
achieved between the points the B2 - B7. The line C contains the ten points C1, C2, C3, 
C4, C5, C6, C7, C8, C9 and C10. The coverage will be achieved between the C2 - C9 
points. The line D contains the seven points D1, D2, D3, D4, D5, D6 and D7. The 
coverage will be achieved between the D2 - D6 points. The line E contains the four 
points E1, E2, E3 and E4. The coverage will be achieved between the E2 - E4 points.  
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To measure the coverage on the altitude lines A, B, C, D and E, the exact altitude 
values of these lines are required. The line A represents the ground plane so it is at 
the 0 cm altitude. The line B represents the lower altitude for VSN3. Thus, it is at the 
altitude 46.93 cm above the ground. The line C represents the lower altitude for 
VSN3. Thus, it is at the altitude 86.39 cm above the ground. The line D represents 
the higher altitude for VSN2. Thus, it is at the altitude 208 cm above the ground. The 
line E represents the higher altitude for VSN1. Thus, it is at the altitude 293 cm 
above the ground. All these altitudes are summarized in Figure 7.18. 
 � R Ï R Ï Q ] k Ð � b ^ l I ^ Z _ Y b ^ _ Y a � � Z _ � b
To measure the coverages on the altitude lines A, B, C, D and E, the exact values of 
the points on the respective altitude lines are required. The value of a given point on 
a given altitude line is calculated from the left edge of the line. For example, the 
distance of the point A2 from the point A1 can be calculated by solving the triangle 
E1A1A2 in Figure 7.17. The distance of point A2 from point A1 is calculated and is  
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68.76 cm. The distance between the points A2 and A6 is dx which is 97.62 cm, as 
calculated before. Thus, the distance of the point A6 from the point A1 is 166.4 cm. 
The distance of the point A7 from A1 is 235.16 cm. The point A4 is the half of dx 
distance away from A2. Thus, the point A4 is at 117.26 cm from A1. The point A3 is at 
22.14 cm distance from A2 and the point A5 is at 22.14 cm distance from A6. Thus, 
the points A3 and A5 are at distances 90.9 and 144.26 cm from A1, respectively. 
 
Similarly, the distances of all the points on all other lines are calculated. The 
distances of the points B2, B3, B4, B5, B6, B7 and B8 from B1 are 57.75, 79.77, 102.03, 
133.13, 155.39, 177.41 and 235.16 cm, respectively. The distances of the points C2, C3, 
C4, C5, C6, C7, C8, C9 and C1 from C1 are 48.49, 70.38, 89.03, 111.41, 123.74, 146.13, 
164.77, 186.67 and 235.16 cm, respectively. The distances of the points D2, D3, D4, D5 
D6 and D7 from D1 are 19.95, 48.67, 117.58, 186.49, 215.21 and 235.16 cm, 
respectively. The distances of the points E2, E3 and E4, from E1 are 97.64, 137.52 and 
235.16 cm, respectively. The values of all these points are shown in TABLE 7.4. 
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After designing the heterogeneous VSN model, finding the altitude values of all the 
horizontal lines and the values of all the points on the respective lines, the actual 
VSN will be installed and measurements will be performed for the sub VSNs, VSN1, 
VSN2 and VSN3, to verify the typical parameters as discussed before.  
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The VSN1 is covering the highest sub range. The higher altitude value for VSN1 is 
293 cm and the lower altitude value is 208 cm. For simplicity, the VSN1 is separated 
from the main heterogeneous VSN, shown in Figure 7.17. The separated VSN1 from 
the main VSN is shown in Figure 7.19. For VSN1, the full coverage is achieved at the 
altitude line D, so it is treated as the lower altitude for VSN1. The first measurement 
task in VSN1 is to verify the full coverage at the altitude line D. The measurements  
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at the line D are performed to verify the coverage between the points D2 (19.95 cm) 
– D4 (117.58 cm) and D4 (117.58 cm) – D6 (215.21 cm). The line D has an altitude of 
208 cm from the line A. To perform the measurements, the wall is treated as the line 
D.  A 235.16 cm long line is drawn parallel to the wall at a distance of 208 cm from 
the wall, which is treated as the line A. The monitoring nodes are fixed on this line 
at the points A2 (68.76 cm) and A6 (166.4 cm), according to the Figure 7.19. The 
monitoring node 1 is fixed at the point A2 while the monitoring node 2 is fixed at A6. 
Both these nodes are of similar type, having the 5 Mp camera sensor and the lens of 
12 mm focal length.  
 
Next, the images of the wall are captured where the measuring strip is attached by 
using the camera interface software. The images captured by the monitoring 
nodes 1 and 2 are shown in Figure 7.20 and Figure 7.21, respectively. The analysis of  
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the captured images is performed in the next paragraphs to measure the coverages 
of the monitoring nodes.   
 
The measurements in Figure 7.20 show that a total of 131 pixels represent a 5 cm 
distance. There are about 145 pixels from the left edge of the figure to the 25 cm 
point, representing about a distance of 5.53 cm long. Thus, the D2 point has a value 
of 19.47 cm. Similarly, there are about 84 pixels from the right edge of the figure to 
the 115 cm point, representing about a distance of 3.21 cm long. Thus, the D4 point 
has a value of 118.21 cm. Thus, the practical coverage obtained by the monitoring 
node 1 is D2 (19.47 cm) – D4 (118.21 cm) while the expected coverage as calculated 
before was D2 (19.95 cm) – D4 (117.58 cm). The calculated and the measured values 
are almost equal. 
 
The measurements in Figure 7.21 show that a total of 131 pixels represent a 5 cm 
distance. There are about 66 pixels from the left edge of the figure to the 120 cm 
point, representing about a distance of 2.52 cm long. Thus, the D4 point has a value 
of 117.48 cm. Similarly, there are about 146 pixels from the right edge of the figure 
to the 210 cm point, representing about a distance of 5.57 cm long. Thus, the D6 
point has a value of 215.57 cm. Thus, the practical coverage obtained by the 
monitoring node 2 is D4 (117.48 cm) – D6 (215.57 cm) while the expected coverage as 
calculated before was D4 (117.58 cm) – D6 (215.21 cm). The calculated and the 
measured values are almost equal. All these measurements are given in TABLE 7.5. 
 
For the VSN1, the higher altitude line is E, which is 293 cm far from the line A, 
where the minimum resolution criterion must be met. The minimum resolution of 
the eagle image on the camera sensor, when the eagle is 293 cm far from the 
monitoring nodes, is required to be 10 pixels per meter. To perform the 
measurements, the wall is treated as line E.  A 235.16 cm long line is drawn parallel 
to the wall at a distance of 293 cm from the wall, which is treated as the line A. The 
monitoring node 1 is fixed at the point A2 while the monitoring node 2 is fixed at A6. 
The image captured by the monitoring node 1 at altitude E is shown in Figure 7.22.  
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To measure the resolution, a small portion of the image, which contains the eagle, is 
separated from Figure 7.22. The magnified image of the separated portion is shown 
in Figure 7.23. The segmentation of this image is performed and the number of 
pixels is counted in the eagle along the wings side. It is found that the number of 
pixels is about 19 and is according to the plan. The number of pixels can also be 
directly counted from Figure 7.23. 
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The VSN2 is covering the middle sub range. The higher altitude value for VSN2 is 
208 cm and the lower altitude value is 86.39 cm. For simplicity, the VSN2 is 
separated from the main heterogeneous VSN. The separated VSN2 is shown in 
Figure 7.24. For VSN2, the full coverage is achieved at the altitude line C, so it is 
treated as the lower altitude for the VSN2. The first measurement task in VSN2 is to 
verify the full coverage at the altitude line C. The measurements at the line C are 
performed to verify the coverage between the points C2 (48.49 cm) – C4 (89.03 cm) 
and C4 (89.03 cm) – C7 (146.13 cm). The line C has an altitude of 86.39 cm from the 
line A. To perform the measurements, the wall is treated as the line C. A 235.16 cm 
long line is drawn parallel to the wall at a distance of 86.39 cm from the wall, which 
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is treated as the line A. The monitoring nodes are fixed on this line at the points 
A2 (68.76 cm) and A4 (117.58 cm), according to the Figure 7.24. The monitoring 
node 1 is fixed at the point A2 while the monitoring node 2 is fixed at A4. Both these 
nodes are using the 5 Mp camera sensor but different lenses. The node 1 is using the 
12 mm focal length lens while the node 2 is using the 8.5 mm focal length lens. Next, 
the images of the wall are captured where the measuring strip is attached. The 
images captured by the monitoring nodes 1 and 2 are shown in Figure 7.25 and 
Figure 7.26, respectively. The analysis of the captured images is performed in the 
next paragraphs to measure the coverages of the monitoring nodes. 
 
The measurements in Figure 7.25 show that a total of 317 pixels represent a 5 cm 
distance. There are about 52 pixels from the left edge of the figure to the 50 cm 
point, representing a distance of about 0.82 cm long. Thus, the C2 point has a value 
of 49.18 cm. Similarly, there are about 308 pixels from the right edge of the figure to 
the 85 cm point, representing a distance of about 4.85 cm long. Thus, the C4 point 
has a value of 89.86 cm. Thus, the practical coverage obtained by the monitoring 
node 1 is C2 (49.18 cm) – C4 (89.86 cm) while the expected coverage as calculated 
before was C2 (48.49 cm) – C4 (89.03 cm). The calculated and the measured values 
are almost equal. 
 
The measurements in Figure 7.26 show that a total of 224 pixels represent a 5 cm 
distance. There are about 227 pixels from the left edge of the figure to the 95 cm 
point, representing a distance of about 5.07 cm long. Thus, the C4 point has a value 
of 89.93 cm. Similarly, there are about 261 pixels from the right edge of the figure to 
the 147 cm point, representing about a distance of 5.83 cm long. Thus, the C7 point 
has a value of 145.83 cm. Thus, the practical coverage obtained by the monitoring 
node 2 is C4 (89.93 cm) – C7 (145.83 cm) while the expected coverage as calculated 
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before was C4 (89.03 cm) – C7 (146.13 cm). The calculated and the measured values 
are almost equal. All these measurements are given in TABLE 7.5. 
 
For the VSN2, the higher altitude line is D, which is 208 cm far from the line A, 
where the minimum resolution criterion must be met. The minimum resolution of 
the eagle image on the camera sensor, when the eagle is 208 cm far from the 
monitoring nodes, is required to be 10 pixels per meter. To perform the 
measurements, the wall is treated as the line D.  A 235.16 cm long line is drawn 
parallel to the wall at a distance of 208 cm from the wall, which is treated as the line 
A. The monitoring node 1 is fixed at the point A2 while the monitoring node 2 is 
fixed at A4. The image captured by the monitoring node 1 at the altitude D is shown 
in Figure 7.27. To measure the resolution, a small portion of the image which 
contains the eagle is separated from Figure 7.27. The magnified image of the 
separated portion is shown in Figure 7.28. The segmentation of this image is 
performed and the number of pixels is counted in the eagle along the wings side. It 
is found that the number of pixels is about 19 and is according to the plan. The 
number of pixels can also be directly counted from Figure 7.28. 
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The VSN3 is covering the lowest sub range. The higher altitude value for VSN3 is 
86.39 cm and the lower altitude value is 46.93 cm. For simplicity, the VSN3 is 
separated from the main heterogeneous VSN. The separated VSN3 is shown in 
Figure 7.29. For VSN3, the full coverage is achieved at the altitude line B, so it is 
treated as the lower altitude for VSN3. The first measurement task in VSN3 is to 
verify the full coverage at the altitude line B. The measurements at the line B are 
performed to verify the coverage between the points B2 (57.75 cm) – B3 (79.77 cm), 
B3 (79.77 cm) – B4 (102.03 cm) and B4 (102.03 cm) – B5 (133.13 cm). The line B has an 
altitude of 46.93 cm from the line A. To perform the measurements, the wall is 
treated as line B.  A 235.16 cm long line is drawn parallel to the wall at a distance of 
46.93 cm from the wall, which is treated as line A. The monitoring nodes are fixed 
on this line at the points A2 (68.76 cm), A3 (90.9 cm) and A4 (117.58 cm), according to 
the Figure 7.29. The monitoring node 1 is fixed at the point A2, The monitoring 
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node 2 is fixed at the point A4 while the monitoring node 3 is fixed at A3. The 
nodes 1 and 2 are using are using the 5 Mp camera sensors but different lenses. The 
node 1 is using the 12 mm focal length lens while the node 2 is using the 8.5 mm 
focal length lens. The node 3 is using WVGA camera sensors and the 9.5 mm focal 
length lens. 
 
Next, the images of the wall are captured where the measuring strip is attached. The 
images captured by the monitoring nodes 1, 3 and 2 are shown in Figure 7.30, 
Figure 7.31 and Figure 7.32, respectively. The analysis of the captured images is 
performed in the next paragraphs to measure the coverages of the monitoring 
nodes. 
 
The measurements in Figure 7.30 show that a total of 573 pixels represent a 5 cm 
distance. There are about 267 pixels from the left edge of the figure to the 60 cm 
point, representing about a distance of 2.33 cm long. Thus, the B2 point has a value 
of 57.67 cm. Similarly, there are about 562 pixels from the right edge of the figure to 
the 75 cm point, representing about a distance of 4.9 cm long. Thus, the B3 point has 
a value of 79.9 cm. Thus, the practical coverage obtained by the monitoring node 1  
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is B2 (57.67 cm) – B3 (79.9 cm) while the expected coverage as calculated before was 
B2 (57.75 cm) – B3 (79.77 cm). The calculated and the measured values are almost 
equal. 
 
The measurements in Figure 7.31 show that a total of 149 pixels represent a 5 cm 
distance. There are about 29 pixels from the left edge of the figure to the 80 cm 
point, representing about a distance of 0.97 cm long. Thus, the B3 point has a value 
of 79.03 cm. Similarly, there are about 26 pixels from the right edge of the figure to 
the 100 cm point, representing about a distance of 0.87 cm long. Thus, the B4 point 
has a value of 100.87 cm. Thus, the practical coverage obtained by the monitoring 
node 1 is B3 (79.03 cm) – B4 (100.87 cm) while the expected coverage as calculated 
before was B3 (79.77 cm) – B4 (102.03 cm). The calculated and the measured values 
are almost equal. 
 
The measurements in Figure 7.32 show that a total of 403 pixels represent a 5 cm 
distance. There are about 734 pixels from the left edge of the figure to the 105 cm 
point, representing about a distance of 1.66 cm long. Thus, the B4 point has a value 
of 103.34 cm. Similarly, there are about 128 pixels from the right edge of the figure 
to the 135 cm point, representing about a distance of 1.6 cm long. Thus, the B5 point 
has a value of 136.6 cm. Thus, the practical coverage obtained by the monitoring 
node 1 is B4 (103.34 cm) – B5 (136.6 cm) while the expected coverage as calculated 
before was B4 (102.03 cm) and B5 (133.01 cm). The calculated and the measured 
values are almost equal. All these measurements are given in TABLE 7.7. 
 
For the VSN3, the higher altitude line is C, which is 86.39 cm far from the line A, 
where the minimum resolution criterion must be met. The minimum resolution of 
the eagle image on the camera sensor, when the eagle is 86.39 cm far from the 
monitoring nodes, is required to be 10 pixels per meter. To perform the 
measurements, the wall is treated as the line C.  A 235.16 cm long line is drawn 
parallel to the wall at a distance of 86.39 cm from the wall, which is treated as the 
line A. The monitoring nodes are fixed on this line at the points A2, A3 and A4, 
according to the Figure 7.29. The image captured by the monitoring node 3 at the 
altitude C is shown in Figure 7.33. To measure the resolution, a small portion of the 
image which contains the eagle is separated from Figure 7.33. The magnified image 
of the separated portion is shown in Figure 7.34. The segmentation of this image is  
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performed and the number of pixels is counted in the eagle along the wings side. It 
is found that the number of pixels is about 19 and is according to the plan. The 
number of pixels can also be directly counted from Figure 7.34. The marking lines 
on the floor for the heterogeneous VSN are shown in Figure 7.35. 
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This paper discusses the development of a VSN model to track the golden eagle in 
the sky. A number of camera sensors are explored along with the optics such as 
lens of suitable focal length which ensures a minimum required resolution at the 
required higher altitude in the sky. The combination of camera sensor and lens 
formulate a monitoring node. The camera node model is used to optimize the 
placement of the nodes for full coverage of a given area above a given lower 
altitude. The model presents the solution to minimize the cost required full 
coverage of a given area between the two extremes, higher and lower altitudes, in 
terms of camera sensor, lens focal length, camera node placement and actual 
number of nodes for sky surveillance application. 
 � R U I ù � ñ ø U ý E ö þ ô F � ô õ � õ � ù ô õ ö ÷ ö ú ù Q G N
The area covered by a VSN can be increased by increasing the higher altitude 
and/or decreasing the lower. However, it increases the cost of VSN. The desirable 
objective is to increase the covered area at the decreased cost. This objective is 
achieved by using optimization techniques to design a heterogeneous VSN. This 
paper presents the cost reduction techniques. The core idea is to divide a given 
monitoring range of altitudes into a number of sub-ranges of altitudes. The sub-
ranges of altitudes are monitored by individual sub VSNs, the VSN1 covers the 
lower sub-range, the VSN2 covers the next higher sub-range and so on, such that a 
minimum cost is used to cover a given area. 
 � R Ï I ù � ñ ø Ï Á K ñ ù þ � ø ñ � ñ ÷ ô þ ö ú ù m ö � ö � ñ ÷ ñ ö � þ Q G N
This paper discusses the verification of the VSN model presented in paper 1. The 
selection of the camera sensor, calculation of the lens focal length for the selected 
camera sensor, the distance between the camera nodes for their proper placement 
and the cost of the VSN to cover a given area are calculated by using the VSN 
model developed in paper 1. The measurements are performed by installing the 
actual cameras and optics with proper nodes placements. The laptop machines are 
used as data storage and analysis platforms. The VSN coverage is verified at the 
given lower altitude for 100% coverage. Moreover, the resolution is measured at 
the given higher altitude to verify whether it is fulfilling the minimum required 
resolution criterion. The verification of these parameters ensures that the designed 
VSN is able to rack the bird in the given area.  
 � R ü I ù � ñ ø ü ý K ñ ù þ � ø ñ � ñ ÷ ô þ ö ú ù m ñ ô ñ ø ö � ñ ÷ ñ ö � þ Q G N
In this paper, a small heterogeneous VSN is designed based on the concepts 
developed in papers 1 and 2. The main VSN is a combination of three sub-VSNs, 
VSN1, VSN2 and VSN3. VSN1 monitors the lowest altitudes range, VSN2 monitors 
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the middle altitudes range and the VSN3 monitors the higher altitudes range. The 
VSNs are installed by using the actual cameras and lenses. The selection of the 
camera sensors, lenses focal lengths for the selected camera sensors, the placement 
of camera nodes and the costs are calculated on the basis of the concepts developed 
in papers 1 and 2. The coverages are verified above the given lower altitudes of the 
respective sub VSNs for 100% coverage. Also, the measurements are performed for 
the verification of minimum resolution at the higher altitudes of the respective sub 
VSNs. The laptop machines are used as data storage and analysis platforms. After 
verification of these parameters, it is ensured that the designed heterogeneous 
VSN, based on the model presented in paper 1 and the techniques given in paper 2, 
is able to rack the bird in the given area.  
 � R � M � ô Â ö ø þ E ö ÷ ô ø õ � � ô õ ö ÷ þ
The thesis includes ten papers out of which four are included in this thesis. The 
contributions of the authors in these main papers are described in TABLE 8.1 on 
the next page.  
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The thesis presents the design of a VSN for sky surveillance application. The 
objective of this VSN is to track golden eagle in the sky. Generally, a VSN consists 
of the basic components including sensing unit, CPU, communication subsystem, 
coordination subsystem, storage unit and power supply unit. The sensing unit 
senses the environment and collects data from it, the CPU processes the data, the 
communication subsystem interfaces the device to the network. The power unit 
supplies the power to the system. VSNs can be homogeneous or heterogeneous. 
The homogeneous VSNs use similar type of nodes while heterogeneous VSNs use 
different type of nodes. Each type has its pros and cons. The major data 
transmission techniques in VSNs are single hop transmission, multihop 
transmission and multipath transmission.  
 
The VSNs can be deployed in many useful applications such as surveillance, traffic 
monitoring, sports, environmental monitoring etc. The surveillance applications 
can be applied in home, traffic monitoring on roads, building monitoring. The 
applications of VSNs in sports and games can be used to monitor or study the 
performance of players. VSNs can be successfully employed to study nature and 
environment. They can guide the drivers towards the empty parking slots, saving 
lot of time, energy and prevent frustration. They can monitor seabirds, wild life, 
animals and plants. A number of VSN platforms are developed. The common 
platforms include SensEye, a heterogeneous VSN system, a wireless camera mote 
CITRIC, MeshEye implementing in-node processing technique, FireFly Mosaic 
consisting of eight embedded cameras to monitor a house, WisNAP an application 
platform for image sensor networks, Panoptes platform designed for surveillance 
and Cyclops  a vision based wireless network.  
 
Although the VSNs offer new opportunities for many applications, they also raise 
new challenges. Camera sensors generate large amount of data as compared to 
scalar sensors. The camera nodes are generally low-power and have severe 
resource constraints. The processing and transmitting such data by these nodes is a 
challenging task. The VSNs are unique and more challenging in many ways. The 
major challenges which are faced in the context of VSNs are resource constraints, 
real time performance, time synchronization, coverage optimization, algorithmic 
constraints, object occlusion and data reliability. 
 
The VSN model developed in this thesis explores a number of camera sensors 
along with the optics such as lenses of suitable focal lengths which ensure 
minimum required resolution at the highest altitude in the sky. The combination of 
a camera sensor and lens formulate a camera node. The camera node model is used 
to optimize the placement of the nodes for full coverage of a given area above a 
lower altitude. The model presents the solution to minimize the cost, number of 
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sensor nodes, required to fully cover a given area between the two extremes, 
higher and lower altitudes, in terms of camera sensor, lens focal length, camera 
node placement and actual number of. The first step of VSN design is the camera 
sensor selection from a number of camera sensors which are used in the study. The 
second step of VSN design phase is the focal length calculation for the selected 
camera sensor for the minimum required resolution at the required higher altitude. 
These two steps finalize the model of a node. A matrix of a number of such nodes 
is used to design the VSN to cover a given area. The third step of VSN design 
decides the nodes placement, which can be finalized by calculating the distance 
between them. The last step of VSN design phase is to calculate the cost to cover a 
given area.  
 
The surveillance area of VSN is increased by increasing the higher altitude and/or 
decreasing the lower altitude. It increases the covered area but it also increases the 
VSN cost. The optimization techniques are used to decrease the VSN cost. The 
resultant VSN is a heterogeneous design. The strategy is to divide a given 
monitoring range of altitudes into a number of sub-ranges of altitudes and to cover 
them with individual sub VSNs such that a minimum cost is used to monitor a 
given area. The measurements are performed to verify the techniques and concepts 
developed by VSN model and optimization techniques. The coverage above a 
given lower altitude is verified for 100% coverage. Also, the resolution is measured 
at the higher specified altitude to ensure that whether it is fulfilling the minimum 
resolution criterion.  
 � R U E ö ÷ ó ò � þ õ ö ÷ þ
This thesis presents the general solution of camera placement problem to cover a 
given space. It ensures the coverage of every point in the given space. In addition 
to coverage of every point, the thesis also ensures the minimum required 
resolution at theses points. Another major issue of space coverage is the camera 
focus. The points which are very near to the camera sensors are not clearly 
captured by cameras. This thesis also resolves the camera focus issues in the 
coverage of the given space.  
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