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Abstract—Synchronized phasor measurement units (PMUS)
provide GPS-time tagged high-sampling rate positive-segqnce
voltage and current phasors. When placed in high-voltage dista-
tions in power networks, PMUs can provide real-time informéion
that is necessary for the development of Smart Transmissio@rid
software applications for improving power system monitoring,
control and protection. The development of these applicatins,
particularly for use within control centers for on-line pur poses,
is limited by the availability of and access to real-time PMUdata
and other information. One attractive approach for application
development is the use of real-time simulators to which PMUsan
be interfaced as hardware-in-the-loop (HIL) devices to havest
PMU data. However, this approach has technical and economét
limitations, which can be tackled by the virtualization of PMU
devices. This article describes the development of an engly
software-based synchronized phasor measurement unit for sg
within real-time simulators that will allow the emulation of a
large number of real-life PMUs, which in turn can be used for
creating new phasor-based applications.

I. INTRODUCTION

evidenced by the initiatives in North America, and elsewher
that have created specialized systems exploiting measuntsm
from PMUs with the aim of both enabling new PMU-data
applications, and increasing the utilization of synchiagurs
in power system operations and contro].[

There are different alternatives for developing new appli-
cations using synchrophasor data. First, PMU data can be
harvested from PMUs installed at transmission or distidsut
networks throughad hoc WAMS systems []. This alterna-
tive has the drawback that researchers need to secure non-
disclosure-agreements that allow the use of such data. In
addition, researchers need to be provided with archives not
only of phasor data but also of network topology and other
SCADA information B]. A second drawback of this approach
is that the developed applications will be limited to offéi
analysis methodologies, simply by the nature of the data.
Therefore, with this approach, it is difficult to understand
the impact of the supporting ICT infrastructure on power

Ynchronized phasor measurement units, or shortly phgystem applications. Hence, on-line applications for-tieaé

sor measurement units (PMUs), are digital measuremenbnitoring are difficult to develop under this approach.
instruments that by measuring three-phase voltage and curA second alternative for the development of phasor data
rent waveforms, are capable of providing high-sampling raspplications is to use a simulation environme#f, [[10].
positive-sequence voltage and current phasors that aee timMo properly generate primary data for use with PMUs, the

tagged by a GPS signal at the measurement solfce’], [ 3].

simulation environment needs to provide high-resolutioee-

When placed in high-voltage substations in power networkshase data of voltage and current wavefor@js@ne suitable
PMUs provide important real-time information that can bapproach is to use real-time simulators, which can simulate
used within software applications to improve power systethree-phase with high resolution and can allow for the inter
monitoring and control4]. This is why synchronized phasorfacing of hardware-in-the-loop devices. In this case, PMals
measurements and their supporting infrastructures arénputbe interfaced either through signal amplifiers or low-vgéta

the front-line from the transmission system perspective
enablers of the Smart Transmission Grich].[This can be
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astputs of these real-time simulators. This will at the same
time allow the interfacing of the PMUs with Phasor Data
Concentrators (PDCs) through a Local Access Network (LAN)
or a Wide Area Network (WAN) by streaming data through
their Ethernet ports using TPC/IP and the synchrophasar dat
protocol IEEE C37.1181[1].

The major drawbacks of this approach are both technical
and economical. The technical limitations are related ® th
possible number of outputs that can be used to interface PMU
devices, which can be very limited; and also the possiblédim
on small-time step computation due to high number of output
signals. The economical constraints are mainly due to cost:
for a research laboratory, only a limited number of units can
be acquired due to budgeting issues.

To overcome these difficulties, the “virtualization’], i.e.
the development of an entirely software-based synchraphas
measurement unit, presents an attractive approach. Suth un
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will be capable of delivering real-time data by harvestihg t Nyquists criterion, i.e., the cut-off frequency is lessrthaalf
three-phase voltage and current waveforms from a real-tiiee sampling frequency.

simulator, computing real-time phasors of voltage andesurr
and delivering them over a LAN or WAN.
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and development of suchirtualized devicewill enable the Fig. 1. Functional Diagram of a Generic PMU

development of PMU-data based applications that need large
amounts of measurement devices to realize their potedtial. In the Computation Stage, an analog-to-digital converter
the same time, these new devices can be used within a Wi¢e/D) samples the data, i.e., the signals are converted into
Area Monitoring System, which is part of a wider platforndigital samples. The sampler works in phase-lock with the
for “Smart Transmission Grid". GPS pulses, with sampling rates ranging from the initial
. 12 samples per cycle of the early developed device§ [

B. Outline up to 128 in contemporary ones. A MiCroprocessor receives

The reminder of this paper is structured as follows. Sectiaghe sampled data and the GPS time-tags, and calculates the
Il presents an overview of the main characteristics of sypesitive-sequence components of all the voltage and curren
chronized phasor-measurement units. Sectibipresents the signals using different techniques][ In addition to voltage
overall architecture within which theoft PMU is used, while and current measurements, the microprocessor calculates a
Section|V describes the implementation details of theft estimate of the frequency,, and the rate of change of the
PMU. In SectionV, we validate the correct operation of thefrequency,df /dt, using the voltage angle. Positive-sequence
soft PMU and present the future planned experiments. Finallyhasor estimates are reported at a rate of 10 to 60 samples per
SectionVI concludes the paper. second (i.e., interval of 100 to 16.67 ms)
Finally, at the Communications Stage, the GPS time-tagged
measurements are encapsulated into packets and are trans-
A Phasor Measurement Unit is a digital measurement deviiggred by the communication interface via suitable commu-
capable of providing high-sampling rate positive-seqgeenaication links [L4] using the standard IEEE C37.118 protocol
voltage and current phasors that are time-tagged at theeoudefined in [L1]. Several PMUs also provide local storage for
The time-tags associated with the measurements are catibrariggered disturbance events. Data streamed from differen
by the Global Positioning System (GPS), thus allowing theMUs is collected in Phasor Data Concentrators (PDCs). It
synchronization of phasor measurements made across lasfeuld be noted that many manufacturers are increasingly
geographical extensions of a power system. SynchronizZedluding software capable of performing PMU functions
measurements allow creates a comprehensive view of thigh other microprocessor based devicé$][ In the next
system at the instants when the measurements are taken. sections, we describe how theft PMU virtualizes the process

A functional diagram of a generic PMU is shown in Figdescribed above.
1. Although PMUs are made by many different manufacturers
with different designs, this functional diagram encaptedahe
important features common to most PMUs. This functional The platform within which thesoft PMU is to be used
diagram is comprised of three stages: a Measurement Stagf@sists of three (sub)systems (see Big.
a Computation Stage, and a Communications Stage. 1) The eMEGAsim Real-Time Digital Simulatoi§]. The

In the Measurement Stage, the Analog Inputs corresponding eMEGAsIim is a commercial highly accurate power-
to voltages and currents are obtained from potential trans- systems simulator. Being a computationally powerful
formers (PTs) and current transformers (CTs). All ava#gabl simulator, it can simulate large-scale power systems in
three-phase voltage and currents are used to determine the real-time. Therefore, it can be used for hardware-in-
positive-sequence phasors. Note that some PMUs are capable the-loop simulations (HIL), where some parts of the
of processing current phasors for more than one line current power system can be real-life physical components. [
in a single unit. Each of these analog signals is filteredgusin The eMEGAsIim simulates power system models that
an anti-aliasing filter and sent to the Computation Stage. Th are constructed with the SimPowerSystems Toolbox in
sampling rate will dictate the frequency response of thé ant Simulink®[14].
aliasing filters, which in most PMUs are analog filters. The 2) Network Emulator (ModelNet) 1[9]. This is a wide-
selected cut-off frequency of each filter should satisfy the  area-network (WAN) emulator. It can be introduced

Il. SYNCHRONIZED PHASOR MEASUREMENTUNITS

IIl. THE OVERALL ARCHITECTURE



between two or more machines that are on the sanmto arbitrary different ones. Nevertheless, the carriedad
local-area-network (LAN) and are connected via, sawould correspond to the same phasor quantities, and thus
Ethernet, to emulate the behavior of a geographicalyill be inappropriate if closed-loop feedback control iske
long, slow, bandwidth-limited, and lossy communicatiosonsidered.
link. Therefore, it can be used to study the effect of In light of these constraints, the alternative is to corwttru
network impairments, e.g., delays, losses, and limited soft PMU as a SimulinPmodule that executes on the
bandwidth, on the performance of networked applic&EGAsim. The advantage of such choice is that several
tions and protocols. PMUs can be instantiated and plugged to different parts of
3) KTH-PowerIT 0. This is an application-level platform the power system, where each act independently of others,
(or a middleware) that collects real-time synchrophasge., each can measure a different phasor quantity. Al$®rot
measurements from geographically distributed phas@rotocols that are not supported by the physical PMU can be
measurement-units (PMUs). The platform is capable ofvestigated. In the next section, we elaborate more oisofte
analyzing the aggregated data off line. This is the usPMU.
front-end that arranges and presents the synchrophasor
measurements in a convenient manner. IV. THE softPMU

These three subsystems are combined as in Zi¢n the The high-level architecture of theoft PMU is depicted

figure, the Physical PMU is an actual PMU device that is . . .
connected to the eMEGASsIm and is configured to obtain trl?e]z Fig. 3. The soft PMU is divided and structured into two

phasor measurements from the simulation model and sendsgyecasim (simulink) Soft PMU Daemon
them out on the network. To an entity connected to the outp

of this PMU, the phasor measurements appear as if they ar? fo21ip=10210804 | Command
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Fig. 3. Thesoft PMU architecture. TheoftPMU is divided into two logical
components: the measurement part and the communicationwieere each
part executes on a separate machine. Both parts making upoth®MU
correspond to subsystem 1 in Fig.
. _ . _ _ . ~different parts. First, there are the Simulfklocks that can
e o Censasscasey be connected fo a power system model, which measure the
with the real-life PMU, the Network Emulator, and the Powerl three-phase voltage and current, compute phasors, anthésti
other quantities such as the frequency and the frequereypfat
This setup can be used to study different scenarios, eghange. These blocks are part of the power system simulation
the influence of the network parameters on the effectivenessdel, and thus run on the eMEGAsiIm (they can be regarded
and efficiency of the power system monitoring and contraks the Measurement and Computation stages of the generic
However, there are two limitations for this setup. First, aBMU shown in Fig.1l). Second, there is theoft PMU’s outer
actual power system is often equipped with tens or hundredgerface daemon (i.e., the communication-related sldghis
of PMUs. Therefore, having a single or a few PMUs connect@art, the measurements are wrapped into C37.118 protocol
to the eMEGAsim provides limited benefits for consideringnessagesl[], and then inscribed within TCP or UDP packets
and addressing more involved and interesting scenaria$, sthat are ultimately put on the wire. This part executes on
as, the existence of multiple measurement flows, and the aseparate machine. Every stream from each instance of the
teraction between different traffic flows belonging to diéflet Simulink® measurement blocks is wrapped in IEEE C37.118
monitoring or control paths or loops. On the other hand, it {@otocol with a distinct device ID (se€.]]). Further, packets
very costly to acquire and connect tens or hundreds of PMUslonging to the same stream (i.e., coming from the same
to the eMEGAsim. Second, with the physical PMU(s), one wisimulink®measurement block) are forwarded with a distinct
be locked-in with the protocols and capabilities suppotigd IP address, thus emulating several physical PMUs; see Fig.
the respective PMU (i.e., one will be unable to experimefit This separation in two parts is aligned with newly yet-
with other protocols because the physical PMU representsoabe-published IEEE C37.118 protocol that separates the
closed system). One possibility to overcome these linoiteti measurement part from that of the data transmission, i.e.,
would be to cascade the PMU with a separate machine runnthg communication part. The communication part is not only
a program that replicates the PMU output to several streamssponsible for outputting C37.11data packets but it also
and thus producing the illusion of multiple traffic flows withimplements the full specification of the C37.118 protocal. |
the possibility of tunneling or translating the PMU prott{sp essence, it also outputonfigurationand header messages




[11], and is able to receiveommandmessagesl[l] and takes
proper actions based on such commands as is explained next.

A. Implementation of the IEEE C37.118 Protocol

We have implemented a library for the C37.118 Protocol
[11] using the C++ programming language. There exist only
some commercial libraries for the C37.1181] but not a
single open-source one exists in C++. The only open source
library for the C37.118 is the one that is part of the OpenPDC
project 2], but unfortunately it was implemented using the
C# programming language. The problem with C# is that the
library is not portable to other platforms running non-W\omg
Operating Systems.

Our library is tailored for PMU operations. That is, it allsw
crafting C37.118 messages of the following types:

voltage, and frequency quantities,
Configuration messages carrying meta-data context for
the data messages, i.e., carrying details or information
about the phasor data in the data messages, and
Header messages carrying user-defined information.
Since the PMU only receives command messages (carrying
commands to control the operation and configuration of the
PMU), and never sends them (see F&), the library does

Yes
Start PMU Daemo Execute
(Main Thread) (Main Thread)
valid \_No
2 Ignore Tacitly
(Main Thread)
Set Configuration:
(Main Thread)
Check its Validity
(Main Thread)

Create Server Socket
(Main Thread)

ait for A Connection
(Main Thread)

Execute (Main Thread)

— If turn OFF tx —> Active = false
— If turn ON tx —> Active = true

- If Send HDR —> send HDR Fral

- If Send CFG-1 —> send CFG-.
- If Send CFG-2 —> send CFG—

Send Data Frames
[Every 1/Rate Seconds
(Child Thread)
No | Wait on Activ
To be True
(Child Thread

(I

No

Wait for A New
Command Frame—~——
(Main Thread)

Create A Separat
Thread
(Main Thread)

Fig. 4. The PMU daemon execution steps. After a given PMUaims accept
a remote connection, two threads are executing in paralted:to accept and

not support crafting command messages. However, the yibrakecute command and the other to stream out data frames venghe PMU
contains the necessary functions to check the sanity aid} vais Put in the active state.

ity of command messages. These functions, which are usedgpy
the PMU before accepting and executing a received commaggg|
allow the validation of the following specific information

imaginary components of voltages and currents), other
og data (active and reactive power), digital data ¢hes’

statuses), and frequency and rate of change of frequency—

« The frame is well crafted, uncorrupted, and is sound. Thixbm the measurement part, i.e., the Simufitiocks (ex-
is, the frame starts with a sync byte of OxAA as the firgtlained next). Once the daemon starts up,

byte, the frame type is indeed a command frame, they)
protocol number is the one that the PMU understands,
the CRC code carried within the frame is identical to

the computed one out from the received frame, and the
carried frame size is correct.

The frame is indeed addressed to the respective PMU,
i.e., the ID code carried in the frame matches with the
ID code assigned to and stored in the PMU.

The intended command is a one that is supported by
the PMU. Currently, the PMU understands only four

commands, which arel]]

— Turn OFF transmission of data,

Turn ON transmission of data,

Send the header frame,

Send the FIRST configuration frame, and
Send the SECOND configuration frame.

2)

B. Implementation of the PMU Daemon ’
As mentioned above, this is the communication part of the
PMU, i.e., the part that sends and receives C37.118 frames.
This corresponds to the Communication Stage shown in the
description of a generic PMU in Figl. The PMU daemon
obtains the calculated synchrophasor measurements—such a
phasor data (the magnitude and phase components, or the real

it populates the specific configurations for each PMU
from a configuration file. These configurations include
the PMU ID code, the IP address and a port number
the PMU waits for connection on, whether the PMU
is starting active or disabled, the station name, the re-
porting (transmission) rate, the data format, the number
of phasors quantities and their descriptive names, the
number of analog quantities and their descriptive names,
and the number of digital quantities and their descriptive
names 11].

it creates a server socket and starts listening at the
given port number waiting for connections (usually
coming from a PDC or a custom software designed for
consuming the phasor measurements).

When a connection is established from a remote entity (e.g.,
a PDC),

if the PMU is configured to start with an active state, the
daemon streams data frames (on a different spawn thread)
to the remote entity. Data frames are transmitted at the
configured reporting rate. At the same time in the main
thread, the daemon waits for arrival of command frames.
if the PMU is configured to start disabled, the daemon
stays in standby waiting for an arrival of a command
frame.
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Fig. 5. Phasor Computations Implemented in sof PMU

Upon receiving avalid command, the PMU executes the A block diagram of the computations process carried out by
command accordingly, e.g., turning on or off the transroissi the soft PMU is shown in Fig5. With reference to Figl, this

of data frames. If the command frame is asking for the headerplementation can be considered as the Computation Stage.
or for either of the configuration frames (1 or 2), the PMhe computations are carried out using Simufiitocks
crafts the corresponding frame and sends it out to the réguesompatible with the eMEGASsiIm real-time simulator. In this
based on the specific configurations assigned to the PMU.irtfplementation, there is no need for the Measurement Stage,
the received command, however, does not pass the validatigmch comprises anti-aliasing filters or A/D conversiontlas
checks mentioned above, the PMU just ignores the commadata is already discretized at a fixed step resolution, €. 1
tacitly after logging it to a file. 1S time-step.

The logical order of execution of these steps is illustrated The three-phase real-time simulated voltage and current
with the flowchart in Fig4. The two loops 1 and 2 keep ex-waveforms are referred to the internal clock of the Real€lim
ecuting until the remote entity closes the connection winereOperating System (RTOS) of the real-time simulator. This
the main thread returns to the ‘wait for a connection’ state.same time reference is used to generate fundamental freguen

reference signalsgin(wt) and cos(wt), which are used to
C. Commun|cat|0n Between Slmu@knd the PMU Daemon transform the three phasEBC S|gna|s to theiqo p|ane After

Since the two parts of thgoft PMU, the measurement andeach sample is transformed intlg0 components, thel and
communication parts, are running on separate machines, gheomponents are used to generate a window of data. This
most convenient method to relay data between them is Vi¥Vving window is used to extract the fundamental frequency
the network, e.g., using socket programming. For the meg@mponent in bothi and ¢ signals, and thus generates the
surement part, we utilized specialized socket-commuisicat real ) and imaginary ) parts of the phasor. After these
modules that are provided by the OPAL-RT. These aféal and imaginary parts are computed, a conversion to polar
Simulink®modules that are compliant with the eMEGAsinfoordinates is necessary so that the magnitude of the cample
simulator unlike the general Simulifimodules that are part phasorX can be divided into its magnitudgX |, and phase,
of the MATLAB's Instrument Control Toolbox 43. The <X, whereX can be either a voltage or current phasor. In
utilized modules send data in binary format. At the communibe case of current phasors, all computed phasors are passed
cation part, custom code is developed to receive and ctyredhrough a decimation filter (in case the real-time simutatio
interpret the data from the measurement part. The comniime-step is high) to extract redundant points. On the other
nicated phasor values are sampled at the Sim@ilside at hand, in the case of voltage phasors, there is an additional
the same reporting rate of the PMU configuration, and agéep that computes the bus frequentyand thedf/dt, as
sent along with their respective sampling times to the PMghown by the red blocks in Fig. This block uses a discrete
daemon. The communication process between the two pdiiter to determine thelf /dt from the voltage angle, and uses
takes place on the fly, i.e., in real-time. a recursive mean value of the frequentyto compute the

frequencyf. These quantities might also need to be passed
D. Computation of Phasor Measurements from Three-Phageough a decimation filter. After all these steps, the data i
Real-Time Data sent to the communications interface discussed above.

Up to this point the article has described how the com-
munication end of this software-based PMU was developed
and implemented. However, for this new device to properly ThesoftPMU was tested in a similar setup to the one shown
emulate real-life PMUs, it is necessary to process the thrée Figs. 2 and 3. We utilized the PMU Connection Tester
phase waveforms generated by the real-time simulator [t&1], which is part of the OpenPDC project, by connecting
produce positive-sequence voltage and current phasods, amotely to thesoft PMU daemon; see Fig6. As shown
other data, which will be transmitted to the communicatioim the figure, the PMU Connection Tester is successfully
networks emulator. receiving and deciphering the frames sent by sb& PMU

V. EXPERIMENTS
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Fig. 6. A screen-shot of the PMU Connection Testef] [while it is connected to the developebft PMU. The IP address of the PMU is 192.168.1.101
and it accept connections on port number 4712, which is tifeutieport number recommended by the C37.118 standard The PMU Connection Tester
is successfully receiving and deciphering the data frarttes tfvo plots and the Real-time Frame Detail section at theoln), header frames (right), and

configuration frames (left).
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including data frames, header frames, and configurationdsa  3) Power System ControlThe availability of massive num-

of both types 1 and 2. Specifically, in the tested setupstife ber of phasor signals going through an ICT network provides
PMU sends phasor measurements in rectangular format (ian,opportunity to evaluate the effect of network latencied a
real and imaginary parts) while the PMU Connection Testether issues on power system control applications, for @am
correctly displays the phasors in polar format (i.e., magte inter-area mode damping and voltage control.

and angle components); see Fig. In addition, the PMU

is successfully receiving header and command frames from VI. CONCLUSION

The PMU connection Tester and is correctly acting on the The development of Smart Grid applications that exploit

command frames. . L .
synchronized phasor measurement data is limited by thé avai

ability of both real-time data streams and data archiveg Th
o use of real-time hardware-in-the-loop simulators integth
The developed platform paves the way for unlimited number. : . :
of interesting experiments. The intent in this paper is tWIth real PMUs is a suitable approach for generating phasor
g &P : bap g?ta in a controlled environment, but has both technical and
present and report on the newly developed plgtform tha onomical limitations. In this article, we proposed, deped
targets the study of PMU based power system applications. wen ’ o
L : nd implemented the concept of theft PMU, a virtualized
here highlight some of the experiments that we are Currensg;nchronized hasor measurement unit within real-timeusim
undertaking as part of our short-term future work. P : : o
) lators that can help in overcoming the limitations of the HIL
1) Network Infrastructure and Protocolswith the devel- a0proach
g_ped platform, 't. IS very easy to assess the ‘adequacy he paper discussed how both the communications end and
ifferent network infrastructures, topologies, and pcols on ) :
. o the phasor computation end of this software-based PMU was
the Wide Area Monitoring and Control of the power system . S
. . . . .~ developed and implemented. Although there are some limi-
Examples include physical media (e.g. wireless vs. wire tions in the current implementation, this entirely safiter
higher-level protocols (e.g., TCP vs. UDP), and bandwid : mp o Y
. ; X sed PMU is essential for the generation of data from a
allocation schemes between different PMU traffic flows an number of PMUs. which in turn can be fed into a

, ) : ) rge
between PMU traffic and multimedia traffic (e.g., VoIP an%a:)mmunications network emulator to carry out detailedistd

A. Future Planned Experiments

video traffic). on the impact of ICT on power system control applications
2) ICT Architecture: The supportive ICT architecture has P P Y PP '
large impact on the WAMC 1[4]. Utilizing our platform, ACKNOWLEDGMENT

one can study the impact of different ICT architectures on
the WAMC, such as a single PDC vs. several PDCs, and aA.T. Al-Hammouri would like to acknowledge the funding
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