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Abstract
Numerous regularization methods exist for solving the ill-posed problem of downward continuation of satellite gravity gradiometry (SGG) data to gravity anomaly at sea level. Generally, the use of a dense set of data is recommended in the downward continuation. However, when such dense data are used some of the regularization methods are not efficient and applicable. In this paper, a sequential way of using the Tikhonov regularization is developed for solving large systems and compared to methods of direct truncated singular value decomposition and iterative methods of range restricted minimum residual, algebraic reconstruction technique, ν and conjugate gradient for recovering gravity anomaly at sea level from the SGG data. Numerical studies show that the sequential Tikhonov regularization is comparable to the conjugate gradient and yields similar result.

1 Introduction
The gravity field and steady-state ocean circulation explorer (GOCE) (ESA 1999, 2008) is the recent European Space Agency satellite mission which uses the satellite gravity gradiometry (SGG) technique. The main product of this mission will be a set of spherical harmonic coefficients of the Earth’s gravity field and their corresponding errors to degree and order 200 corresponding to a spatial resolution of 0.9° × 0.9° (100 km × 100 km). This set is expected to deliver the geoid and gravity anomalies with accuracies of 1–2 cm and 1 mGal, respectively from joint inversion of SGG and satellite-to-satellite tracking data. GOCE measures the full tensor of gravitation, containing second-order partial derivatives of the geopotential, in the gradiometer reference frame, second by second, during its lifetime. However, it should be stated that the full tensor of gravitation is not measured with the same accuracy and there are highly sensitive and less sensitive gradiometer axes. GOCE will provide a very dense set of the SGG data all over the globe, except polar gaps. The SGG data of GOCE can be used directly to recover gravity anomalies at sea level.

The problem of determining the gravity anomalies at sea level from SGG data was the issue investigated by Reed (1973). He used the second-order partial derivatives of the extended Stokes formula to present the integral relation between gravity anomaly and the SGG data and inverted them to recover the gravity anomaly. Since inversion of such integral formulas is an ill-posed problem he used some a priori constraints for regularization of the integral equations. Later on, this idea was followed by Xu (1992) who presented a technique to invert the integral formulas without a priori information and it was further investigated in Xu (1998) by comparing it with some direct regularization methods. Koch and Kusche (2002) developed an iterative method for simultaneous estimation of variance components and regularization parameter. Kotsakis (2007) used the integral inversion for recovering the gravity anomaly at sea level by a covariance-adaptive method. Eshagh (2009) used the integral inversion method for the recovery of the anomalies from full gravitational tensor. Xu (2009) presented a method based on generalized cross validation for simultaneous estimation of variance components and regularization of system of equations. Janak et al. (2009) carried out the inversion of full gravitational tensor to gravity anomalies using the truncated singular value decomposition. Inversion of stochastically modified integral of second-order radial derivative of the extended Stokes formula was done by Eshagh (2011a). Regional gravity field recovery from SGG data using least-squares collocation was done by Tscherning (1988, 1989) and Arabelos and Tscherning (1990, 1993, 1995 and 1999). Tscherning et al. (1990) studied three different methods of regional gravity field recovery: least-squares collocation, Fourier Transform...
and the integral approach which was further developed by Eshagh (2011b).

In each one of the reviewed studies one regularization method was considered for inversion of integral formulas. However, it is obvious that there are more regularization methods with their own benefits. In this study, the goal is to investigate some of these regularization methods, in the same conditions, to see which one of them is suitable for recovering gravity anomalies from the SGG data. These regularization methods are classified into two main groups of direct and iterative. Here, direct methods of Tikhonov regularization (TR) (Tikhonov 1963) and the truncated singular value decomposition (TSVD) (Hansen 1998) are considered as well as iterative methods of $\nu$ (Brakhage 1987), algebraic reconstruction technique (ART) (Kaczmarz 1937), the range restricted generalized minimum residual (RRGMRES) (Calvetti et al. 2000) and conjugate gradient (CG) (Hanke 1995). Also a new strategy to use the TR in a sequential way is simply developed and named sequential TR (STR), which is applied for recovering the gravity anomalies at sea level from the SGG data.

2 Second-order radial derivative of Stokes’ formula

The second-order radial derivative of geopotential is the simplest and the most important element of the gravitational tensor. It is simple because its mathematical formulation is easier than the other gradients, and it is important as it has the most power with respect to the other gradients. Let the following estimator for this gradient at satellite level be (Reed 1973):

$$
\tilde{T}_n(P) = \frac{R}{4\pi} \int_{\sigma_0} S_n(r, \psi) \Delta g(Q) \, d\sigma,
$$

(1a)

where $\tilde{T}_n(P) = \partial^2 \tilde{T}/\partial r^2$, $\tilde{T}$ stands for disturbing potential, $R$ is the mean radius of the Earth, $\Delta g(Q)$ is the gravity anomaly at the integration point $Q$, $\psi$ is the geocentric angle between the computation and integration points $P$ and $Q$, $\sigma_0$ cap size of integration as we are integrating over a spherical cap (which is an assumption with respect to the realistic full scale inversion problem) and refer to it later in the numerical example, and $S_n(r, \psi) = \partial^2 S(r, \psi)/\partial r^2$ (where $S(r, \psi)$ is the extended Stokes’ function) is the kernel of integral (Reed 1973, Eq. (5.35)):

$$
S_n(r, \psi) = \frac{t^3}{R^3} \left\{ (1 - t \cos \psi) \left[ \frac{3(1 - t^2)}{D^3} - \frac{4}{D^2} - \frac{1 + t^2}{D} - \frac{10}{D} \right] - 18D + 2 - 3t \cos \psi \left[ 15 + 6 \ln \frac{1 - t \cos \psi + D}{2} \right] \right\},
$$

(1b)

where $t = R/r$, $D = \sqrt{1 - 2t \cos \psi + t^2}$ and $r$ is the geocentric distance of $P$.

Eq. (1a) is the Fredholm integral equation of the first kind, and inversion of such an integral is an ill-posed problem. The integral in the right hand side of this equation should be discretized and solved. Let us present the discretized integral (1a) in the following matrix form:

$$
Ax = L - \varepsilon, \quad E[x\varepsilon^T] = \sigma^2_0 Q \quad \text{and} \quad E[\varepsilon] = 0,
$$

(2)

where $A$ is the $n \times m$ coefficient matrix (right hand side of Eq. (1a)), $L$ is the $n \times 1$ vector of $\tilde{T}_n$ (left hand side of Eq. (1a)), $\varepsilon$ is the $n \times 1$ vector of error of $L$, $x$ is the $m \times 1$ vector of unknown parameters or the gravity anomalies at sea level, $E$ stands for statistical expectation operator, $\sigma^2_0$ is the a priori variance factor which is equal to 1 and $Q$ is the variance-covariance matrix of observations which is considered an identity matrix in this study. Since the matrix $A$ is derived after discretization of the integral formula (1a), e.g. based on the simple quadrature method, then it will be ill-conditioned. This means that the condition number of $A$ will be large so that by inverting the system of equations (2), the errors of observables are amplified and destroy the solution. This unwanted property can be controlled by regularization which means to neglect the high frequencies of the solution. Numerous methods have been presented for solving such an ill-posed problem. These methods are so-called regularization. The next section will present an overview for some of them.

3 A conceptual overview of regularization methods

The regularization methods are divided into two categories of direct and iterative. Iterative methods are important as they avoid the direct inversion of the system of equations. This is the reason that the iterative methods are recommended for large systems. In spite of the iterative methods, the direct methods solve the system by direct inversion of its coefficients matrix, which is a complicated problem when it is large and ill-conditioned. In the following sections, some of the direct and iterative methods are reviewed.

3.1 Direct methods

This subsection presents two well-known methods of TSVD and TR for solving ill-conditioned system of equations. Both of these methods have a shortcoming of working with large matrices. In the following, these two methods are briefly introduced.
The main idea of the truncated singular value decomposition (TSVD) comes from the fact that the small eigenvalues of the coefficients matrix of system are removed and those parts of solution relating to these small eigenvalues are neglected in the final solution. In fact, the high frequencies of the solutions are removed and a smoothed solution is sought. In order to explain the concept of the TSVD, the singular value decomposition of the matrix $A$ is considered:

$$A = U \Sigma V^T,$$

where $U$ is an $n \times n$ orthogonal matrix with $UU^T = I_n$, and $V$ is an $m \times m$ orthogonal matrix with $VV^T = I_m$. $\Sigma$ stands for the identity matrix with dimensions of $n$ or $m$, and $\Lambda$ is an $n \times m$ matrix containing eigenvalues (singular values) in a decreasing order. $U$ and $V$ contain eigenvectors of $A$ and they play the role of the base functions for $A$. Substituting Eq. (3a) into Eq. (2) and solve the result for $x$ yields:

$$x = \Sigma^2 \lambda^{-1} \sum_{i=1}^{k} \frac{u_i^T L}{\lambda_i} v_i,$$

where $\Lambda^2$ is the pseudo inverse of $\Lambda$, $\lambda_i$ is the eigenvalues of $A$, $u_i^T$ and $v_i$ are the vectors constructing the orthogonal matrices $U$ and $V$.

Eq. (3b) is the least-squares solution of the system of equations (2) in the spectral form. Since the singular value is located in the denominator of the solution, therefore, when it is small, this component of the solution will be amplified and since $L$ is erroneous, its error is amplified as well. The idea of the TSVD is not to use all the spectra of the solution and truncate the series (3b) to $k$ instead of $n$. In this case, a smooth solution is obtained. One can mention that the minimization problem of the TSVD is:

$$\min_{x \in \text{span}(v_1, v_2, \ldots, v_k)} \| L - Ax \|_2,$$

where $\| \cdot \|_2$ stands for the $L_2$-norm. Eq. (3c) means that $x$ is obtained from a combination of the bases $v_1, v_2, \ldots, v_k$ and $k$ means that the solution is constructed by $k$ bases. The main issue in the TSVD is the proper selection of the truncation number $k$. Different methods have been presented for estimating $k$ such as generalized cross validation (Wahba 1976), L-curve (Hansen 1998), quasi-optimal method (Hansen 2009), discrepancy principle (Scherzer 1993), the monotone error rule (Hämärik and Taytenhahn 2001), normalized cumulative periodogram (Diggle 1991 or Mojabi and LoVetri 2008).

### 3.1.2 Tikhonov regularization

Tikhonov (1963) was one of the earliest persons started solving ill-posed problems. His method is summarized in the following minimization problem:

$$\min \left( \| Ax - L \|_2 + \alpha^2 \| x \|_2 \right),$$

where $\alpha$ is the regularization parameter. The solution of the above minimization problem is obtained by solving the following system of equations:

$$(A^T A + \alpha^2 I) x = A^T L,$$

where $I$ is the identity matrix. Tikhonov’s idea is to add a small positive number to the diagonal elements of the coefficients matrix of the normal system of equations for stabilizing it. The main important issue in this method is the proper choice of this small positive number or the regularization parameter. Therefore the regularized solutions of Eq. (2) will be:

$$x_{\text{reg}} = (A^T A + \alpha^2 I)^{-1} A^T L.$$

Due to adding the regularization parameter the solution will be biased. This bias is the penalty to pay for stabilization purpose and it is presented by the following formula (Xu et al. 2006, Eshagh 2009):

$$\text{Bias}(x_{\text{reg}}) = -\alpha^2 (A^T A + \alpha^2 I)^{-1} x.$$

The regularization parameter $\alpha$ can be estimated by L-curve, generalized cross validation (Wahba 1976) or quasi-optimal method (Hansen 2007).

### 3.1.3 Sequential Tikhonov regularization

The shortcoming of the TR is to invert a large coefficient matrix which is time consuming and sometimes impossible. Different approaches proposed for using the TR for large systems such as Arnoldi-TR (Lewis and Reichel 2008) and Lanczos bidiagonalization TR (Björck 1988, Calvetti et al. 2000, 2003, Golub and von Matt 1997, Kilmer and O’Leary 2001 and O’Leary and Simmons 1981). These versions of the TR take advantage of some matrix factorizations like Lanczos bidiagonalization (Björck 1988) and Arnoldi decomposition (Saad 1996) to the system of equations and work with structure of the system. The idea of applying the TR on the normal equations is not relevant for two reasons: a) increase of the condition number by power 2 which makes the normal system more unstable than the system itself, b) loss of some physical properties of $A$ and $L$ due to being multiplied by $A^T$ (Maitre and Levy 1983). However, the problem of solving the ill-posed problems using the TR is possible in another simple way if the number of unknown parameters is not very large. In this case, the TR method can be used sequentially so that...
working with large number of observations is possible. This method is named sequential TR (STR) in this study. The idea of the STR method is very similar to the sequential least-squares adjustment (see e.g. Cooper 1987). In this case the system of equations is partitioned into small subsystems. One system is solved and the improvements of the solution due to the other systems and observations are computed and implied on the former solution sequentially. The beauty of the STR is its capability to work with large systems without estimating the regularization parameter from normal equations. In order to explain the idea, let us assume that the system of equations is divided into two subsystems:

\[
\begin{bmatrix}
A_1 \\
A_2
\end{bmatrix} x = \begin{bmatrix}
L_1 \\
L_2
\end{bmatrix} - \begin{bmatrix}
e_1 \\
e_2
\end{bmatrix},
\]

(5a)

where \(A_1\) and \(A_2\) are the coefficient matrices of the first and the second subsystems. The vector of observation \(L\) is divided into \(L_1\) and \(L_2\) with corresponding errors \(e_1\) and \(e_2\).

The TR solution of the first system will be:

\[
x^i_{\text{reg}} = \left( A_1^T A_1 + \alpha^i 1 \right)^{-1} A_1^T L_1.
\]

(5b)

Now assume that the regularization parameter was already estimated from the first system. Therefore the solution of both systems together will be:

\[
x^2_{\text{reg}} = \left( A_1^T A_1 + A_2^T A_2 + \alpha^2 1 \right)^{-1} \left( A_1^T L_1 + A_2^T L_2 \right).
\]

(5c)

This means that the same regularization parameter as that was used in the first systems (5b) is used to estimate \(x^2_{\text{reg}}\). In this case, the system of equations will not be ill-conditioned but the regularization parameter has not the best value. It is straightforward to write Eq. (5c) in the following form:

\[
x^2_{\text{reg}} = x^i_{\text{reg}} + \left( A_1^T A_1 + A_2^T A_2 + \alpha^1 1 \right)^{-1} A_1^T \left( L_2 - A_2^T x^i_{\text{reg}} \right).
\]

(5d)

The solution \(x^2_{\text{reg}}\) contains a bias due to the TR, but according to Eq. (4d) this bias can be estimated by considering \(x^i_{\text{reg}}\) as the approximate value of \(x\). Xu et al. (2006) mentioned that, in this case, a second-order bias occurs but its power is smaller than the first-order one. Therefore removing the bias can improve the solution. Consequently, the following STR estimator is derived:

\[
x^i_{\text{reg}} - \text{Bias}\left( x^i_{\text{reg}} \right) + \left( A_1^T A_1 + A_2^T A_2 + \alpha^1 1 \right)^{-1} A_1^T \left( L_2 - A_2^T x^i_{\text{reg}} \right)
\]

(5e)

and

\[
\text{Bias}\left( x^i_{\text{reg}} \right) = -\alpha^i \left( A_1^T A_1 + A_2^T A_2 + \alpha^1 1 \right)^{-1} x.
\]

(5f)

This idea can be generalized to the case where the system is divided into \(k+1\) sub matrices:

\[
x^{k+1}_{\text{reg}} = x^i_{\text{reg}} - \text{Bias}\left( x^i_{\text{reg}} \right) + \left( \sum_{i=1}^{k+1} A_i^T A_i + \alpha^1 1 \right)^{-1} A_1^T \left( L_{k+1} - A_2^T x^i_{\text{reg}} \right)
\]

(5g)

and

\[
\text{Bias}\left( x^{k+1}_{\text{reg}} \right) = -\alpha^i \left( \sum_{i=1}^{k+1} A_i^T A_i + \alpha^1 1 \right)^{-1} x.
\]

(5h)

3.2 Iterative methods

Here the iterative methods are divided into two groups: a) the classical iterative methods and b) the methods based on Krylov subspaces. In this study, the former class includes the \(v\) method and the algebraic reconstruction technique (ART) and the latter consists of the range restricted generalized minimum residual (RRGMRES) and conjugate gradient (CG).

3.2.1 Classical iterative methods

In this section, the \(v\) method (Brakhage 1987) and ART (Kaczmarz 1937) are presented. For more details about these methods the reader is referred to the reference list.

3.2.1.1 The \(v\) method

This method is an extension of the Landweber method (Engl and Groetsch 1987). Generally, the Landweber iterative method is presented by:

\[
x^k = x^{k-1} + \omega A^T (Ax^{k-1} - L).
\]

(6a)

The classical Landweber method is to select \(\omega = F(A^T A)\) where \(F\) is a rational function of \(A^T A\). Depending on the choice of \(\omega\), different cases for the Landweber methods are derived. For example if one selects \(\omega = (A^T A + \alpha^1 1)^{-1}\) the method will be the iterative Tikhonov regularization. The \(v\) method is a special case of the Landweber method which accelerates the method by replacing \(x^{k-1}\) by a weighted average of some last iterates and allowing \(\omega\) to depend on \(k\). This method was presented by Brakhage (1987) which is a two-step procedure of the form (Hansen 1998):

\[
x^k = \mu_s x^{k-1} + \left( 1 - \mu_s \right) x^{k-2} + \omega_s A^T (Ax^{k-1} - L),
\]

(6b)

where

\[
\mu_s = 1 + \frac{(k-1)(2k-3)(2k+2v-1)}{(k+2v-1)(2k+4v-1)(2k+2v-3)},
\]

(6c)
\[ \omega_k = \frac{4(2k + 2\nu - 1)(k + \nu - 1)}{(k + 2\nu - 1)(2k + 4\nu - 1)} \]  
(6d)

and \( 0 < \nu < 1 \).

### 3.2.1.2 Algebraic reconstruction technique

The algebraic reconstruction technique (ART) is called a row-action method as each row of the matrix \( A \) is used at a time. This method is suitable when \( A \) has large dimensions. In this method, in each iteration involves a step through the rows of \( A \) of the form (Hansen 1998):

\[ x_k = x_{k-1} + \frac{1}{\| a_i \|} L_i - a_i^T x_{k-1} - a_i, \]  
(7)

where \( L_i \) is the \( i \)-th components of \( L \) and \( a_i \) is the \( i \)-th row of \( A \).

### 3.2.2 Krylov subspaces-based methods

In the Krylov subspaces-based methods (Hansen 1998), the following minimization problem is solved:

\[ \min_{x \in K_k} \| L - Ax \|. \]  
(8a)

Eq. (8a) means that the residual is minimized so that the solution is in the \( k \)-dimensional subspaces \( K_k \). This solution subspace can be represented by Krylov subspaces.

A Krylov space of order \( k \), generated by an \( n \)-by-\( n \) matrix \( A \) and a vector \( L \) of dimension \( n \) is the linear subspace spanned by the images of \( L \) under the first \( k \) powers of \( A \). The iterative solution of the system can be presented in the following form (Jensen and Hansen 2007):

\[ x_k = \Phi_k \left( B \right) L \]  
(8b)

where \( \Phi_k \left( B \right) \) is a polynomial of degree \( k-1 \) with the matrix \( B \). \( B \) and \( B' \) are defined based on each method and its corresponding Krylov subspaces. \( x_k \) stands for \( k \)-th iterated solution. Eq. (8b) shows that the solution will be a combination of \( B \) and \( B' \), or in other words; in Krylov subspaces:

\[ x \in K_k \left( B, B' \right) = \text{span} \{ B' L, B B' L, \ldots, B^{k-1} B' L \}. \]  
(8c)

#### 3.2.2.1 Range restricted generalized minimum residual method

The range restricted generalized minimum residual (RRGMRES) was proposed by Calvetti et al. (2000) for solving the system of equations with a squares coefficient matrix. They modified the generalized minimum residual (GMRES) method (Saad and Schultz 1986) by restricting the solution to range of the coefficient matrix of system of equations. If this iterative method is applied for solving a system, it will yield the least-squares solution of the system and when it is applied for a singular system it yields its minimum norm least-squares solution. Calvetti et al. (2000) proved that RRGMRES has an intrinsic regularization property and the vector \( L \) is damped by the ill-conditioned matrix \( A \). If these methods are applied for solving ill-conditioned systems the iterative solutions will converge to the minimum-norm least-squares solution. However, the first few iterated solutions can be considered as a regularized solution as we are not interested in the convergence of the solution to the minimum-norm least-squares one. In fact the long wavelength structure of the solution is constructed by the first iterations and by iterating the solution its higher frequencies are obtained. In singular value point of view, one can say that the first large singular value components of the solution contribute more strongly to the solution than the component corresponding to small singular values (Jensen and Hansen 2007). A study of Hansen and Jensen (2006) showed that these iterative regularization methods are superior to minimum residual and GMRES as they have a better noise suppression property.

Generally, the GMRES problems are solved using the Arnoldi decomposition (Saad 1996):

\[ AV_k = V_{k+1} \Pi_k \]  
(9a)

where \( V_{k+1} = \begin{bmatrix} v_1 & v_2 & \ldots & v_{k+1} \end{bmatrix} \) has orthogonal columns i.e. \( V_k^T V_{k+1} = I_{k+1} \) which span the Krylov subspaces \( K_k \) and \( \left( \Pi_k \right)_{(k+1) \times (k+1)} \) is of Hessenberg-type, which an almost triangular matrix. The upper and lower triangular Hessenberg matrices have zero elements below the first sub-diagonal and above the first super-diagonal elements, respectively. In order to see how to generate these matrices see e.g. Calvetti et al. (2000). By selecting the \( x = V_k y \) and substituting it into Eq. (2) the following minimization problem can be achieved:

\[ \min_{x \in K_k \left( A, L \right)} \| L - Ax \| = \min_{y \in \mathbb{R}^k} \| L - V_{k+1} \Pi_k y \|. \]  
(9b)

Eq. (9b) shows that the Arnoldi decomposition transfers the solution space from \( K_k \) into \( \mathbb{R}^k \) which is simpler to solve as the problem is converted to an ordinary minimization problem. Once \( y \) is estimated \( x \) will be obtained from \( x = V_k y \). The Krylov subspaces of both methods are \( K_k \). Now if the subspace \( K_k \) is considered for this method, the RRGMRES is derived which have somehow a regularization property due to multiplication of \( A \) to \( L \) in the subspaces. As Calvetti et al. (2000) mentioned the matrix \( \Pi_k \in \mathbb{R}^{(k+1) \times (k+1)} \) will not be ill-conditioned if the Arnoldi decomposition starts with \( A L \) vector instead of \( A \). This is the regularization philosophy behind the RRGMRES method. According to Jensen...
and Hansen (2007), the effect of the polynomial \( \Phi_k(B) \) in these methods is to ‘kill’ the large components of \( U \), \( U \) is the eigenvector of \( A \), by being small for these large components.

### 3.2.2.2 Conjugate gradient

The conjugate gradient (CG) method was designed for solving the system of equations having symmetric and sparse coefficient matrix. It can be used for solving any type of systems, but if one desires to have a least-squares solution, it should be applied for the un-regularized normal equations:

\[
A^T Ax = A^T L. \tag{10a}
\]

The minimization problem here will be the same as that presented in Eq. (8a) considering \( B = A^T A \) and \( B = A^T \) in Eq. (8c).

In CG the components related to the large singular values converge faster than those involved with small ones. This is the reason the CG has an intrinsic regularization property (Hansen 2007). In geometrical point of view, the minimization problem creates concentric ellipses around the solution and in each iteration a gradient to that ellipse passing from the iterative solution is generated towards the final solution (Bouman 1998) so that the gradient is orthogonal to all previous ones.

Two vectors are conjugate if they are orthogonal with respect to inner product. If \( p_k \) is the sequence of orthogonal directions, then the solution of the system can be expanded in terms of these directions which can play the role of base function for the solution:

\[
x = \sum_{i=1}^{n} \alpha_i p_i, \tag{10b}
\]

where \( i \) stands for iteration and \( \alpha_i \) is the coefficients of the expansions. \( n \) will be maximum number of iterations. Substituting Eq. (10b) into Eq. (10a) yields:

\[
A^T Ax = \sum_{i=1}^{n} \alpha_i A^T A p_i = A^T L. \tag{10c}
\]

Pre-multiplying Eq. (10c) by \( p_k \) and further simplifications yield:

\[
\alpha_k = \frac{p_k^T A^T A L}{p_k^T A^T A p_k}. \tag{10d}
\]

CG needs an initial value \( x_0 \) which can be considered as zero without loss of generality. However, the solution is sought in such a way that the following function is minimized:

\[
F(x) = \frac{1}{2} x^T A^T A x - x^T A^T L. \tag{10e}
\]

Since \( F(x) \) should be a minimizer, then its gradient should be \( p_0 = A x_0 \), by having this gradient one can obtain \( \alpha_1 \) using Eq. (10d) and

\[
p_{k+1} = p_k - \sum_{i=1}^{k} \frac{p_i^T A r_k}{p_i^T A p_i} p_i, \tag{10f}
\]

\[
x_{k+1} = x_k + \alpha_{k+1} p_{k+1}, \tag{10g}
\]

Eq. (10b) presents the solution by a series which is constructed iteratively by adding its frequencies step-by-step. The first iterations include the low frequencies and the high frequencies, infected to the observation noise, are added by iterating the solution. By truncating the series of Eq. (10b) to \( k \), which means to stop iteration before convergence of the solution, the infected higher frequencies are neglected and a smooth solution is achieved. This is the regularization property of the CG method.

### 4 Numerical studies

In order to test quality of the aforementioned regularization methods, a simulation test is done. The EGM08 geopotential model (Pavlis et al. 2008) is used as true gravity model for generating \( \hat{T}_g \) and the gravity anomalies at sea level. The problem is to recover the gravity anomalies from inversion of the second-order radial derivative of disturbing potential \( \hat{T}_g \) in Fennoscandia. This region is limited between the latitudes 55°N and 70°N and the longitudes between 5°E and 30°E. A larger area by 5° than Fennoscandia is selected for inverting \( \hat{T}_g \) for reducing the effect of the spatial truncation error of the integral formula, namely, this area is limited between the latitudes 50°N and 75°N and the longitudes between 0°E and 35°E. Figs. (1a) and (1b) show coverage of \( \hat{T}_g \) and the area of recovering gravity anomalies, respectively. A 3-month orbit of GOCE is simulated, based on the non-singular formulas for the equations of satellite motion in the presence of a geopotential force, by Eshagh et al. (2009). It is integrated with a rate of 10s at an approximate altitude of 250 km above the Earth surface. Those satellite’s passes over Fennoscandia are separated from the whole orbit over this area. The goal is to recover the gravity anomaly with resolutions of 1.0° × 1.0° and 0.5° × 0.5° in Fennoscandia from the generated \( \hat{T}_g \). In order to test the quality of the recovered anomalies they are compared to the corresponding anomalies computed from EGM08. A coloured noise is generated for \( \hat{T}_g \) by passing a white noise with a standard deviation of 0.02 E through an auto-regressive moving average filter of degree 2 and order 1; i.e. ARMA (2,1) (Kless et al. 2003).

The maximum, mean, minimum and standard deviation of \( \hat{T}_g \) are 0.53, 0.04, −0.05 and 0.2 in Eötvös units, respectively and the corresponding statistics for the gravity
anomalies are 69.0, 3.4, –55.1 and 17.4 in unit of mGal, respectively. It should be mentioned that the inversion is performed in the whole area but those gravity anomalies which are located in the Fennoscandia, smaller by 5°, are selected as the results. As Fig. 2b shows the topographic features of Fennoscandia are located in Norway. The determined gravity anomalies in this area will be biased due to disregarding these topographic features. However, this bias can be estimated and removed from the gravity anomalies to reduce them at sea level. In this study, since the gravity anomalies computed from EGM08 contains the same topographic bias as that obtained by the direct analytical continuation of $\tilde{T}_r$, it will vanish by computing the root mean square errors. Consequently the statistics which will be presented later are free of topographic bias.

The singular values of the coefficients matrix of the system of equations, organized for recovering $1.0^\circ \times 1.0^\circ$ and $0.5^\circ \times 0.5^\circ$ gravity anomalies, are presented in Fig. 2. It is obvious that, by increasing the resolution of the unknown gravity anomalies, the system of equations becomes more unstable. This fact was clearly shown in Fig. 2, when the resolution of unknown increases the system will have smaller singular values. The size of the coefficient matrix is $10934 \times 936$ when the resolution is $1.0^\circ \times 1.0^\circ$ and it will be $10934 \times 3621$.

The main problem in regularization of a system of equations is to select a proper regularization parameter in TR, the truncation number in TSVD and iteration number for iterative methods. Here, L-curve (Hansen 1998) is used to find the regularization parameter in TR, truncation degree of TSVD and number of iterations in iterative methods. For more detail about L-curve see Hansen (1998).

The MATLAB package Regularization Tools (Hansen 2007) is used for inverting the system of equations and recovering the gravity anomaly at sea level from $\tilde{T}_r$. Iterative and direct methods are compared in the same conditions to see which one is better than another.

Tab. 1 summarizes the statistics of error of the recovered gravity anomalies with resolutions of $1.0^\circ \times 1.0^\circ$ and $0.5^\circ \times 0.5^\circ$ at sea level and the executed time in second. Classical method of ART seems to work better than $\nu$, but it is the slowest iterative method according to this table. $\nu = 0.75$ was selected as the best value for $\nu$ in the $\nu$ method. Among the Krylov subspaces-based iterative methods CG is better but slightly slower than RRGMRES. TR could not compete with CG in this example and as the table shows the TR has not capability of recovering when the resolution of data is high. However, it should be mentioned that the TSVD was applied directly to the
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Tab. 1: Error of recovered gravity anomalies from SGG data, ART (Algebraic Reconstruction Technique), RRGMRES (Range Restricted Generalized Minimum Residual), CG (Conjugate Gradient), TSVD (Truncated Singular Value Decomposition), TR (Tikhonov Regularization), Unit: 1 mGal

<table>
<thead>
<tr>
<th>Method</th>
<th>$1.0^\circ \times 1.0^\circ$</th>
<th>$0.5^\circ \times 0.5^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Mean</td>
</tr>
<tr>
<td>$\nu$</td>
<td>–35.9</td>
<td>–1.2</td>
</tr>
<tr>
<td>ART</td>
<td>–21.5</td>
<td>–0.2</td>
</tr>
<tr>
<td>RRGMRES</td>
<td>–18.7</td>
<td>–0.6</td>
</tr>
<tr>
<td>CG</td>
<td>–25.3</td>
<td>–0.5</td>
</tr>
<tr>
<td>TSVD</td>
<td>–23.4</td>
<td>–0.6</td>
</tr>
<tr>
<td>TR</td>
<td>–18.2</td>
<td>–0.6</td>
</tr>
</tbody>
</table>

---

Fig. 1: a) $\tilde{T}_r$, Unit 1 E; b) gravity anomalies. Unit: 1 mGal

Fig 2: Singular values of coefficient matrix when resolution of unknowns is $1.0^\circ \times 1.0^\circ$ and $0.5^\circ \times 0.5^\circ$. 
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The singular values of the coefficients matrix of the system of equations, organized for recovering $1.0^\circ \times 1.0^\circ$ and $0.5^\circ \times 0.5^\circ$ gravity anomalies, are presented in Fig. 2. It is obvious that, by increasing the resolution of the unknown gravity anomalies, the system of equations becomes more unstable. This fact was clearly shown in Fig. 2, when the resolution of unknown increases the system will have smaller singular values. The size of the coefficient matrix is $10934 \times 936$ when the resolution is $1.0^\circ \times 1.0^\circ$ and it will be $10934 \times 3621$.

The main problem in regularization of a system of equations is to select a proper regularization parameter in TR, the truncation number in TSVD and iteration number for iterative methods. Here, L-curve (Hansen 1998) is used to find the regularization parameter in TR, truncation degree of TSVD and number of iterations in iterative methods. For more detail about L-curve see Hansen (1998).

The MATLAB package Regularization Tools (Hansen 2007) is used for inverting the system of equations and recovering the gravity anomaly at sea level from $\tilde{T}_r$. Iterative and direct methods are compared in the same conditions to see which one is better than another.

Tab. 1 summarizes the statistics of error of the recovered gravity anomalies with resolutions of $1.0^\circ \times 1.0^\circ$ and $0.5^\circ \times 0.5^\circ$ at sea level and the executed time in second. Classical method of ART seems to work better than $\nu$, but it is the slowest iterative method according to this table. $\nu = 0.75$ was selected as the best value for $\nu$ in the $\nu$ method. Among the Krylov subspaces-based iterative methods CG is better but slightly slower than RRGMRES. TR could not compete with CG in this example and as the table shows the TR has not capability of recovering when the resolution of data is high. However, it should be mentioned that the TSVD was applied directly to the
normal equations, in such a case the size of the coefficient matrix will reduce to that of unknowns but as was already explained working with normal equation is not a suitable way of solving ill-posed problems.

In Tab. 2, the results of recovery of gravity anomalies using the STR is presented. In order to show the correct performance of the STR idea, recovering of 1.0° × 1.0° gravity anomalies is considered to see if the STR method can yield the same results as by the TR. In order to do that, the 3-month orbit of GOCE is divided into three parts and the recovery is done month by month. In Tab. 2, the subsystems mean that the system of equation is divided into three parts. 1 means that only the first part of the system is inverted and the error statistics of the recovered gravity anomalies is presented in the same row as 1.

1 + 2 means that the second part of system is sequentially added to the result of the first part and similarly for 1 + 2 + 3. No improvement is seen due to inclusion of the third part of system of equations. This is due to the fact that the improvements are very small and insignificant and the contribution of spatial truncation error is still large. However, comparing the result of STR to TR, presented in Tab. 1, shows a slight improvement in recovery.

So far, the correct performance of the STR was shown by comparing its results with direct TR. Tab. 2 showed that the TR method was not capable to invert the system of equations as the number of unknown was very large so that MATLAB could not handle it. In order to do the recovery using the STR method the 3-month simulated orbit of GOCE is divided into two parts as the number of unknowns in this case is four times larger than that in recovering 1.0° × 1.0° anomalies. In this case, the recovery is done 1.5-month by 1.5-month and in two steps. The result of this way of recovery is also presented in Tab. 2. The recovery is done with an error of 6.6 mGal when the first set of observations is used. Inclusion of the second set of observations improves the result and reduces the error of recovered gravity anomalies to 6.2 mGal which is smaller than that of the CG method.

5 Conclusions

The numerical studies confirm that the iterative methods are more suitable than the direct methods for inverting large systems. Among the iterative methods conjugate gradient is the best and recovery of the gravity anomalies at sea level can be done with an error of 6.5 mGal from the satellite gravity gradiometry data. The sequential Tikhonov regularization seems to be better than the truncated singular value decomposition and comparable to the iterative conjugate gradient and could recover the gravity anomalies with an error of 6.2 mGal in this study.

The study showed that the STR method can compete with other regularization methods. However, it should be stated that the STR method is not a fast method comparing to the iterative CG method. Another important issue of the STR method is that the number of unknown parameters should not be very large. However, as was shown, the STR method can work very well with large number of observations. The differences between the STR and CG can be summarized as:

1. The STR is a dynamic method; when a new set of data is included to the observation vector, reconstruction of the system of equations will not be necessary. The influence of this new set of observations is computed and added to the previous solution.

2. The STR can be used for large systems, when the number of observations is very large and software cannot process them. However CG is not relevant because generation of $A^T A$ will be very time consuming and also software may not be able to handle a whole system of equations.

3. One can also say that the CG should act on normal equations which are more unstable than the original system, but the main problem of the STR is to estimate the regularization parameter from the system itself and not from its normal equations.

4. Another property of STR is the possibility of estimating the standard errors of the estimated parameters, which is not an easy task in the CG method.

5. The bias-correction step is very significant in STR but it is not simple in CG due to its nonlinearity.
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