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Abstract

Processing decision information is a constitutive part in a number of applications in Computer Science fields. In general, decision information can be used to deduce the relationship between a certain context and a certain decision. Decision information is represented by a decision model that captures this information. Frequently used examples of decision models are decision tables and decision trees. The choice of an appropriate decision model has an impact on application performance in terms of memory consumption and execution time. High memory expenses can possibly occur due to redundancy in a decision model; and high execution time is often a consequence of an unsuitable decision model. Applications in different domains try to overcome these problems by introducing new data structures or algorithms for implementing decision models. These solutions are usually domain-specific and hard to transfer from one domain to another.

Different application domains of Computer Science often process decision information in a similar way and, hence, have similar problems. We should thus be able to present a unifying approach that can be applicable in all application domains for capturing and manipulating decision information. Therefore, the goal of this thesis is (i) to suggest a general structure (Decision Algebra) which provides a common theoretical framework that captures decision information and defines operations (signatures) for storing, accessing, merging, approximating, and manipulating such information along with some general algebraic laws regardless of the used implementation. Our Decision Algebra allows defining different construction strategies for decision models and data structures that capture decision information as implementation variants, and it simplifies experimental comparisons between them.

Additionally, this thesis presents (ii) an implementation of Decision Algebra capturing the information in a non-redundant way and performing the operations efficiently. In fact, we show that existing decision models that originated in the field of Data Mining and Machine Learning and variants thereof as exploited in special algorithms can be understood as alternative implementation variants of the Decision Algebra by varying the implementations of the Decision Algebra operations. Hence, this work (iii) will contribute to a classification of existing technology for processing decision information in different application domains of Computer Science.
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Chapter 1

Introduction

A number of applications in different fields of Computer Science, such as Data Mining, Software Engineering, Artificial Intelligence, etc., are required to process decision information to adjust and alter applications’ behavior. Decision information is an information which can be used to deduce the relationship between a certain context and a certain decision. A context is a set of values of properties/attributes that describes a particular situation or task, and a decision is an inference based on this context. As an example of decision information we can consider information that is used in classification problems, e.g., determining the disease based on patient’s symptoms.

Decision information is usually represented by a decision model. A decision model is a set of rules that determines a target decision and can be implemented as Decision Tables, Decision Trees, etc. The selection of an appropriate decision model has an impact on application performance in terms of memory consumption and execution time. High memory expenses can possibly occur due to redundancy in the decision model; high execution time is often a consequence of the use of an unsuitable decision model. Choosing an appropriate decision model for a specific task requires a tradeoff between memory consumption, accuracy, and speed for construction and utilization. Additionally, every decision model requires a set of operations for processing decision information to adjust and improve application behavior with respect to specific domain requirements. Applications in different domains try to overcome these problems by introducing new data structures or new algorithms for implementing decision models. These solutions are usually domain-specific and it’s hard to transfer achievements from one domain to another.

In this chapter we give an introduction to our chosen research topic in Sections 1.1 and 1.2. Section 1.3 presents an outline of our intended approach. Section 1.4 motivates our choice of research goals and Section 1.5 gives the thesis outline. All concepts and ideas presented here will be revised and further explored in later chapters.
1.1 Research Goals

Based on the observation that applications in different fields of Computer Science often process decision information in a similar way and, hence, have similar problems, we should be able to present a unifying approach that can be applicable in all domains for capturing and manipulating decision information. Therefore, the goal of this thesis is to present a generalized theory for capturing and manipulating decision information. This goal can further be divided into two sub-goals:

1. Theory: Develop a unifying theoretical framework for capturing and manipulating decision information. We will refer to this framework as a Decision Algebra.

2. Implementation: Develop a platform that allows comparing different instantiations of the framework, i.e., decision models implementing the Decision Algebra, and employing these decision models as alternative variants in applications from different domains where processing of decision information is essential.

1.2 Research Goal Criteria

The criteria for fulfilling our first goal are:

1.1 The Decision Algebra shall be complete: it shall provide a complete set of operations which is used by known decision models like Decision Trees, Decision Graphs, Decision Tables, Naive Bayes classifier, Support Vector Machines, and others for decision information processing. The complete set of operations shall be specified based on the observations made in concrete problem domains.

1.2 The Decision Algebra shall be efficient in terms of time complexity: the implementation of existing decision models as Decision Algebra instantiations shall not impose any complexity overhead compared to if they were implemented as stand-alone models. That is, no algorithm using Decision Algebra operations shall have a higher time complexity than if it was directly using specific decision model operations.

1.3 The Decision Algebra shall be efficient in implementation: it shall reduce the number of operations to a few core operations that are able to describe known decision models. This makes the Decision Algebra more reusable as it reduces the work required to implement a new decision model using this set of core operations.
1.3 Outline of Intended Approach

The criteria for fulfilling our second goal are:

2.1 It shall be possible to compare different decision models under a common Decision Algebra interface regardless of implementation details.

2.2 It shall be possible to improve performance in one domain by using a decision model introduced by another application domain.

2.3 It shall be possible to assess non-functional properties for each decision model based on platform validation and deduce different performance profiles.

1.3 Outline of Intended Approach

Our approach to reach the two research goals can be outlined as follows. In order to reach our first goal, we have to provide uniform definitions of decision information, context, decision, and decision model that are valid for any application domain of Computer Science domain where this information is used.

By exploring a number of Computer Science fields where decision making is a part of application performance, we have to be able to show that the information they operate on corresponds to a decision information and, thus, is the same for all domains. As instances of Computer Science fields we take Data Mining with classification application domain and Software Engineering with points-to analysis and context-aware composition application domains. Each application domain has its own functional requirements corresponding to a number of operations to manipulate the stored information, and non-functional requirements corresponding to domain-specific performance specifications. These requirements have to be fulfilled by the decision model representing decision information. Therefore, each application uses a specific decision model with respect to its non-functional requirements. We will show that the set of operations are shared by all application domains. Due to this fact we can generalize a decision model to a unifying theoretical framework, denoted as Decision Algebra, that allows for evaluating different decision model implementations.

The Decision Algebra has to include a formal representation of a decision model that is valid for each application domain, and a set of generalized operations for information manipulation. We introduce higher order decision functions as a construct for mapping contexts to pre-computed decisions. Moreover, we define a learning phase that is responsible for capturing decision information into a decision function and a deciding phase that infers a decision/result by applying the decision function to an actual context. In order to manipulate the information represented by these functions, we
introduce general operations (signatures) for storing, accessing, merging, approximating, and manipulating such information along with some general algebraic laws that are independent of the used implementation. Based on this set of operations we define a minimal set of operations that serves as a basis for all other operations. At this point we should be able to reach research goal criterion 1.1. Furthermore, we introduce existing algorithms for decision model manipulation originated from three application domains and show that they can be implemented using a set of Decision Algebra operations. Several existing approaches for decision models, Decision Trees, Decision Graphs as explicit implementation of the Decision Algebra, and Decision Tables, come out as alternative implementations of our framework. In each decision model, we define an implementation of the minimal set of operations defined in the Decision Algebra along with some auxiliary operations that are specific to each decision model. Although these decision models are usually chosen based on the problem domain, sometimes even on the sample data, we can theoretically estimate non-functional properties, i.e., the bounds on memory consumption and decision time, for every alternative model regardless of the specific problem domain. These estimations will later be used when we assess non-functional properties of decision models in specific problem domains. Based on the discussed algorithms and specific implementations of decision model operations, it should be possible to satisfy research goal criterion 1.2.

However, there exist different types of decision models originated in the field of classification, for example, different types of linear classifiers including probability-based model - Naive Bayes classifier - and maximum margin model - Support Vector Machines. These models cannot represent the same kind of higher order decision functions as discussed in the Decision Algebra. The construction phase and interpretation of basic operations are different. Thus, we define a more abstract signature for these operations. Based on this abstraction we show that existing operations in these decision models have the same interpretation and follow our Decision Algebra representation, even though it becomes more general and, hence, less implementation-specific. By abstracting the Decision Algebra and, hence, abstracting core operations signatures formalizing decision information, we reach goal criterion 1.3.

To fulfill our second goal we explicitly implement the discussed decision models as Decision Algebra instances following one common interface in our platform. Most of the Decision Algebra operations for decision models are defined on a general decision function level regardless of their implementation. Therefore, the comparison between decision models should be rather fair showing advantages and disadvantages of the decision models instead of advantages and disadvantages of different implementations thereof. Thus, to enable a fair comparison, we need to bias:
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- Accuracy of the decision, i.e., does a given decision model always decide for the optimal variant, and what is the impact of suboptimal decisions on the overall performance of the application processing decision information,

- Decision time and its impact on the overall performance,

- Memory size for capturing decision information in different decision models.

The validation of decision models is based on two series of experiments: (1) the first experiment compares two decision models based on higher order decision functions: Decision Graphs, explicitly implementing our Decision Algebra, and Decision Trees. In order to make a fair comparison, the construction approach for two decision models is the same. (2) For the second experiment we select an application in the context-aware composition domain which benefits in terms of memory consumption and decision speed from using different alternatives of decision models originated in other domains. The experiment evaluates these alternatives by invoking the best decision chosen based on an actual application context. Moreover, for each decision model we assess non-functional properties in this specific application domain. At this point we should be able to reach our second research goal: we should have a platform implementing different instantiations of our Decision Algebra. Moreover, by a number of experiments we show that our platform allows comparing these instantiations as well as using them in a certain application domain that requires decision information processing.

1.4 Motivation

In this section we motivate our choice of research goals, which follows directly from our research group’s work on points-to analysis: our effort to improve points-to analysis precision [48, 22] became a starting point for developing a generalized theoretical framework for describing decision information.

Static program analysis is an analysis that tries to predict the dynamic behavior of programs without running them. Ideally, such analysis should be precise, i.e., the output result should usually be as small as possible, and, at the same time, conservative, i.e., not missing anything. Moreover, exact program analysis is (in all non-trivial cases) intractable and, hence, approximations must be accepted. In order to get better analysis results, we have tried to combine several analyses and thereby improve analysis precision. However, as our experiments showed, combining different analyses did not improve accuracy significantly [22].
Precise program analysis is quite expensive in terms of time and memory consumption, since it must take into account all possible execution paths in an analyzed program. Therefore, another way of improving analysis precision is to exploit the potential of handling these execution paths separately. Furthermore, the execution paths of a program represent a source of decision information that has to be captured in a proper non-memory-consuming way. In this case, different branches in a path correspond to different contexts and lead to different analysis results, which correspond to different decisions. In order to capture such information in points-to analysis, a data-structure called $\chi$-terms was developed. A $\chi$-term is a compact representation of how different control-flow options, e.g., if-else statements, loops, etc., affect the analysis value in a given program point. It was first presented as a formalism by Martin Trapp in his dissertation [74] and was extended and adjusted to fit our needs.

The decision information, in general, is an information that keeps a number of different contexts, where each context corresponds to a set of values of several attributes, based on which we reach a certain result corresponding to a decision. Well-known application domains where decision information is used are classification and pattern recognition domains from the fields of Data Mining and Machine Learning. Data Mining is the process of extracting patterns from large data sets by combining methods from statistics and artificial intelligence with database management. Originally it is the process of the extraction of implicit, previously unknown, and potentially useful information from data [83]. While Machine Learning provides a technical basis for Data Mining, i.e., it deals with the issue of how to build computer programs that improve their performance through experience [49].

In general, capturing decision information in different decision models that map contexts to decisions can be memory consumptive, as they can grow exponentially with the number of attributes and attribute values. Additionally, there exist the problems originated in the classification domain: data replication (redundancy in the stored information) and model overfitting possibly leading to data fragmentation (the amount of information is too small to make a statistically significant decision) [39, 58].

Thus, an important choice to be made is to select a representation of a decision model: the representation of the function that the capturing algorithm, denoted as learning algorithm, will use to capture the information in. There exist a number of approaches to adjust existing decision models to specific problems. These approaches involve reducing the amount of required memory for decision information by reducing redundancy in the stored information, reducing the time for learning and deciding (getting the result based on the current context) by approximating decisions based on the captured decision information, etc. Often they improve the learning algorithms or the data structures capturing decision models. No single model has been
found to be superior to all others [25]. Issues such as model accuracy, capturing time, robustness, interpretability, and scalability must be considered and can involve tradeoffs further complicating the search for an overall decision model. In general, this choice of the model involves a tradeoff between (1) the expressiveness of the model, i.e., the representation should be as close as possible to the ideal function that covers all the captured data, (2) the memory required to keep this high-detailed decision model and (3) the time and initial data required in order to choose among the alternative decisions it can represent [49].

Introducing new learning algorithms is more or less a well-defined process, since there exists an algebraic framework for presenting decision algorithms and describing various splitting criteria [66]. The data structures most frequently used for keeping decision information (trees and tables) are also well-known, along with efficient implementations once we have specified their operations. However, special learning algorithms might require adding new operations which, in general, have a negative impact on the data structure memory requirements and performance.

In addition to the classification domain there exist a number of application domains in the Computer Science fields where the processing of decision information is a part of applications:

- Static program analysis [48, 22] where different branches in a program execution path lead to different analysis results,
- Context-Aware Composition [1] where components are bound (classified) dynamically based on context properties (attributes),
- Object-oriented languages with multiple dispatch where target methods are selected (classified) based on the dynamic types (attributes) of the actual parameters,
- Chip design, where the logical switching behavior of circuits (binary classification) depends on their input (binary attributes).

Because of this variety of application domains with decision problems (each coming with different notations and tailored implementations) we consider it worthwhile to introduce a generalized theoretical framework for a decision model representation and capturing the decision information, which is applicable in different fields of Computer Science. Due to this generalization, insights can be gained at an abstract level or reused between different application domains, paving the way for a deeper problem understanding and, possibly, for novel and more efficient data structures and algorithms.

The motivation of the second research goal follows directly from the motivation of the previous one and is also based on the variety of domains with
Chapter 1. Introduction

decision problems. The implementation of a framework allows comparing results from different domains, benefiting from the improvements across domain boundaries and giving the opportunity to inherit improvements from other application domains. It will also provide the possibility of improving application performance by replacing a usually used decision model for capturing decision information by an alternative model.

1.5 Thesis Outline

The remainder of this thesis is as follows: In Chapter 2 we present a notion of decision information and give a general introduction to a decision model that captures this information. Moreover, we give an overview of three application domains originated in the Software Engineering and Data Mining Computer Science fields that process decision information: classification, points-to analysis, and context-aware composition. For each domain we introduce a decision model and discuss the domain’s non-functional requirements. We conclude the chapter with a related work section followed by a section with conclusions.

Chapter 3 presents the Decision Algebra for capturing and manipulating decision information. Chapter 4 gives an introduction to several algorithms from the presented application domains and presents the descriptions of the algorithms based on the operations denoted by the Decision Algebra.

Afterwards, Chapter 5 and Chapter 6 give a detailed description of the five existing decision models that can be considered as instances of the Decision Algebra and discuss implementation and interpretation of basic operations for each instance. Moreover, Chapter 6 abstracts the defined Decision Algebra in order to formalize different types of decision models. The chapters also provide theoretical estimations of non-functional properties (memory consumption and decision time) for each decision model.

In Chapter 7, we present a platform for our second research goal and show the results of two experiments that support this goal’s criteria: (1) a comparison of a straight-forward implementation of the Decision Algebra with one of the existing instantiations, (2) an evaluation of different decision models in the domain of context-aware composition, and (3) an assessment of non-functional properties of these decision model in a specific problem.

Chapter 8 concludes this thesis, and Chapter 9 discusses future work that came out from the application of our Decision Algebra to different application domains of Computer Science. Additionally, Appendix A presents a theoretical application of our Decision Algebra in the program analysis domain.
Chapter 2

Decision Information: Motivation and Example

Observations made in this chapter are used to justify our choice of research goals presented in Chapter 1 and to motivate the theoretical approach we present in Chapter 3. Our structure is the following: we start in Section 2.1 by introducing a general idea to decision information that can be considered as an essential component in different application domains. We also discuss general characteristics of decision information and decision models as a means for representing this information. Basically, this section presents a set of formal definitions that will be used throughout this thesis.

In the following three sections we present a number of application domains where the processing of decision information is an essential part of an application. In each application domain we describe a decision model used to represent corresponding decision information and a set of functional and non-functional requirements for each domain.

In Section 2.2, a classification problem is described and a short overview of Decision Trees as a traditional decision model for representing decision information is given. Section 2.3 gives a general introduction to points-to analysis. We then introduce $\chi$-terms as a means to handle context-sensitivity in data-flow analysis and show how it can be interpreted as a decision model capturing path-dependent reference information. Section 2.4 describes context-aware composition as a technique that is used for automatic selection of optimal variants of program components at runtime. As a decision model that captures optimal variants in context-aware composition we present dynamic Dispatch Tables. Finally, Section 2.5 discusses related work for each application domain.

We conclude this chapter in Section 2.6, where we outline the problems of decision information processing and make several observations in which we motivate the chosen research topic and guide the reader towards the next chapter that presents the theoretical foundation of this thesis.
Chapter 2. Decision Information: Motivation and Example

2.1 Decision Information

The purpose of this section is to introduce a common vocabulary and a set of basic notions that will be used throughout this thesis. These notions characterize decision information used by different kinds of applications to adjust and alter their behavior.

**Definition 1.** A decision tuple \((\vec{a}, c)\) is a tuple that relates an actual context \(\vec{a} \in \vec{A}\) with an actual decision \(c \in C\), where \(\vec{A}\) is a formal context and \(C\) is a formal decision. The decision tuple can also be referred to as a decision fact or a training instance.

Notice that we distinguish between an actual context and a formal context. An actual context \(\vec{a} = (a_1, \ldots, a_n)\) is a vector of attribute values \(a_i \in A_i\), where \(A_i\) is an attribute that corresponds to a property in a certain problem domain.

A formal context \(\vec{A}\) is the set of all actual contexts \(\vec{a} = (a_1, \ldots, a_n)\) for all possible \(a_i \in A_i\) formed as a result of the Cartesian product \(A = A_1 \times A_2 \ldots \times A_n\) over sets of values corresponding to attributes \(A_1, \ldots, A_n\).

Finally, an actual decision \(c \in C\) is a result of the choice made between alternative decisions in a situation of uncertainty. Hence, a formal decision \(C\) is a set of all available alternative decisions.

As an example of an actual context we can consider an explicit description of a particular processing point, situation or data instance. As an example of a decision we can consider algorithms, classes, computed values, etc.

**Definition 2.** A set of decision tuples \(DR = \{(\vec{a}_1, c_1), \ldots, (\vec{a}_n, c_n)\}\) is a decision relation. A decision relation can also be referred to as decision information, dataset, training instances or training sample.

Several properties have to be discussed when we present decision relations:

- A decision relation is complete if and only if:

\[
\forall \vec{a} \in \vec{A} : (\vec{a}, c) \in DR
\]

- A decision relation is non-contradictive if and only if:

\[
\forall (\vec{a}_i, c_i), (\vec{a}_j, c_j) \in DR : \vec{a}_i = \vec{a}_j \Rightarrow c_i = c_j
\]

More generally, a complete decision relation contains decisions for all possible actual contexts within a given problem domain; a non-contradictive decision relation contains only non-contradictive decision tuples, i.e., there are no two tuples having the same actual context \(\vec{a}\) but leading to different decisions in the decision relation. A complete and non-contradictive decision relation represents a decision function.
2.1. Decision Information

![Diagram of decision relation](image)

**Figure 2.1**: A general process of using decision relation in a problem domain

**Definition 3.** A decision function $df$ is a complete and non-contadictive decision relation. A decision function maps a formal context $\vec{A}$ (domain of $df$) to a formal decision $C$ (co-domain of $df$):

$$df : A_1 \times \ldots \times A_n \rightarrow C$$

In order to use a decision relation in a particular application we need to process it in such a way that we would be able to predict $c \in C$ given a new context $\vec{a}$. That is, we have to construct a specific representation of the decision function that, based on a given context $\vec{a}$, be able to determine a new decision tuple $(\vec{a}, c)$. This representation of a decision function that is capable of handling a new context $\vec{a}$ is denoted as decision model.

**Definition 4.** A decision model is a representation of a decision function that provides a set of rules determining relations between actual contexts and a set of decisions.

Figure 2.1 depicts a general model of how a decision relation can be used in a problem domain. A decision model can be of different types. The most obvious decision model for representing a decision relation is a complete set of all decision tuples captured in a table. However, there exist more complicated representations. For instance, the decision model can correspond to a collection of rules that match against the actual context, a mathematical formula that computes a decision based on input parameters, etc. Moreover, the decision model can be a tree $T(N, E)$, where attributes are internal nodes $N$ with attribute values corresponding to outgoing edges $E$, and decisions are leaves (Figure 2.2). The decision procedure for such a decision model corresponds to a search of a path from a root node to a leaf representing the actual context $\vec{a}$ leading to a certain decision $c \in C$. 
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Definition 5. **Learning** is the process of constructing a decision function from a given decision relation.

The learning process always involves **decision capturing**: we capture a complete and non-contradictive decision relation in a predefined decision function. Additionally, on top of that, we can perform **decision interpolation**: we derive a complete and non-contradictive decision relation when the initial relation is incomplete or contradictive and we can perform **decision approximation** that approximates a derived decision function.

In order to learn a decision function for a given decision relation, we must first select a proper decision model. In general, the choice of decision model might depend on (1) the problem domain where this decision relation is going to be used, (2) what learning algorithm is going to be used, and (3) what decision algorithm is going to be used for this decision model.

Ultimately, processing a decision relation in order to use it in a concrete problem domain involves two major phases: the first phase is called an inference phase and is responsible for selecting and integrating original data to a set of decision tuples defining decision relation followed by a learning decision function; the second phase is called decision phase and is responsible for interpretation of a learned decision function in order to derive a final decision. More formally:

**Definition 6. Deciding** is a process of applying a decision function to a given actual context $\vec{a} \in \vec{A}$ in order to determine a concrete decision $c \in C$.

These two phases are a subject of Decision Theory [6] that generally describes a set of quantitative methods for reaching an optimal decision and allows us making optimal decisions in situations involving uncertainty,
2.2 Classification

The purpose of this section is to introduce a common vocabulary and a few concepts that characterize the classification domain, the decision relation, and the decision model used.

Classification is the task of learning a decision function represented by a classification model: \( A_1 \times \cdots \times A_n \rightarrow C \) that maps a vector of attribute values \((a_1, \ldots, a_n) \in A_1 \times \cdots \times A_n\) to one of the predefined classes \(c \in C\). The input data for the classification task is a collection of instances \((a_1, \ldots, a_n, c)\) that is usually called the training dataset. In terms of general decision information representation discussed in the previous section, an instance corresponds to a decision tuple, a vector of attribute values corresponds to an actual context, a classification model corresponds to a decision model, and a training dataset corresponds to a decision relation.

Figure 2.4 shows a simple dataset that can be used as input to the clas-
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<table>
<thead>
<tr>
<th>outlook</th>
<th>humidity</th>
<th>windy</th>
<th>play</th>
</tr>
</thead>
<tbody>
<tr>
<td>sunny</td>
<td>85</td>
<td>false</td>
<td>do not</td>
</tr>
<tr>
<td>sunny</td>
<td>69</td>
<td>false</td>
<td>play</td>
</tr>
<tr>
<td>sunny</td>
<td>75</td>
<td>true</td>
<td>play</td>
</tr>
<tr>
<td>overcast</td>
<td>83</td>
<td>false</td>
<td>play</td>
</tr>
<tr>
<td>overcast</td>
<td>82</td>
<td>true</td>
<td>play</td>
</tr>
<tr>
<td>rain</td>
<td>65</td>
<td>true</td>
<td>do not</td>
</tr>
<tr>
<td>rain</td>
<td>75</td>
<td>false</td>
<td>play</td>
</tr>
</tbody>
</table>

Figure 2.4: Dataset and a corresponding decision tree for classifying physical activity

A classification model recognizing the activity of playing a game. This dataset uses three attributes Outlook, Humidity, Windy, and a class label Play. The attribute Outlook can have three possible values (overcast, sunny, rain), the attribute Humidity is a continuous numeric attribute, and two others are binary (yes, no).

Decision Models in Classification

There exist several different classification techniques [55, 84], i.e., systematic approaches to construct and represent a decision model given a dataset. Here we will consider Decision Trees as a common used decision model in a classification domain. A Decision Tree is a special tree structure consisting of two types of nodes:

- **Leaf nodes** represent class labels $c$, the result of classifying an attribute set $(a_1, \ldots, a_n)$.

- **Internal nodes** represent selections for an attribute $A_i$ referring to different sub-trees for different attribute values $a_i$.

Each path from the root to a leaf in the Decision Tree represents the attribute values leading to a certain classification result. In Figure 2.4, we present the Decision Tree for our dataset.

To use a Decision Tree for the classification of a given input $(a_1, \ldots, a_n)$ is straightforward: in each internal node for attribute $A_i$, starting at root, the corresponding attribute value $a_i$ is used to decide which child to visit next. We refer to this operation as decide.

Leaves may contain classes directly but, in general, we capture distributions over classes representing the number of training instances with the same attribute values supporting a specific class.
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Usually, the learning of a Decision Tree from a given dataset is done by a decision interpolation approach, since the dataset is often incomplete and contradictory, or even contains noise, i.e., not valid instances. This operation in the classification domain referred to as learn. Efficient learning algorithms using the interpolation approach have been developed to compute Decision Trees for a given dataset $R$. Most of these algorithms employ a recursive top-down approach that greedily partitions the dataset by choosing a special order of the attributes for each path. Assume an initial dataset $R$ and a root node $n$:

- **Base Case:** If all training instances in $R$ belong to the same class label $c$, then $n$ is a leaf with label $c$.

- **Recursive:** Otherwise, select one attribute $A_i$ and create a child node $n$ for each possible attribute value $a_i$. Partition $R$ into smaller subsets $R_i$ based on their particular value for the attribute $A_i$. Apply the algorithm recursively on each child node $n$ using subsets $R_i$.

The order in which attributes are selected does not influence the information captured in the tree. However, it might have a crucial impact on the size of the resulting Decision Tree. We refer to the operation which reorders the attributes inside the decision tree as revert. Several heuristics for selecting the attribute order are known, most popular is to select the attribute which reduces the entropy metric [55].

The size of the tree can be reduced by replacing subtrees reached by insignificant datasets (e.g., $|R_i| < 5$) with a single leaf node having the most frequent class label, or with a subtree rooted by its child. This type of tree pruning can occur during the learning process (pre-pruning) or afterwards.
(post-pruning). Pre-pruning stops the growing of the tree early, before it reaches the point where it correctly classifies the training instances, while post-pruning allows the tree to overfit the dataset and then prunes the tree. Although the first approach seems more direct, the second approach has been found to be more practical. The reason is the difficulty to estimate the stop criterion of growing the tree [49]. Notice that the pruning process in Decision Trees corresponds to the decision approximation approach presented in the previous section. We refer to the process when a subtree is replaced with a single node as *merge*, and the whole pruning process as *approximate*.

Additionally, the dataset in the classification domain can be captured in other models often called *classifiers*, such as probability-based models, e.g., Naive Bayes classifier, maximum margin-based models, e.g., Support Vector Machines, graph-based models, e.g., Bayesian networks, and Decision Graphs, etc. [6, 25]. A probability-based model is learned by computing the probabilities for a particular decision over a dataset, while a maximum-margin model usually builds a hyperplane in n-dimensional space that separates training decision tuples into two classes. A specific decision model is usually chosen based on the non-functional requirements of the given application domain.

**Functional Requirements**

The required operations to process a decision relation captured in a Decision Tree are: *learn* - to construct a Decision Tree; *decide* - to make a decision based on a constructed Decision Tree; *evert* - to reorder attribute sequences in a Decision Tree; *merge* - to replace a subtree with a single node; *prune* - to reduce the size of a Decision Tree by using merge.

**Non-functional Requirements**

Classification process requirements are usually application-dependent. That is, the process can be performed under different requirements specified by a particular application’s purpose. Therefore, classification is flexible in terms of learning and decision time. Often the learning time is not so crucial, while the decision should be done in seconds. An example is determining a solvency of a person in a bank while processing a person’s request for credit. However, the learning time becomes quite important in the situations of online learning of the system. As an example, consider the learning of a spam filter without knowing in advance the best performing model, where the spam filter has to be learned online based on the incoming instances. Hence, based on the task we can bias a decision model and a learning algorithm constructing this decision model.

Memory requirements vary as well since they depend on the application settings which perform a classification process. However, if the application
requires low memory consumption, Decision Trees may not be the first choice because of the replication problem: a portion of a subtree might be constructed multiple times [41]. This makes the Decision Tree more complex than required and, perhaps, requires much more memory to store it. This situation can arise due to "divide-and-conquer" methods applied by most learning algorithm, where the same attribute can be used for testing several times to different parts of the Decision Tree, cf. Figure 2.5.

Another well-known problem of Decision Trees when applying recursive learning algorithms is data fragmentation (or model overfitting): When reaching the leaves, the number of instances in the remaining dataset can be too small to make a statistically significant decision about the class label. We can say that a decision model overfits the training instances if some other decision model that fits training instances less well actually performs better over the decision tuples that are beyond the given training dataset [49]. This might later lead to a less accurate decision model. Classification usually requires the decision to be as precise as possible.

### 2.3 Points-to Analysis

Points-to analysis is a static program analysis that tries to predict the dynamic behavior of programs without running them. It computes reference information by approximating for each pointer in the program, e.g., variables, a set of possible objects to which it could point at runtime [26]. Points-to analysis results can be used as input to a number of client-applications, such as static garbage collection which automatically deallocates method objects once a method execution has been completed, metric analysis which computes coupling and cohesion between program objects, etc.

Each reference variable \( v \) in a program is associated with a set of objects \( \{o_1, o_2, \ldots, o_n\} \), denoted as \( pt(v) \), that contains all the objects that variable \( v \) might point to. The set \( pt(v) \) is called the points-to set of variable \( v \), and the objects, called abstract objects, are an abstraction of the different objects that can be created at a runtime.

Let us consider the program example presented in Figure 2.6. Here, \( o^i \) means an object created at allocation site \( s^i \). Allocation site \( s^i \) is a syntactic point in a program in which a particular object is created. The goal of points-to analysis for this example is to compute what possible abstract objects variables \( a, b, c, \) and \( d \) can point to during any execution. The points-to results usually depend on the execution paths a particular program can take. However, this program example has two possible execution paths, and, to be safe, most analyses take an over-approximated (conservative) approach, i.e., they take into account both paths. Therefore, the points-to set of variable \( c \) contains both abstract objects \( \{o^1, o^2\} \) at line 6. Ideally, points-
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1:  s1: a = new A(); // pt(a) = {o1}
2:  s2: b = new B(); // pt(b) = {o2}
3:  if(…)
4:    c = a;      // pt(c) = {o1}
5:  else{
6:    c = b;    // pt(c) = {o1, o2}
7:  }
8:  d = c; // pt(d) = {o1, o2}

Figure 2.6: A source code example

to results should be precise, i.e., as small as possible, and complete, i.e., not missing anything. However, exact points-to analysis is intractable and, hence, approximations must be accepted.

**Precision and Costs:** A program may create countable many runtime objects and may have unknown input, so exact points-to information cannot be computed in general. In real life, where the program to be analyzed may contain hundreds or even thousands of classes, there is a trade-off between the analysis costs and precision. The costs of the analysis generally include time and memory consumptions.

Recent advances in points-to analysis research have concentrated on the improvement of the analysis precision without the increase of memory costs [22, 4]. In what follows we point out the main dimensions proposed by Ryder [69] that determine the relative precision and cost of analysis and that are relevant to our points-to analysis presentation:

- **Object representation.** A points-to analysis distinguishes objects, denoted as *abstract objects*, by their static abstractions. The mapping between abstract objects and run-time objects is called a *name schema*. The choice of a name schema effects analysis precision and memory requirements. Coarse-grained schemata, where one abstract object can represent all instantiations of one class, will lead to low memory consumption but less precise analysis. The opposite holds to more fine-grained schemata, where each abstract object corresponds to a much smaller set of runtime objects. For our example we have chosen a name schema that distinguishes objects by their syntactic creation points $s_i$.

- **Context-Sensitivity.** In a context-insensitive points-to analysis, analysis values of different calls are propagated to the same method and get mixed there. The analysis value is then a merger of all calls targeting that method. A context-sensitive analysis addresses this source
of impression by distinguishing between different calling contexts of a method. It analyzes a method separately for different calling contexts of a method.

- **Flow-Sensitivity.** An analysis is flow-sensitive if it takes into account the order in which the statements of a program are executed. This leads to a different analysis that respects all dataflow and control flow dependencies among the program statements. Our example in Figure 2.6 is flow-sensitive. In a flow-insensitive scenario, we would simply have a set of assignments and all four variables $a, b, c, d$ would point to the same set of objects $\{o_1, o_2\}$.

- **Path-Sensitivity.** An analysis is path-sensitive if it takes the feasibility of different execution paths into account. Feasibility can be determined by evaluating the expressions in control flow statements or by computing points-to values with respect to the program paths where they occur. Path-sensitive analysis is more accurate because it is able to reason about branch correlations, which is needed to compute points-to set information for different paths. Our example is path-insensitive, since variable $c$ in the else part of if-statement points to two abstract objects $\{o_1, o_2\}$, where $o_1$ was computed in the if-part of if-statement. In a path-sensitive analysis, $c$ would, at line 6, only point to the abstract object $o_2$.

Both context- and flow-sensitivity will therefore, in general, give a more precise analysis. Additionally, a higher level of precision can be reached by introducing path-sensitivity to points-to analysis. However, the costs of path-sensitivity do not scale for large programs. The reason for the high cost is that an accurate tracking of every path in the control flow of a program, where points-to sets for different abstract objects differ along the branches, may result in an exponential search space [16].

Moreover, path-sensitive points-to analysis requires avoiding mixing of memory in parallel branches of the program. A program usually has a number of splitting points where the execution is taking only one of a number of different possible branches. This happens in control flow statements (e.g., if-then-else, loops, etc.) but also in polymorphic calls. Therefore, path-sensitivity is a source of a decision relation in points-to analysis. The decision relation corresponds to points-to information that might depend on what particular branch the program can take in a control flow option. Thus, a compact representation of control flow options in a suitable decision model

---

1Path-sensitivity was not included as a dimension by Ryder, but we included it as a dimension because it can affect analysis precision and it generates the contexts for the point-to analysis decision information.
is necessary. In the following we describe a decision model that is suited for capturing decision relations in points-to analysis.

**Decision Model in Points-to Analysis**

In this section we introduce $\chi$-terms, a means for capturing context-sensitive information in data-flow analysis, as a decision model that captures decision information in points-to analysis. Generally $\chi$-terms correspond to a compact representation of how different control flow options can affect a given value. The introduction of $\chi$-terms is based on the formalism presented by Martin Trapp in his dissertation [74].

In what follows we will give an introduction to $\chi$-terms as a decision model for capturing points-to information. This introduction is based on a simple code example depicted in Figure 2.7 that shows how $\chi$-terms can be applied to points-to analysis. Our code example shows a simple piece of code that contains four if-else statements, a corresponding control flow graph (in the middle) and a Static Single Assignment form (SSA) (on the right). A control flow graph is a graph representation of a program showing all the paths that might be traversed during execution of the program. SSA is an intermediate representation that is tailored for certain program analyses and compiler optimizations. The traditional approach to SSA presented in [15, 53] tries to present every variable as the target of only one assignment statement that makes def-use relations explicit since a use of variable may use the value produced by particular definition if and only if the definition and use have the same variable name in SSA of the procedure. For instance, the assignment $a = 3$ is the second assignment to variable $a$, thus, the unique number 2 in $a = 3$ identifies it as a new value.

Join points in a program (\(\phi\)-nodes in control flow graph) occur when several control flows from different predecessors are joined. This kind of multiple assignments to a variable is handled by pseudo computations, so called \(\phi\)-functions. They make sure that each use of variable refers to exactly one definition, e.g., for the assignment $y = a$ the value of $a$ is unique and corresponds to \(a_5\).

Each \(\phi\)-function has as many arguments as there are possible predecessors coming together at that point. Each join point (\(\phi\)) in SSA representation has \(\phi\)-functions which symbolize the control flow uncertainties at these points. For example, the value $a$ depends on which branches of the first and the second if-statement are chosen. The assignments at these points (e.g., $a_5 = \phi(a_1, a_4)$) indicate that we have a new value that is either $a_1$ or $a_4$. Even more, by relying on the position of the value (argument) in the \(\phi\)-function, we can determine from which path this value came from.

The control flow graph representing our code example contains basic blocks that correspond to assignment statements. It also contains splitting
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```java
if(...) 
a = 4;
else {
    if(...) 
a = 3;
    else 
        a = 2;
    b = a;
}
if(...) 
y = a;
else 
y = 6;
if(...) 
c = a; 
else 
c = y;
```
points ($\gamma$) that represent if-else statements and corresponding join points that are represented by $\phi$-functions.

Notice that after the data-flow analysis in the path-insensitive graph interpretation, the multi-valued variable values resulting from a join point in the control flow graph contain no information about the different control flow options that generated all these values. It simply states what possible values they are (e.g., values of $b$ can be 3 or 2). By representing these values with $\chi$-functions, a more precise description of the values can be achieved. For example, we can write down the value of variable $b$ in Figure 2.7 using $\chi$-function as $b = \chi^6(a_2, a_3) = \chi^6(3, 2)$, where 6 is a $\chi$-function index referring to the basic block number where the $\phi$-function occurred. Interpretation: variable $b$ has the value 3 if it was reached from the first predecessor of block 6 (if - condition) in the control flow graph, and the value 2 if it was reached from the second predecessor block (else - condition). That is, the value expressed using $\chi$-function does not only contain all possible values, but it also contains control flow options that generated each of these values. Using this approach we can write down the $\chi$-term values for the variables at the end of the program execution in Figure 2.7 as:

$$a = \chi^7(4, \chi^6(3, 2)),$$
$$b = \chi^6(3, 2),$$
$$y = \chi^{10}(\chi^7(4, \chi^6(3, 2)), 6),$$
$$c = \chi^{13}(\chi^7(4, \chi^6(3, 2)), \chi^{10}(\chi^7(4, \chi^6(3, 2)), 6))$$

Notice that $\chi$-term values (e.g., for variables $y$ and $c$) that depend on several control flow options are constructed as a composition of the $\chi$-functions representing these different options.

$\chi$-functions The set of $\chi$-functions $X(p)$ in a concrete program $p$ depends on the set of $\phi$-functions $\Phi(p)$ described above. Furthermore, the exact number of $\chi$-functions depends on what type of loop handling is used. Since the loops can be handled in different ways, e.g., by ignoring the loops completely or by introducing approximations, we will not take them into account when describing the notations and operations on $\chi$-terms in this section. Even though it is not relevant for the current presentation, the interested reader can find information about it in [47].

Each $\chi$-function $\chi^i$ is identified by a unique identifier $i$, where: $i = block(\chi^i)$ is a basic block number. This number indicates the basic block of the $\phi$-node.

$\chi$-terms Two $\chi$-terms $\chi^b(x_1, \ldots, x_n)$ and $\chi^b(y_1, \ldots, y_n)$ represented by the same $\chi$-function $\chi^b$ have the same switching behavior. It means that for every execution of the program, it holds that iff branch $x_k$ is selected for the first term then branch $y_k$ is selected for the second term.
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Each $\chi$-term is associated with a set of values $v \in V$. Opposite to the finite set of abstract values $V$ in the program, the set of $\chi$-terms $X_V$ is always infinite since there is no upper limit on the composition depth.

We have previously associated all $\chi$-functions with a block number. This notation can also be extended to $\chi$-terms. The block number of $\chi$-term $t \in X_V$, where $X_V$ is a set of $\chi$-terms, is defined as:

$$\text{block}(t) = \begin{cases} 0 & \text{if } t \in V, \\ b & \text{if } t = \chi^b(t_1, \ldots, t_n). \end{cases}$$

$\chi$-terms with the block number equal to 0 are denoted as basic meaning that no $\chi$-functions $\chi^b \in X_V(p)$ were used for their constructions. Therefore, they are represented as $v \in V$, e.g., $\chi^0(5) = 5$.

$\chi$-term Representation Every $\chi$-term $t \in X_V$ can be naturally represented as a tree. Thus, every $\chi$-term $t$ has a unique tree representation $T = \{N, E, r\}$, where $N \subseteq X_V$ is a set of nodes, $E \subseteq X_V \times X_V$ is a set of edges, and $r \in N$ is the root of the tree. The left side of Figure 2.8 shows a tree representation for $\chi$-terms corresponding to variables $a, b, y, c$ from our code example from Figure 2.7.

Every edge represents a particular control flow option and every path from the root node to a leaf contains the sequence of control flow decisions required for a certain value to come into play, i.e., to influence certain points-
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to values. The tree representation of a \( \chi \)-term is easy to understand and important from a theoretical point of view: many of the operations and notations to be presented are based on a tree representation. However, a \( \chi \)-term \( t \) can also be represented as a directed acyclic graph (DAG) shown on the right side of Figure 2.8. This DAG is a redundancy-free information representation of the \( \chi \)-term.

In order to get a clear understanding of the operations and properties of the \( \chi \)-terms, we have to introduce several notations based on a tree-representation of a \( \chi \)-term \( t \in X_V \). Tree representation is denoted as \( T_t \):

- The leaves of \( t \) are the set of all leaf values in \( T_t \),
- The sub-terms of \( t \) are the set of all subtrees of \( t \) in \( T_t \). For example, in Figure 2.8, \( \chi^7 \) has four subtrees \( \chi^6, \chi^0 = 4, \chi^0 = 3 \) and \( \chi^0 = 3 \).
- The children of \( t \) are the set of children of a node corresponding to \( t \) in the tree representation,
- The depth of \( t \) is the depth of a tree representation of \( t \) in \( T_t \). For example, in Figure 2.8, the depths is four.

In this section we have shown how if-else control flow options influence the intermediate and final value of variables in a simple program and how we can represent these options by introducing \( \chi \)-terms. In what follows we will map this example to the points-to analysis domain and show what difference in precision can be gained by using \( \chi \)-terms as a representation of points-to values.

**Path-sensitive Points-to Analysis** Let us consider the following example on Figure 2.9. Each abstract object \( o \in O \) has a unique set of object fields \( f \in F \). Each object field \( f \) is represented by a points-to set value \( pt(f) \). In this type of analysis we never overwrite a previous value of object fields in store operations, i.e., we never execute strong updates. Instead we perform weak updates.

In our example \( f \) is an object field. Every new statement on a line \( i \) generates a new abstract object \( o_i \in O \) according to the chosen name schema. When a store operation occurs, i.e., \( a = f \), a points-to set value \( pt(a) \) is merged with the points-to set value \( pt(f) \) already stored in an object field \( f \), i.e., \( pt(a) = pt(a) \sqcup pt(f) \). Obviously, there are two operations applied to object fields: store and load, where store writes a new value to the object field and load reads from it.

Since our points-to analysis is conservative and flow-sensitive, but not path-sensitive, we traverse each branch of the control flow separately one by one following the top-down order of statements. The control flow graph is presented on the right-hand side of Figure 2.9. At point \( P_{1i} \), after the first
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branch of the first splitting point $\gamma_1$ is traversed and the store operation is executed (line 4), we have $pt(f) = \{o^2, o^4\}$. At point $P_2$, the points-to set of $f$ is $pt(f) = \{o^2, o^4, o^7, o^9\}$. Hence, $pt(b)$ after the assignment statement $b = f$ is equal to $pt(f)$. However, in a real execution, the points-to set of $b$, at this point, will be $pt(b) = \{o^9\}$. The current approach does not compute precise points-to result. The problem is that the analysis does not keep branches apart. That means that the values obtained from traversing the previous branch influence values obtained from traversing other branches. Therefore, the points-to values assigned to the same variable in different branches get mixed.

Now we are able to increase the analysis precision by introducing path-sensitivity to the analysis. This improvement will separate the branches of control flow options by generating contexts for each splitting point and the corresponding branches. In what follows we will show how $\chi$-terms can be used to represent points-to values and to enable path-sensitivity. Moreover, we will show how to perform field writing and field reading using a $\chi$-term points-to set representation.

Although we add path-sensitivity to the points-to analysis by separating program contexts, the program has to be traversed in the same top-down way as before, i.e, each branch is traversed completely from a splitting point $\gamma_i$ until the corresponding join point $\phi_i$. The difference is in the abstract memory representation: instead of referencing the abstract objects, we will reference the $\chi$-terms which do not only state what objects were stored, but
also in which context they were stored.

Let us informally define a context and a context stack that will be used to keep track on a current context of the point where the program is analyzed. A program has a number of splitting points \( \gamma_i \), where one execution is taken out of a number of different possible branches \( B_i \). Later on, these branches are joined in the corresponding join points \( \phi_i \). Every splitting point \( \gamma_i \) together with a particular branch \( b_j \) correspond to a context \( cx \) which is represented by a tuple \((i, j)\), where \( i \) is a basic block number of splitting point \( \gamma_i \) and \( j \) is a branch of this splitting point. For instance, in our example, a context \( cx \) at program point \( P_2 \) will be \( cx = (1, 2)(2, 2) \), where \( 1, 2 \) corresponds to the first splitting point \( \gamma_1 \) and its second branch, and \( 2, 2 \) corresponds to the second splitting point \( \gamma_2 \) and its second branch. Thus, in order to keep track of the current context at a particular program point, we use a context stack. When a points-to analysis reaches a splitting point \( \gamma_i \) and starts to analyze a particular branch of this point \( j \), a context \( cx \) is formed and pushed to the stack. Each join point \( \phi_i \) pops a context from the context stack identifying the return to the enclosing context. Thus, in every program point \( P_j \) we are aware of the context the analysis has been performed in.

A new abstract object created in a context \( cx \) is represented by a \( \chi \)-term \( t \) with \( \text{children}(t) \) equal to the number of branches for the current splitting point. All the children except for the current branch are initialized with \( \bot \) value. For example, the current value for \( f = \text{new } A(2) \) on line 4 will be \( \text{pt}(f) = \chi^1(o^4, \bot) \).

To get a new points-to value of \( f \) we merge the current value with a previous points-to value, denoted as \( \text{prev}(f) \), that was computed for \( f \) before. That is, \( \text{pt}(f) = \text{prev}(f) \sqcup \chi^1(o^4, \bot) = o^2 \sqcup \chi^1(o^4, \bot) = \chi^1(o^2, o^4, o^2) \).

Now, let us consider the changes in the points-to analysis results for our particular example shown in Figure 2.9 due to \( \chi \)-terms representation of points-to values.

**Field Writing** Field writing is a part of a \( \chi \)-term construction based on a given points-to information. We refer to this construction as to learning. Learning of \( \chi \)-terms is done by a decision capturing approach, since in this case the decision relation corresponding to points-to set information is complete and non-contradictive.

As it was mentioned before, every splitting point \( \gamma_i \) in a control flow graph corresponds to several possible definitions of a single object field \( f \). Each store operation in the current context constructs a new \( \chi \)-term \( \chi^1(\bot, \ldots, o^k, \ldots, \bot) \), where \( o^k \) is a value for \( f \) in context \( cx \). In order to update the points-to value of variable \( f \) we merge \( \chi \)-term \( t_{\text{prev}} \) representing its previous value \( \text{prev}(f) \) with \( \chi \)-term \( t_x \) representing its new value \( \text{pt}(f) \):

\[
\text{pt}(f) = t_{\text{prev}} \sqcup t_x.
\]

Let us return to the example from Figure 2.9 and assume that, initially, \( \text{pt}(f) = \bot, \text{pt}(b) = \bot \).
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- \( f = \text{new } A(1) \) (line 2): Store in a non-branching context, i.e. \( cx = (0, 0) \)
  
  \[
  pt(f) = \perp \cup \{o^2\} = \{o^2\};
  \]

- \( f = \text{new } A(2) \) (line 4): A new context \( cx = (1, 1) \) is pushed on the context stack.
  
  \[
  pt(f) = \text{prev}(f) \cup \chi_1(o^4, \perp) = \chi_1(\{o^2, o^4\}, o^2);
  \]
  
  Context \( cx = (1, 1) \) is popped from the context stack.

- \( f = \text{new } C(1) \) (line 7): A new context \( cx = (1, 2), (2, 1) \) is pushed on the context stack.
  
  \[
  pt(f) = \text{prev}(f) \cup \chi_1(\perp, \chi_2(o^7, \perp)) = \chi_1(\{o^2, o^4\}, \chi_2(\{o^2, o^7\}, o^2));
  \]
  
  Context \( cx = (2, 1) \) is popped from the context stack.

- \( f = \text{new } B(3) \) (line 9): A new context \( cx = (2, 2) \) is pushed to the context stack. Current context stack status is \([1, 2), (2, 2)\].
  
  \[
  pt(f) = \text{prev}(f) \cup \chi_1(\perp, \chi_2(\perp, o^9)) = \chi_1(\{o^2, o^4\}, \chi_2(\{o^2, o^7\}, \{o^2, o^9\})).
  \]

The representation of \( \chi \)-terms presented in points-to analysis is slightly different from the \( \chi \)-terms representation presented in the decision model introduction. The difference is in the information that \( \chi \)-terms keep. In the previous representation, \( \chi \)-terms kept track of the creation point of values, i.e., by looking at a \( \chi \)-term we could determine in which branch of which control flow option a valued was created. In the current representation, \( \chi \)-terms keep track of field-write operations, i.e., from each \( \chi \)-term we can determine where a particular points-to value was assigned to the variable. For instance, let us consider the example from Figure 2.9. Assume that \( f \) is a local variable on line 4. Thus, the points-to value of \( f \) at this point is \( pt(f) = \{o^4\} \) instead of \( pt(f) = \chi_1(\{o^2, o^4\}, o^2) \).

**Field Reading** Field reading corresponds to the extraction of points-to analysis information after the analysis was completed. Therefore, this process can be considered as decide, since we read the points-to reference information based on the current actual context of the analysis.

On line 10 in Figure 2.9 we assign variable \( f \) to variable \( b \). At this point the program reads the points-to value from \( f \) and writes it to points-to value of \( b \). The current value of \( f \) at point \( P_2 \) is

\[
pt(f) = \chi_1(\{o^2, o^4\}, \chi_2(\{o^2, o^7\}, \{o^2, o^9\})),
\]

and the current context stack status is \([1, 2), (2, 2)\]. The value of an object field is read by restricting the current memory value to the current context
value $\chi$. The restriction operator is defined as $\chi_{(i,j)}$. The restriction is made for each pair $(i, j)$ in the stack. Hence, the points-to set of $b$ is:

$$pt(b) = \chi^1_{(1,2)} = \chi^2_{(\{o^2, o^7\}, \{o^2, o^9\})} = \{o^2, o^9\},$$

Therefore, by comparing the points-to value of $b$ with the path-insensitive value, we can easily see the precision gain.

**Approximation** However, the size of the $\chi$-term representing points-to value of $f$ grows larger as the analysis proceeds and more control flow options influence the value of $f$. The current presented approach to points-to analysis represents a fully context-sensitive analysis where the effect of every control flow option for every variable is kept in a $\chi$-term. The problem of this approach is that it does not give any upper bound for the size of $\chi$-terms. In order to limit the size of the ever-growing $\chi$-terms we can approximate the fully context-sensitive analysis to only keep track on the last $k$ control-flow options that might influence the value of a variable. This type of approximation can be applied during the $\chi$-term construction, and therefore, limit already the resulting $\chi$-terms during the construction process. This approach corresponds to the one presented in Section 2.1 where decision relation can be approximated during the learning process.

The $k$-approximation of $\chi$-terms is easy to understand using the tree representation. We replace all $\chi$-terms $t_{sub} = \chi_i(t_1, \ldots, t_n)$ in subterms(t) that have $\text{depth}(t, t_{sub}) \geq k$ with $\bigcup(t_1, \ldots, t_n)$, where $\text{depth}(t, t_{sub}) = \text{depth}(t) - \text{depth}(t_{sub})$ is the depth of a term $t_{sub}$ in the tree representation of $t$. The process starts in the leaves and proceeds towards the root node. The result is a new $\chi$-term $t^{(k)}$ with $\text{depth}(t^{(k)}) \leq k$. The approximation process is recursive, where each iteration decreases $k$. We define this process as $k$-approximate or $k$-approx. For example, let $k = 1$:

$$k - \text{approx}(\chi^1_{(\{o^2, o^4\}, \chi^2_{(\{o^2, o^7\}, \{o^2, o^9\})}(\{o^2, o^4\}, \{o^2, o^7\}, \{o^2, o^9\}))) = \chi^1_{(\{o^2, o^4\}, \{o^2, o^7\}, \{o^2, o^9\})}.$$  

The approach to points-to analysis presented in this section is based on a simple code example in order to give the reader an idea about how $\chi$-terms can be applied to represent points-to values and how this representation can improve points-to analysis precision by applying certain operations during field reading and field writing. In general, we can use this type of points-to set representation in flow-sensitive points-to analysis.

As mentioned during points-to analysis description, the points-to information can correspond to decision relation, where control flow options are actual contexts represented by a tuple $(i, j)$ and different sets of abstract objects are decisions. That is, points-to analysis in some extend process decision information.
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Functional Requirements
The required operation to process decision information from the points-to analysis domain captured in \( \chi \)-terms are: learn - the process of constructing \( \chi \)-terms based on points-to information; decide - to read points-to analysis values based on a constructed \( \chi \)-term; merge - to construct a new \( \chi \)-term by merging a previously constructed \( \chi \)-term with a new one; \( k \)-approximate - to limit the size of a \( \chi \)-term to depth \( k \).

Non-functional Requirements
As mentioned before, different control flow options in a program lead to different analysis values of a given program point. An accurate capturing of this type of decision relations is essential in order to increase analysis precision. High memory and construction speed costs are usually unacceptable since the analysis has to be performed with a response time in seconds rather than minutes. However, the decision time is not that critical and usually depends on the client application requirements which takes the points-to information as input.

The decision model must be usually precise in terms of its construction and representation, i.e., each context in an analyzed program has to be captured. Additionally, it should compactly capture influence of different control flow options on points-to values for program variables. Hence, \( \chi \)-terms as a decision model has a number of properties that are essential for its construction and representation:

- The value that a \( \chi \)-term \( t \in X_V \) represents does not depend on the order of nodes in its tree representation. Therefore, two \( \chi \)-terms are called equivalent if they represent the same context-sensitive value.

- \( \chi \)-term \( t \in X_V \) is not redundant due to its possible graph representation: \( \forall t_i, t_j \in \text{subterms}(t), t_i \neq t_j \). A \( \chi \)-term is redundant if all its sub-terms represent the same \( \chi \)-term value and can therefore be replaced with this value. That is, \( \chi^\ell(t, \ldots, t) = t \).

2.4 Context-Aware Composition
Context-dependent computation became an essential part of a wide range of application domains, where an application should behave according to the conditions arising during execution (e.g., mobile applications, web services, etc.). A technique that enables this type of computation is called Context-Oriented Programming, which is a programming approach that treats contexts explicitly and makes them accessible and manipulable by software [27, 14]. In order to get the desired behavior of an application, a specific composition,
called *Context-Aware Composition*, has to be made. This composition takes into account the current context of the execution.

Context-aware composition separates the concerns of defining component variants and the decision in favor of any of these variants in an actual composition context. The former is done by component designers who develop variants that might be advantageous in certain actual composition contexts, and can be possibly supported by variant generators that generate, for instance, different schedules. The latter is fully automated. Additionally, context-aware composition can improve software systems considerably as it dynamically composes with the prospected best variant of alternative algorithms, data structures, resource allocations, etc., for each actual composition context. Consequently, a set of composition contexts and component variants can be considered as a decision relation.

### Decision Model in Context-Aware Composition

In a learning phase, variants are tested in different actual contexts, and the champion variant of each context is captured in a generalized Dispatch Table. During the actual composition phase, referred to as *deciding*, the Dispatch Table is used to get the champion variant in the actual composition context. The learning and composition phases can be separated (offline learning) or interleaved (online learning) leading to self-adaptive systems.
A context can cover a wide range of concepts varying from domain-specific to technology-dependent attributes, and including properties that may be spatial or temporal, or even based on hardware or software (e.g., number of available processors, problem size, etc.), thus, the number of attributes in the Dispatch Table can be very large.

The Dispatch Table is a decision model that compactly represents a complete and non-contradictive decision relation in context-aware composition. The Dispatch Table can be interpreted as a Decision Table containing four blocks: attribute, value of the attribute, decision interpretation, and decision value. The advantages of a Decision Table consist of the compact and easy problem description and of the independence of the resulting decision from the order of attributes in the table. However, it can be time-consuming to create and maintain large Decision Tables, especially when the table itself can keep redundant information referred to as the duplication problem [72].

Let us consider the example of the Decision Table for context-aware composition problem presented in Table 2.1(a). In this example, the dispatch technique attempts to speed up sorting by selecting the best algorithm for the current context. The context $\vec{A}$ includes the problem size PS and the processor availability PA, where PS is a continuous integer and PA is a boolean encoding whether or not processors are available (No or Yes). The algorithms are: SS - selection sort, QS - Quick sort and MS - parallel merge sort. In an actual application, this Decision Table will be encoded as a Dispatch Table presented in Table 2.1(b), that is, the entries of the table will correspond to the decisions, and attributes will correspond to table dimensions containing entries corresponding to the values of the context attributes.

The learning of the decision function represented by a Dispatch Table is trivial. In each construction step, a new decision tuple is taken from a complete and non-contradictive decision relation and added as a table row to the existing rows of the Dispatch Table. This add operation is referred to as merge.

**Functional Requirements**

The required operation to process decision relations captured in Dispatch Tables from the context-aware composition domain are: learn - to construct a Dispatch Table; decide - to look-up in the table for a corresponding decision; merge - to merge table rows with new rows in a composition phase.

**Non-functional Requirements**

The use of the context-aware composition approach in applications usually implies that a decision based on the actual context has to be made at runtime. Therefore, the speed for decision making becomes critical. However, it can
be compensated by the right choice of algorithm, method, etc., that are the most appropriate for the current context and, thus, speed up the whole application.

Scalability of context-aware composition generally depends on memory and speed scalability of used decision models that, in turn, depend on the actual number of contexts and decision model they employ. Therefore, a decision model used for capturing decision information in context-aware composition has to be scalable. However, capturing the decision relation in a Dispatch Table mapping context attributes to variants can be memory consumptive compared to Decision Trees and \(\chi\)-terms: the tables grow exponentially with the number of context attributes. Hence, capturing these tables for every composition point, i.e., all calls to a function \(f\) of a component with several implementation variants implies that the amount of required memory for execution of a certain application might be increased dramatically. To remedy this problem, other implementations of decision models can be used.

The speed for learning depends on what type of system is chosen. In case of offline learning, the speed is not critical and therefore can vary over time. On the opposite hand, when online learning for self-adaptive system is chosen, the learning time becomes a crucial requirement. The learning has to be performed fast at program runtime.

## 2.5 Related Work

### Classification

There is a great variety of algorithms and data structures (most commonly modifications of Decision Trees and Decision Tables) for learning and capturing classification information. Generally, a modification of these data structures comes with a modification of a corresponding learning algorithm.

Several variants approach the so-called fragmentation problem, a result of replications as discussed in [55]. One suggested approach uses Decision Tree nodes switching on combinations of attributes. For instance, Lam and Lee [41] present a method for building classification models by using correlation analysis of attributes (identifying so-called functionally dependent attributes). Similar ideas are presented in [59, 33]. Vilalta et al. [75] investigate top-down Decision Tree construction and prove theoretically and empirically the significance of the fragmentation problem in the learning process. To overcome this problem, they choose the best out of a number of possible attribute orderings by assessing their results against all training examples, and thereby avoid a misclassification of examples for which only little support is found.
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Friedman et al. [21] present lazy learning, an algorithm which tries to construct the best Decision Tree for a given decision domain by basically keeping the information of each training instance. However, this algorithm requires a lot of memory when using the classical Decision Tree structure.

Quinlan presents the idea of merging different Decision Trees [62] and proposes an extraction of proposition rules from an already generated decision model. One of the benefits of such an approach is the elimination of unused conditions replicated in different paths of the tree. Sets of decision rules for the same data domain are merged in order to increase accuracy of a classifier. However, the rules have to be extracted from Decision Trees and their merger has to be implemented somehow, e.g., in a Decision Tree again.

In addition, there are many approaches suggesting different modifications of Decision Trees and tables data structures; several of them can be found in [35, 24, 72, 30, 54].

**Points-to Analysis**

Here we present current research related to a points-to analysis. We mostly focus on work related to path-sensitive points-to analysis approaches and work that employs special data structures for capturing context-sensitive information in points-to analysis.

Lundberg and Löwe [46] present a flow-sensitive approach to points-to analysis. Their approach to flow-sensitivity is an SSA-based points-to analysis that simulates the actual execution of a program. As a result, an analysis is locally and globally flow-sensitive. In Section 2.3 we extend this flow-sensitive points-to analysis by introducing path-sensitivity which leads to a more precise analysis.

Gutzmann et al. [23] present an approach that retains control-flow information by inserting path-specific filter operations in the program dataflow. The filter operations correspond to different types of branching conditions in the control flow. During analysis, they are treated as ordinary program entities of a program representation: each operation is assigned a transfer function, which is updated iteratively until a fixed point is reached. The experiments showed an analysis precision improvement, which was assessed by client-analyses that use this points-to information as an input.

Many approaches deal with the meet over all paths (MOP) dataflow problem. For example, Bodík et al. [7] develops a dataflow analysis framework based on a program representation called Value Name Graph. This representation makes explicit value-flow patterns that are of interest to a given analysis task, i.e., it uses path-sensitive value numbering on the employed name space. The presented approach overcomes the problem of naming the values that flow between equivalent computations with different lexical names.
Since the number of paths is, in general, unbounded, approaches narrow down the set of paths, e.g., by finding correlations between branch conditions. The approach presented in [16] accurately models only those branches in a program for which the property-related behavior differs along the paths of the branch. Additionally, the authors have designed an algorithm that is accurate enough to verify the program with respect to the given property, without paying the potentially exponential cost of full path-sensitive analysis. Xie et al. [85] use path-sensitivity for array access checker. Their approach to path-sensitivity selects a set of execution paths and eliminates infeasible paths based on branching conditions.

Binary Decision Diagrams (BDDs) have become widely used as a memory-efficient method of representing relations in points-to analysis [44, 43, 70, 88]. Whaley and Lam [81] present a context-sensitive points-to analysis where context-sensitivity is reached by creating a clone of a method for every context of interest. The relations between the methods are stored and computed using BDDs. By numbering similar contexts contiguously, the BDDs handle the exponential blowup of contexts by exploiting their commonalities. That is, BDDs only store unique contexts. The authors also developed a system called bddbddb [80] that represents relations using BDDs.

A similar approach is presented by Lhoták’s and Hendren’s Paddle framework [4] that integrates BDD-based analysis into the Java optimization framework Soot. Paddle is implemented based on the Jedd language [44], an extension of Java for expressing program-analysis in terms of relations using BDDs to store and manipulate these relations. In Paddle, all of the interdependent analyses are implemented using BDDs. The authors showed that BDD-based points-to analysis scales in terms of space, and can be implemented using standard BDD packages.

**Context-Aware Composition**

Context-aware composition, i.e., the runtime context-dependent binding of a call to a matching callee defined by another component, is gaining importance as a knob for performance optimization, in particular since the stagnation of CPU clock rates puts an urgent need to exploit new sources for performance improvements. Andersson et al. compose and optimize special implementations of data structures and algorithms, considering matrix multiplication as a case study [2]. This work may be considered as a generalization of the dispatch mechanism in object-oriented languages, for instance in the sense of Context-Oriented Programming (COP) [76, 27, 14].

The optimization of libraries for specific functionality such as linear algebra or signal processing is a natural target for optimized composition. Because the domain and the code base are limited and statically known, computations can often be described in a restricted domain-specific language.
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from which variants can be generated and tuned automatically. Here, even high off-line tuning times are acceptable due to the high reuse of libraries. Well-known examples include the library generators ATLAS for basic linear algebra computations and FFTW and SPIRAL [51, 52] for transformations in signal processing.

More recently, optimized composition has been proposed as an optimization technique also in the more general context of component based systems, where the programmer is responsible for annotating components so that their composition can be optimized for performance. However, only few approaches consider recursive components with deep composition, and only few consider the co-optimization of the selection of implementation variants with other variation possibilities, such as the layout and data structure of operands or scheduling.

Li et al. [45] implement a library generator for sorting that uses dynamic tuning to adapt the library to the target machine at installation time. They use a number of machine parameters (such as cache size, the size of the input and the distribution of the input) as input to a machine learning algorithm. The machine learning algorithm, a problem-specific combination of two different classifiers, is trained to pick the best algorithm for any considered scenario.

STAPL [73] non-recursively applies dynamic algorithm selection for sorting and matrix computations. Three different learning algorithms are used: a Decision Tree learner based on Quinlan’s ID3 [64] algorithm with different pruning strategies, found to perform best in the experimental evaluation, a standard feed-forward neural network with back-propagation learning, and a Naive Bayes classifier found to be inferior in its classification accuracy.

Yu and Rauchwerger [86] take a similar approach for reductions. From measurements of the individual implementation variants they construct predictor functions in two steps. First, they select a small number of polynomial terms in the context and machine model parameters from a term pool to build a generic prediction function. Second, they calibrate the coefficients from the training data using general linear regression and Decision Tree learning. For each call, the calibrated runtime prediction functions are then evaluated and the decision is memorized so it can be reused if the same parameter configuration should occur again. This way, the overhead of the dispatch at each call is reduced.

Kessler and Löwe [37, 38] consider optimized composition at the level of annotated user-defined components (i.e., not limited to closed libraries) together with scheduling, resource allocation and other optimizations, which allows for simultaneous optimization. For the off-line search and optimization phase, the approach uses an interleaved dynamic programming algorithm to construct a component variant Dispatch Table (V-table) for each component-provided functionality \( f \) and a resource allocation and schedule Dispatch Table (S-table) for independent calls. The tables are constructed
simultaneously bottom-up for increasing problem sizes and resource assignments.

Olszewski and Voss [57] proposed a dynamic adaptive algorithm selection framework for divide-and-conquer sorting algorithms in a fork-join parallel setup. Their approach is divided into two phases. First, they use a dynamic programming algorithm to select the best sequential algorithm for different problem sizes. Then, they determine the threshold problem sizes for when to submit the subproblems to a shared work queue and to execute in parallel rather than to execute sequentially. For the construction of a classifier, they use the C4.5 algorithm to generate a Decision Tree.

PetaBricks [3] applies a similar approach where, in the offline search phase, the variant choice functions for recursive components are not computed by dynamic programming but by a genetic algorithm, essentially applying heuristic cuts to the optimization space. There appears to be no further compression of the variant selection function. Schedules and resource allocation are not co-optimized with variant selection but delegated to a run-time system with a work-stealing dynamic scheduler. Numerical accuracy is considered as an additional algorithmic property in composition. The recent paper by Wernsing and Stitt [79] presents an approach that builds upon PetaBricks but targets multicore CPU systems with FPGA-based accelerators. Like PetaBricks, this approach relies on dynamic scheduling and the learning is done offline, and like the approach by Kessler and Löwe [37, 38], the learned execution plan is stored in table form.

2.6 Conclusions

In this chapter we have introduced the notion of decision relation composed by a set of actual contexts, a set of arbitrary decisions and dependencies between them. We have also introduced the notions of the decision tuple and the decision model. As an example of application domains that process decision relations we have presented classification, points-to analysis and context-aware composition. It was shown that the data processed by these domains are actually the decision relation, where each domain has a corresponding actual context and a set of final decisions.

The classification domain from the field of Data Mining naturally operates decision relations and a formal representation of decision relation is in some extend referred to as classification information. Therefore, discussed application domains, to some extend, perform the classification task. Moreover, the field of Software Engineering (e.g., including points-to analysis and context-aware composition domain) turns out to be a field where many tasks could be formulated as decision problems and approached in terms of capturing and manipulating decision relations.
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Due to the differences in non-functional requirements for application domains and the differences in the type of decision to be made based on the given decision relation, it becomes quite hard to present one general implementation of a decision model suitable for each application domain. Different domains still use different decision models, e.g., Decision Trees in the classification domain, $\chi$-terms in points-to analysis or Dispatch Tables in context-aware composition.

Evaluation of the decision model depends on many considerations: (i) a type of a final decision to be made, (ii) an accuracy of the decision, (iii) interpretability, and (iv) a tradeoff between decision model complexity and degree to fit data [87]. The consideration (iv) is tightly connected to consideration (i): the type of decision to be made may influence the tradeoff between complexity and data match. For instance, in case of points-to analysis, the required decision should be precise in terms of final result interpretation, and, therefore, the decision model should to a high degree fit the decision relation. Thus, in order to learn this type of decision model, a decision capturing along with decision approximation approaches are usually employed. On the opposite side, the classification domain often requires a certain level of interpolation over the decision information due to the incompleteness and inconsistency of decision relations, and the decision is mostly a class prediction which has some degree of imprecision. Therefore, in this case a decision interpolation is the most preferred choice. Context-aware composition, in its turn, is somewhere in between these two requirements: it depends on the task it solves and, thus, the precision of the required decision can vary. So the corresponding decision model can be learned by several approaches separately. Hence, the representation of the decision relation is often problem-specific and formalism-dependent.

The problems connected with differences in decision models are usually approached by developing a great variety of learning algorithms and data structures based on a given decision relation. All learning algorithms, cf. Section 2.2, must bias the following factors: (1) the size or complexity of the decision model, (2) the amount of decision tuples, and (3) the decision accuracy of the decision model. Generally, a modification of the decision model comes with a modification of a corresponding learning algorithm.

Because of the variety of solutions and modifications to decision models and because of the variety of application domains manipulating decision relations (each coming with different notations and tailored implementations), we consider it worthwhile to introduce a generalized function, denoted as decision function, that captures decision relations and can be represented by different types of decision models. We base our theoretical generalization on the general decision relation representation from Section 2.1 combined with a number of operations required in application domains: learn and decide used by all domains; evert used by classification domain to reorder
attributes in Decision Trees; merge used by classification domain in pruning processes, by the points-to analysis domain for constructing new points-to values, and by the context-aware composition domain for constructing Dispatch Tables; approximate used by classification referred to as pruning process, and by points-to analysis referred to as k-approximate.

Thus, due to the theoretical formalization, decision functions can be formally described by a framework that unifies the theory on decision relation as well as the main operations required in the decision process. This theoretical framework is denoted as Decision Algebra. This formalization should allow one to uniformly describe and evaluate existing decision models capturing decision tuples derived from an amount of application domains. Furthermore, it should provide a simplified approach of choosing the right decision model for particular problems without adding new operations which, in general, may have a negative impact on application memory requirements and performance.
Chapter 3

Decision Algebra based on Higher Order Functions

This chapter presents a unifying theoretical framework that describes both decision relations and the main operations required in the decision (classification) process. We define a Decision Algebra which represents complete and non-contradictive decision relations as higher order decision functions, thus formalizing the decision relations introduced in Chapter 2. The notion of decision functions and their term representation is described in Section 3.1, where we first define decision functions and then introduce their notation and alternative representations. Additionally, the equivalence and redundancy of decision functions are discussed.

Section 3.2 formally describes the algorithm for construction decision functions, denoted as learning. Section 3.3 explains how to determine a correct decision based on the captured decision relations, i.e., how to decide on an item with a certain actual context.

The Decision Algebra defines the operations on the decision relation with regard to operations required in the application domains presented in the previous chapter. Therefore, in Section 3.4, we define merge that can serve as the basis for pruning operations and simple learning approaches, approximate that corresponds to different pruning strategies, and evert that can serve as the basis for different learning algorithms in which selecting an appropriate attribute order is essential. Moreover, we generalize merge to an operation called apply that allows us to symbolically compute with decision relations in general.

In Section 3.5 we introduce a partial ordering of decision functions which formalizes the "more accurate" relation on the set of decision functions. Moreover, the partial ordering and the set of decision functions together define a lattice referred to as the Decision Lattice over the set of decisions. This leads to an axiom which is valid for the approximate operation and states that this operation defines decision functions which give less accurate but not wrong decisions. In Section 3.6 we define apply and evert as core operations of our Decision Algebra; other operations can be derived from them. Finally, Section 3.7 gives a summary of this chapter.
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3.1 Decision Functions

In this section we first define decision functions. Then we introduce alternative representations of them. Finally, we discuss the equivalence of decision functions and redundancy in the decision relations they capture.

Decision Function Definition

Definition 7. A decision function \(df\) is a mapping of contexts (attributes) \(A_1, \ldots, A_n\) to a classification decision \(C\). We denote with \(DF\) the set of all decision functions with the same signature \(A_1 \times \ldots \times A_n \rightarrow C\).

For now, we assume that \(A_1, \ldots, A_n\) and \(C\) are discrete (or categorical) domains; a (possibly necessary) discretization of continuous domains will be discussed in the next two chapters with regard to different decision models. The arity of a decision function \(df : A_1 \times \ldots \times A_n \rightarrow C\), denoted as \(\text{arity}(df)\), is the number of attributes \(n\). Where required, we annotate the arity \(n\) as an index of a decision function \(df_n\).

Decision Function Notation

A decision function \(df : A_1 \times \ldots \times A_n \rightarrow C\) over finite domains can be defined extensionally by all its tuples \((\vec{a}, c)\) with \(\vec{a} \in A_1 \times \ldots \times A_n\) and \(c \in C\) and alternatively represented in a Decision Table, cf. Section 2.2. The tuples can be captured in a table with \(n\) columns, one for each attribute. The tuple \((\vec{a} = [a_1, \ldots, a_n], c)\) corresponds to the table entry \([a_1, \ldots, a_n, c]\). Such a Decision Table has \(|A_1| \cdot \ldots \cdot |A_n| \cdot |C|\) cells.

Alternatively, we can define decision functions as higher order functions where a 0-ary (constant) decision function \(df^0 : \rightarrow C\) is the result of a 1-ary decision function \(df^1 : A_1 \rightarrow (\rightarrow C)\) and so forth. This leads to a decision term representation.

A decision function

\[
df^n : A_1 \rightarrow \ldots \rightarrow A_n \rightarrow C
\]

can be represented by a term

\[
df^n = x^1(df^{n-1}_1, \ldots, df^{n-1}_{|A_1|})
\]

where the \(|A_1|\)-ary selection operator \(x^1\) is applied to the arguments of \(A_1\). There are \(|A_1|\) result functions \(df^n(a)\), one for each attribute value \(a \in A_1\), which are \((n-1)\)-ary decision functions:

\[
df_{idx(a)}^{n-1} : A_2 \rightarrow \ldots \rightarrow A_n \rightarrow C
\]

with \(idx(a)\) being a bijective index mapping of each attribute value \(a \in A_i\) to a unique Natural number.
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If necessary for distinction, we index a selection operator \( \chi^i \) with the index of the attribute \( A_i \) it switches on. For example, a decision function \( df_3 \) with three attributes can be represented as a term:

\[
df_3 = x^1(x^2(x^3(1,2), x^3(1,2)), x^2(x^3(1,2), x^3(2,2)))
\]

Redundancy and Equivalence

Because of its term representation and non-functional requirements in different application domains, a decision function \( df \) ought to inherit properties from the \( \chi \)-term representation discussed in Section 2.3.

**Definition 8.** An n-ary decision function \( df^n \) is redundant if all its sub-functions are equivalent, i.e., represent the same decision, and can therefore be replaced with this decision.

That is:

\[
df^n = x(df^{n-1}, \ldots, df^{n-1}) \equiv df^{n-1}
\]

Obviously, a decision function \( df \) containing a redundant sub-function \( df_r = x'(df'_r, \ldots, df_j) \) can be rewritten without any loss of information:

\[
df = x(\ldots, x'(df'_r, \ldots, df_j), \ldots) \equiv df' = x(\ldots, df'_r, \ldots)
\]

**Definition 9.** The process of removing redundancy is called redundancy elimination. In a decision term representation, this corresponds to replacing a subtree rooted with \( df \) by any of its (equivalent) sub-terms.

Figure 3.1: Tree and graph representations of \( x^1(x^3(1,2), x^2(x^3(1,2), 2)) \)
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Figure 3.2: Equivalent decision functions: \( df \equiv df' \)

Because our example decision function from above contains redundant sub-functions \( df^1 = x^3(2, 2) \equiv 2 \) and \( df^2 = x^2(x^3(1, 2), x^3(1, 2)) \equiv x^3(1, 2) \), it holds:

\[
\begin{align*}
df^3 &= x^1(x^2(x^3(1, 2), x^3(1, 2)), x^2(x^3(1, 2), x^3(2, 2))) \\
&\equiv x^1(x^3(1, 2), x^2(x^3(1, 2), 2))
\end{align*}
\]

A redundancy elimination process overcomes the problem of replication inside the decision trees, as discussed in Section 2.2.

A non-redundant decision function \( df^3 \) can be represented both by a tree and a graph (Figure 3.1).

**Definition 10.** We consider two decision functions \( df \) and \( df' \) be equivalent, denoted \( df \equiv df' \), if they capture the same decisions for the same actual context \( \vec{a} \) (disregarding permutations of attribute values).

Figure 3.2 depicts an example of a decision function \( df \) given in previous paragraph and an equivalent decision function \( df' \). Although both of them capture the same decision relation, the order of attributes is different. The reordering is done by the \textit{evert} operation that will be discussed in Section 3.4. However, they are still equivalent since the dependencies between attributes and decisions remain unchanged. Notice that the representation of decision function \( df \) is non-redundant.

### 3.2 Learning Decision Functions

In Section 2.1 we presented different approaches to construction of decision functions from a given decision relation, denoted as \textit{learning}. In this section
we discuss a simple learning algorithm corresponding to capturing decision relations and a learning algorithm corresponding to decision interpolation. Notice that learning is not a part of Decision Algebra operations; it is a separate domain-specific algorithm that is used in order to construct decision functions from a given decision relation.

The example of the first approach is points-to analysis, cf. Section 2.3, where a complete and precise representation of decision relation is required. Classification can serve as an example of the second approach where the decision relation can be incomplete and/or contradictive and, therefore, should be interpolated in order to decide on tuples not seen before. Context-aware composition, in turn, can apply both approaches depending on the goal of the application it is used in. Usually, the decision in favor of any of the two approaches is ought to be made based on application requirements. The approximation of decision functions will be discussed later in this chapter.

### Decision Capturing

A contradictive decision relation (contains different decisions for the same actual context \(\vec{a}\)) requires a generalization of the decision terms as introduced before. Let \(C\) be the co-domain of a decision function (a finite set of discrete decisions) and define \(d(C) = \{(c, n) | c \in C, n \in \mathbb{N}\}\) (with \(\mathbb{N}\) the Natural numbers) a discrete distribution over \(C\), i.e., a total mapping of the elements of \(C\) to their frequencies (or some weights). We denote the set of all possible distributions over \(C\) with \(D(C)\). While capturing the decision tuples, which can be seen as a simple learning process, we replace the 0-ary (constant) decision functions \(df^0 : A \rightarrow C\) with 0-ary (constant) decision distribution functions \(df^0 : \rightarrow D(C)\). For each decision tuple \((\vec{a}, c)\) in the decision relation \(DR\), we update \(d(C)\) of the corresponding leaf(s) by incrementing the frequency of \(c\) in \(d(C)\) by one. Therefore this approach can be formalized as:

\[
\begin{align*}
\text{learn}(df, (\vec{a}, c) \in DR) & : \\
& \begin{cases} 
  df(\vec{a}) = d(C) + 1, & \text{if } df(\vec{a}) = d(C) \\
  df(\vec{a}) = (c, 1), & \text{otherwise}
\end{cases}
\end{align*}
\]

Now, decision functions can even capture contradictive information.

### Decision Interpolation

The decision relation \(DR\) may be incomplete, i.e., it does not contain a decision for all possible combinations of actual contexts \(\vec{a}\). In this case, the construction of a decision function requires interpolation of the decision relation by
a special algorithm. As discussed in Section 2.1, the decision function can be constructed in accordance with different types of decision models: set of rules, mathematical formulas, probabilities, etc. Hence, a decision function, in general, can be described by different representations. The learning algorithm takes a set of decision tuples \( DR \) as input and produces a decision function \( df \in DF \) that estimates the defined decision model as an output:

\[
learn : DR \rightarrow DF
\]

Basically, each algorithm generalizes over the specific decision tuples, hypothesizing a general decision function that covers these tuples and other cases beyond the given decision relation [49].

The next chapter presents algorithms for both learning strategies that construct decision functions from a given decision relation.

### 3.3 Deciding Using Decision Functions

The decision relation supports several types of decisions, cf. Section 2.1. Points-to analysis serves as a good example of decision represented by a set of final values computed by an analysis, while classification and context-aware composition represent class or algorithm decisions. For this Decision Algebra presentation we will stick to the second interpretation of decisions captured by decision functions.

Deciding means to come to a unique decision \( c \) for a given actual context \( \vec{a} \) using a decision function \( df \). To decide based on the decision function we usually select the \textit{mode} element of the decision distribution, i.e., the most frequently occurring element in the decision distribution: let \( df(\vec{a}) = d(C) \), then \( \text{decide}(df(\vec{a})) = \text{mode}(d(C)) \). This means we apply the \textit{mode}-function to a decision function \( df : A_1 \times \ldots \times A_n \rightarrow D(C) \):

\[
\begin{align*}
df & : A_1 \times \ldots \times A_n \rightarrow D(C) \\
\text{mode} & : D(C) \rightarrow C \\
\text{decide} & : (A_1 \times \ldots \times A_n \rightarrow D(C)) \times A_1 \times \ldots \times A_n \rightarrow C \\
\text{decide}(df) & = \text{mode} \circ df
\end{align*}
\]

This variant of deciding is valid for most inductive-based classifiers, e.g., decision trees, decision tables, rule-based classifiers, etc. Obviously, for these cases, we can pre-compute \text{decide} if the learning phase precedes and is not interleaved with the decision phase. Therefore, we apply the \textit{mode}-function to each of the distributions learned for a \( df \)-function and specific actual contexts. This saves space and decision time but loses information as stored in the decision distributions.
3.4 Decision Function Operations

We now motivate and define the operations on decision functions: approximate, merge, apply, and evert.

Approximating and Merging Decision Functions

Pre-computing decide after learning saves representation space without sacrificing decision accuracy. Alternatively, space can be traded off against information accuracy if we approximate a decision by ignoring one attribute and merge the different decision functions for alternative values of that attribute.

For defining approximations and mergers of decision functions, we first define the restriction of an \( n \)-ary decision function \( df \) to the \( k \)-th value of the \( i \)-th attribute, denoted \( df|_{i;k} \), as a new \((n-1)\)-ary decision function where the \( i \)-th attribute is bound to the value \( a \in A_i \) with index \( k = idx_i(a) \). Let, for example, \( df^3 = x^1(x^3(1,2), x^2(x^3(1,2), 2)) \). Then

\[
\begin{align*}
  df^3_{1:2} &= x^2(x^3(1,2), 2) \\
  df^3_{3:1} &= x^1(1, x^2(1,2))
\end{align*}
\]

Let us define the merger \( \sqcup \) of two distributions \( d(C) \) and \( d'(C) \) as:

\[
\sqcup : D(C) \times D(C) \rightarrow D(C) \\
d(C) \sqcup d'(C) = \{(c, \max(n, n')) | (c, n) \in d(C), (c, n') \in d'(C)\}
\]

Note that we treat distributions as fuzzy sets and we define the merger of distributions as (a standard definition of) the union of fuzzy sets. This will come in handy when proving correct approximations of decision functions in Theorem 3 in Section 3.5.

Now we can recursively define the merger \( \sqcup \) of two decision functions:

\[
\begin{align*}
  df, df' : A_1 \times \ldots \times A_n \rightarrow D(C) \\
  df \sqcup df' &= x^1(df|_{1:1} \sqcup df'|_{1:1}, \ldots, df|_{1:k} \sqcup df'|_{1:k})
\end{align*}
\]

where \( k = |A_1| \). Note that \( df|_{1:i} \) and \( df'|_{1:i} \) are \((n-1)\)-ary functions. Hence, we reduce the \( \sqcup \)-definition of decision functions eventually to \( \sqcup \) on distributions (0-ary decision functions).

Now we are ready to approximate a decision function \( df \) by ignoring an attribute \( A_i \):

\[
\text{approx}(i) : (A_1 \times \ldots \times A_n \rightarrow D(C)) \rightarrow (A_1 \times \ldots \times A_{i-1} \times A_{i+1} \times \ldots \times A_n \rightarrow D(C)) \\
\text{approx}(i, df) = \bigcup_{a \in A_i} df|_{i:a}
\]

45
This operation is a basic operation for the $k$-approximate operation on $\chi$-terms (Section 2.3), which can be interpreted as an approximation of decision function $df$ to a certain attribute index $k$. Obviously, $k$-approximate is a repeated approximate starting from the leaves and proceeding to a certain $k$-index of decision function $df$. This operation can be formalized as follows:

$$k - \text{approx}(k) : (A_1 \times \ldots \times A_k \times \ldots \times A_n \to D(C)) \to (A_1 \times \ldots \times A_k \to D(C))$$

$$k - \text{approx}(k, df) = \text{approx}(i, df_i), \ \forall \ i > k$$

Figure 3.3 shows an example of approximation and k-approximation of decision function $df^3 = x^1(x^3(1, 2), x^2(x^3(1, 4), 2))$.

### Applying Functions to Decision Functions

Recall that we applied mode to the leaf distributions of a decision function and that we applied the $\sqcup$ of two distributions to the corresponding leaves of two decision functions. These examples are just useful special cases of applying general functions to decision functions. By introducing such a general operation we determine a convenient way for manipulating decision functions, and, thus, manipulating decision relations. We define such a
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general apply of arbitrary k-ary functions f to k-tuples of decision functions:

\[
\begin{align*}
  f & : C_1 \times \cdots \times C_k \to C \\
  \text{apply}(f,c_1 \ldots c_k) &= f(c_1 \ldots c_k) \\
  df_1,\ldots,df_k & : A_1 \times \cdots \times A_n \to C_1 \\
  \text{apply}(f,df_1 \ldots df_k) &= x^1(\text{apply}(f,df_1|_{1:1} \ldots df_k|_{1:1}),\ldots, \\
                         & \quad \text{apply}(f,df_1|_{1:k} \ldots df_k|_{1:k}))
\end{align*}
\]

where \( k = |A_1| \). The operation apply\((f,df_1 \ldots df_k)\) recursively applies \( f \) to the respective subtrees of the arguments and eventually evaluates it on the leaves; the result is a decision function over \( C \). In order to not mix this type of function \( f \) with a decision function we refer to it as to operation or as to applying an operator \( op \). The special cases discussed earlier can be redefined as:

\[
\begin{align*}
  \text{decide}(df) &= \text{apply}(\text{mode},df) \\
  df_1 \sqcup df_2 &= \text{apply}(\sqcup,df_1,df_2)
\end{align*}
\]

Also, we can formalize the construction of a new decision function from previous knowledge represented by existing decision functions \( df, df' \) as:

\[
\begin{align*}
  \sqcup : D(C) \times D(C) & \to D(C) \\
  d(C) \sqcup d'(C) &= \{(c,n+n')(c,n) \in d(C),(c,n') \in d'(C)\} \\
  \text{add}(df,df') &= \text{apply}(\sqcup,df,df')
\end{align*}
\]

Note that \( \sqcup \) can be also used as a merger of two different distributions in approximation. This type of approximation will be later on used in our experiments.

This way we can even formalize the simple learning procedure introduced in Section 3.2: a neutral element \( \bot \in C \) is a default class representing “don’t know”, and learning starts without any knowledge, i.e., with the initial decision function \( df \equiv \bot \). Each tuple \((\vec{a},c)\) in the dataset corresponds to a decision function:

\[
\begin{align*}
  d(C) \sqcup \bot &= d(C) \\
  df'('b') &= \left\{ \begin{array}{ll} 
  c & \text{if } 'b' = \vec{a} \\
  \bot & \text{otherwise}
  \end{array} \right.
\end{align*}
\]

For each \( df' \) corresponding to a tuple of the dataset, learning incrementally sets \( \hat{d} := \text{add}(d',df') \). A similar learning procedure was discussed in Section 2.4 with respect to \( \chi \)-term construction from decision relations. However, instead of the add operation on the leaves, the merge \( \sqcup \) operation was used.
Everting Decision Functions

Heuristics for saving space during learning also alter the order in which attributes occur in the decision functions. Such an evert operation is naturally defined as a generalization of the so-called Shannon expansion of OBDD [8] over a decision function \( df \) with the \( i \)th attribute. It produces a new decision function. We define:

\[
evert(i) : (A_1 \times \ldots \times A_n \rightarrow C) \rightarrow (A_i \times A_1 \times \ldots \times A_{i-1} \times A_{i+1} \times \ldots \times A_n \rightarrow C)
\]

\[
evert(i, df) = x^i(df|_{i:1}, df|_{i:2}, \ldots, df|_{i:k})
\]

\[
df \equiv \evert(i, df)
\]

where \( k = |A_1| \). Notice, the \( \evert \) operation changes the order of decision terms in a given decision function but does not change the captured decision relation. It is just a rewrite rule that can be used to reorder the attributes of a decision function, e.g., to make the representation more compact. For example, let \( df^3 = x^1(x^3(1,2), x^2(x^3(1,2), 2)) \). Then

\[
df_1^3 = \evert(3, df^3) = x^3(x^1(1, x^2(2, 2)), x^1(2, x^2(2, 2))) = x^3(x^1(1, x^2(1, 2)), 2)
\]

\[
df_2^3 = \evert(2, df_1^3) = x^2(x^3(1, 2), x^3(x^1(1, 2), 2))
\]

\[
df_3^3 = \evert(1, df_2^3) = df^3
\]

The everted decision function \( df_1^3 \) was previously depicted in Figure 3.2 in Section 3.1.

3.5 Decision Lattice

In the previous section we discussed, among other operations, the approximation of decision functions. This section presents axioms which are valid for this operation and which show that approximate operation defines decision functions which give less accurate but not wrong decisions (based on the decision relation it has learned from).

Therefore, we will introduce a partial ordering \( \sqsubseteq \) of decision functions, which formalizes the "more accurate" relation of a set of decision functions \( DF \) over the same attributes (domain) and classes (co-domain). Note that our notion of accuracy can only approximate semantical correctness of decisions. Semantical correctness and accuracy are the same only in the ideal (but usually unrealistic) case of complete and non-contradictive datasets for learning. The pairs \( (DF, \sqsubseteq) \) happen to define a lattice, which we refer to as Decision Lattice.
The “More Accurate” Relations

Assume $C$ is a set of classes and $\mathcal{P}^C$ is the co-domain of a decision function, i.e., the set of all subsets of $C$. Our decision function suggests a set of possible decisions.

Intuitively, if two decision functions $df, df'$ suggest the same decision for all attribute values $\vec{a}$, i.e., if $df \equiv df'$, they are equally accurate; they are non-comparable in accuracy if there exist attribute values $\vec{a}'$, such that $df(\vec{a}) \neq df'(\vec{a})$.

**Definition 11.** Decision function $df$ is more accurate than decision function $df'$ denoted by $df \sqsubseteq df'$ iff, for all attribute values $\vec{a}$, $df'$ always suggests a few more (at least the same) alternative classes for some attribute values than $df$. The least accurate decision function suggests $C$ for all attributes.

In general, the merged decision suggesting $C_1 \cup C_2$ with $C_1, C_2 \in \mathcal{P}^C$ is less accurate than any of the two decisions $C_1, C_2$ and the “more accurate” relation on the decisions is the subset relation on $\sqsubseteq$ on the co-domain of the decision functions. We considered $C_1$ to be a more accurate classifications than $C_1 \cup C_2 (C_1, C_2 \in \mathcal{P}^C)$, because there is no support to decide in favor of any of the classes $c \in C_1$ and $c \in C_1 \cup C_2$, respectively, and the probability of classifying correctly is $1/|C_1|$ and $1/(|C_1 \cup C_2|)$, respectively (provided that the correct class is contained in $C_1$ at all). Since $|C_1| \leq |C_1 \cup C_2|$, the probability of a correct classification is larger when based on $C_1$ than on $C_1 \cup C_2$.

The “more accurate” relation over sets of decisions $C$ allows formalizing our intuitive “more accurate” relation over sets of decision functions with same attributes and decisions $C$. Therefore, we interpret $\sqsubseteq$ as a function $\sqsubseteq: \mathcal{P}^C \times \mathcal{P}^C \to \{\text{true, false}\}$ and define:

$$
\begin{align*}
&df_1, df_2 : A_1 \times \ldots \times A_n \to \mathcal{P}^C \\
&df_1 \sqsubseteq df_2 \iff \text{apply}(\sqsubseteq, df_1, df_2) \equiv \text{true}
\end{align*}
$$

Note that $\text{apply}(\sqsubseteq, df_1, df_2)$ is a decision function with classes $\{\text{true, false}\}$ in the leaves: it is true iff for the sets of classes $C_1, C_2 \in \mathcal{P}^C$ of the corresponding leaves in $df_1, df_2$, it holds that $C_1 \subseteq C_2$. Then $df_1 \sqsubseteq df_2$ holds iff, after redundancy elimination, $\text{apply}(\sqsubseteq, df_1, df_2) \equiv \text{true}$, i.e., it decides true for all arguments.
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For instance:

\[
\begin{align*}
    df_1 &= x^1(1, 2), x^2(1, 2), 2) \\
    df_2 &= x^1(1, 2), x^2([1, 2], 2)) \\
    \text{apply}(\subseteq, df_1, df_2) &= x^1(\subseteq (x^3(1, 2), x^3(1, 2), \subseteq (x^2(x^3(1, 2), 2), x^2([1, 2], 2))) \\
     &= x^1(\text{true}, x^2(\subseteq (x^3(1, 2), [1, 2]), \subseteq (2, 2))) \\
     &= x^1(\text{true}, x^2(x^3(\subseteq (1, [1, 2]), \subseteq (2, [1, 2]), \text{true})) \\
     &= x^1(\text{true}, x^2(x^3(\text{true}, \text{true}), \text{true})) = \text{true} \\
    df_1 \sqsubseteq df_2 &= \text{true}
\end{align*}
\]

We have introduced a partial ordering \(\sqsubseteq\) on a set of decision functions \(DF\) over the same attributes (domain) and classes (co-domain). In Section 3.4 we showed that arbitrary function \(f\) can be \(\text{applied}\) to a set of decision functions \(DF\). This also holds for the \(\text{merge}\) operator \(\sqcup\) on the decisions. Partial ordering \(\sqsubseteq\), the set of decision functions \(DF\) and the \(\text{merge}\) operator \(\sqcup\) can be used to define a decision-induced lattice \(DL\), referred to as \(\text{Decision Lattice}\) (Figure 3.4), over the elements in \(DF\).

**Theorem 1.** Let \(DL = \{DF, \sqcup, \top, \bot\}\) be a lattice for some set of decisions \(C\), and let \(\sqsubseteq\): \(DF \times DF \rightarrow \{\text{true}, \text{false}\}\) be an operator defined as:
\[
df_1 \sqsubseteq \df_2 \iff df_1 \sqcup df_2 = df_2, \forall df_1, df_2 \in DF.
\]

The top element \(\top \in DF\) of the Decision Lattice is a 0-ary decision function over the complete domain \(\vec{A}\) and the complete co-domain \(C\), and the bottom element \(\bot \in DF\) is a 0-ary decision function over the empty co-domain \(C\). The introduced lattice \(DL\) has an infinite height if the number of decision functions is unbounded (which is sometimes the case if no approximations are introduced, e.g., in points-to analysis).

**Approximating Decision Functions**

The aim of this section is to show that we can always replace any decision function with the merger of its sub-functions. This will, in general, lead to less accurate decision functions which, in general, require less space to capture. We refer to this type of decision term manipulation as \(\sqcup\)-approximation.

For purpose of argumentation, in Theorem 2, we define yet another version of \(\sqcup\) on sets.

**Theorem 2.** A decision function \(df\) is more accurate than its \(\sqcup\)-approximation \(\sqcup df\), i.e., for any decision function

\[
\begin{align*}
    df &: A_1 \times \ldots \times A_n \rightarrow \mathcal{P}^C \\
    df &= x(df_1, \ldots, df_n),
\end{align*}
\]
it holds that

\[ df \sqsubseteq \sqcup df, \]

where

\[ \sqcup df = (df_1 \sqcup \ldots \sqcup df_n) \]
\[ df_1 \sqcup df_2 = \text{apply}(\sqcup, df_1, df_2) \]

Proof. Relying on the formalization of the "more accurate" relation, it is sufficient to verify that \( df \sqcup (\sqcup df) \equiv \sqcup df \), since we have to prove that \( df \) is a subset of \( \sqcup df \). This can be done in a few steps starting with the definition of \( \sqcup df \), continuing with applying \( \sqcup \) over \( x \), and ending with redundancy elimination:

\[ df \sqcup (\sqcup df) \equiv df \sqcup (df_1 \sqcup \ldots \sqcup df_n) \]
\[ \equiv x(df_1, \ldots, df_n) \sqcup (df_1 \sqcup \ldots \sqcup df_n) \]
\[ \equiv x(df_1 \sqcup (df_1 \sqcup \ldots \sqcup df_n), \ldots, \]
\[ \quad df_n \sqcup (df_1 \sqcup \ldots \sqcup df_n)) \]
\[ \equiv x((df_1 \sqcup \ldots \sqcup df_n), \ldots, (df_1 \sqcup \ldots \sqcup df_n)) \]
\[ \equiv df_1 \sqcup \ldots \sqcup df_n \]
\[ \equiv \sqcup df \]

\[ \square \]

Theorem 2 is restricted to decision functions which, for each input attribute vector, provide sets of classes as output. It states that we can approximate these kinds of decision functions by ignoring an attribute and merging the respective sub-functions.
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This approach would be even more relevant during learning. However, the decision functions constructed during learning may provide distributions over classes instead of sets of classes as output. In what follows, we generalize Theorem 2 such that it captures even decision functions having class distributions as the decisions.

Therefore, we generalize $\mathcal{P}_C$, the set of subsets of $C$, to $D(C)$, the set of all distributions over classes $C$. We interpret a distribution $d(C) \in D(C)$ as a fuzzy set where $(c, w) \in d(C)$ denotes that $c$ belongs with a degree of membership $w$ to fuzzy set $d(C)$, corresponding to the frequency $w$ of $c$ in $d(C)$. The standard union operation on fuzzy sets is actually our merge operation $\sqcup$ on distributions, and the standard generalization $\subseteq$ of the set inclusion $\subseteq$ to fuzzy sets $C_1, C_2 \in D(C)$ is

$$C_1 \subseteq C_2 \iff \forall (c, w_1) \in C_1, (c, w_2) \in C_2 : w_1 \leq w_2.$$

We can generalize the "more accurate" relation of decision functions with distributions over classes $C$ as co-domains and define:

$$\sqsubseteq : D(C) \times D(C) \rightarrow \{\text{true, false}\}$$

$df_1, df_2 : A_1 \times \ldots \times A_n \rightarrow D(C)$

$df_1 \sqsubseteq df_2 \iff \text{apply}(\sqsubseteq, df_1, df_2) \equiv \text{true}$

Now we are ready to generalize Theorem 2 to decision functions as occurring during learning.

**Theorem 3.** A decision function $df$ is more accurate than its $\sqcup$-approximation $\sqcup df$, i.e., for any decision function

$$df : A_1 \times \ldots \times A_n \rightarrow D(C)$$

$df = x(df_1, \ldots, df_n)$

it holds that

$$df \sqsubseteq \sqcup df \text{ where}$$

$$\sqcup df = \left( df_1 \sqcup \ldots \sqcup df_n \right)$$

$$df_1 \sqcup df_2 = \text{apply}(\sqcup, df_1, df_2)$$

**Proof.** Since we have defined a "more accurate" relation on distributions $D(C)$, the proof is structurally identical to the one of Theorem 2 and is therefore omitted. $\square$

Theorems 3 allows us to approximate decision functions by trading accuracy for space.
3.6 Core Operations of the Decision Algebra

The operations of the Decision Algebra can be separated into core operations and non-core operations. The core operations are the operations which all other operations (non-core) can be derived from. They include apply and evert. Therefore, derived operations are: merge, decide and approximate. These three operations are based on apply: merge corresponds to applying the $\sqcup$ operation on decision functions; decide is equal to applying a mode operation on a decision function in order to get a final decision; approximate can be interpreted as applying merge on decision function sub-terms.

3.7 Summary

In this chapter we have defined a Decision Algebra, a theoretical framework for capturing and manipulating decision relations. The Decision Algebra defines a notion of decision functions as a formal representation of complete and non-contradictory decision relations that can be used in different types of decision models.

The Decision Algebra defines a set of operations for manipulating decision relations: approximate, merge, evert, and decide representing the basic operations in different application domains, as discussed in Chapter 2. Approximation of a decision function, obtained by merging sub-terms of an approximated term, results into a decision function capturing "less accurate" but not wrong decision. Additionally, by applying the merge operation on sub-terms during the approximation process, we avoid a certain issue of how to interpret the decision function if the root term is approximated while its sub-terms keep the decision. The reordering of attributes within a decision function uses the evert operation. The result of everting a decision function is an equivalent decision function which keeps the same decision relation but has a different order of terms. Thus, the evert operation removes the distinction between decision terms that occur near the root of the decision function and those that occur near the leaves. The decide operation selects the mode element of the decision distribution of the decision function for a given actual context in order to come to a unique decision.

Notice that learn is not part of the operations on decision functions. Each decision model representing decision functions is constructed by a separate learning algorithm. This algorithm, in addition to several different computations, usually requires a decision function constructor that, by default, has to be implemented by each decision model. Learn is not the only domain-specific algorithm. In the next chapter we will present algorithms for decision function manipulation, such as prune and k-approximate, that were briefly introduced in Chapter 2. We will show how these operations...
can be implemented based on the Decision Algebra core operations, and, hence, can be shared by different decision models.

The uniform theory presented in this chapter can be applied to formalize classical approaches in classification addressing the typical classification problems of fragmentation, replication and model overfitting discussed in Section 2.2. In fact, many classical decision models based on distribution representation of the decisions used in classification (e.g., Decision Trees and tables) and variants thereof as exploited in special learning and classification algorithms can be understood as Decision Algebra instances by varying the implementations of the Decision Algebra core operations (apply and evert). Non-core operations (decide, merge and approximate) have default implementations in terms of the core operations of the Decision Algebra, however, a dedicated implementation of these non-core operations can be found directly in specific decision models.

Several existing decision models (Decision Trees, Dispatch Tables) with corresponding core operations, along with an explicit Decision Algebra implementation (Decision Graphs), will be discussed in Chapter 5. Chapter 6 will give an overview of another two decision models: Naive Bayes classifier and Support Vector Machines, first mentioned in Section 2.2, that have slightly different representations in comparison to the one presented in this chapter (not distribution-based models). Thereafter, in Chapter 7, we present the experimental results that validate the implementation of decision models as instances of the Decision Algebra.
Chapter 4

Algorithms using Decision Algebra

In this chapter we present four algorithms from the three application domains discussed in Chapter 2. Section 4.1 describes a simple learning algorithm based on the decision capturing approach. This algorithm is a basic algorithm for constructing a $\chi$-term based decision model in points-to analysis and a Dispatch Table decision model in context-aware composition. Section 4.2 presents the widely used C4.5 algorithm [65] as an example for learning algorithm interpolating decision relations. This learning algorithm is often used in the classification domain to construct tree-based decision models, e.g., Decision Trees or Decision Graphs. Sections 4.3 and 4.4 present two alternative approaches for approximating decision functions captured in decision models: one originates from points-to analysis ($k$-approximation), and the second is taken from classification (pruning).

The main goal of this chapter is to show that the discussed algorithms used to manipulate decision relations in different application domains can be represented based on Decision Algebra operations which allows implementing them without reference to a specific decision model implementation.

4.1 Decision Capturing

Learning a decision function represented by a Dispatch Table in context-aware composition and $\chi$-terms in points-to analysis is a process of constructing a decision function by decision capturing as discussed in Section 3.2. In order to generalize a decision function over a set of decision tuples, a simple learning strategy as described in Section 3.4 ought to be applied. Using this learning approach, we expect decision relations to be complete and non-contradictive, cf. Section 2.1. The algorithm for constructing a decision function $df : A_1 \times \ldots \times A_n \rightarrow D(C)$ from a given decision relation $DR : ((\vec{a}_1, c_1), \ldots, (\vec{a}_n, c_n))$, where each vector $\vec{a}_i \in A$ corresponds to an actual context leading to a decision $c_i \in C$, can be briefly sketched in Algorithm 1: For each decision tuple $(\vec{a}_i, c_i) \in DR$, we start by constructing an intermediate
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Algorithm 1 Capturing decision relation

1: \( df = \perp \)
2: \[ \text{for each } (\vec{a}, c_i) \in DR \text{ do} \]
3: \[ df'(\vec{b}) = \begin{cases} c_i & \text{if } \vec{b} = \vec{a} \\ \perp & \text{otherwise} \end{cases} \]
4: \( df = \text{apply}(\sqcup, df, df') \)
5: \text{end for}
6: \text{return } df

decision function \( df'(\vec{b}) \), cf. line 3. The intermediate decision function has a concrete decision \( c_i \in C \) only for the actual context \( \vec{b} \) it represents, and, therefore, it uses a neutral element \( \perp \in C \) as a default class representation for other unknown contexts. In order to construct a decision function \( df \), an intermediate decision function \( df' \) is merged \( \sqcup \) with a decision function \( df \), cf. line 4. The merge operation \( \sqcup \) depends on application domain a decision function has to be used, e.g., it corresponds to the union operation in the points-to analysis domain or the \( \sqcup \) in the classification domain.

4.2 Decision Interpolation

In the best case, the decision function could capture a decision relation \( DR \) without any loss of accuracy, as was shown in Section 4.1. However, in classification this is not the case since the decision relation is rarely complete and non-contradictive. In classification, learning algorithms compute decision interpolation in order to avoid that the decision function overfits the decision relation and is not able to classify new incoming tuples. Most of these algorithms employ a recursive top-down approach that partitions the input relation \( DR \), along with the corresponding decision function structure. Each step divides the input relation into several regions by attribute value \( v \in A_i \), depending on whether \( v < \theta_i \) or \( v > \theta_i \), where \( \theta_i \) is a calculated parameter. This creates several sub-sets, each of which can be then subdivided independently. Depending on the type of attribute \( A_i \) there exist two most common scenarios of expanding the decision function [25]:

- \( A_i \) is a discrete attribute: the outcomes of the intermediate decision function \( df_v \) correspond directly to the known values of \( A_i \). That is, a branch \( df_{\text{inv}(v)} \) is created for each known value \( v \in A_i \), and, therefore, the number of children of \( df_v \) is equal to the number of attribute values.

- \( A_i \) is a continuous attribute: \( df_v \) has two possible outcomes, corresponding to conditions \( v \leq \theta_i \) and \( v > \theta_i \), respectively, where \( \theta_i \) is a
splitting point returned by a best attribute selection method as a part of the splitting criterion.

In order to select the most relevant partitioning, the learning algorithm changes the order of the attributes for each input decision relation so that the most relevant attributes are selected first, and possibly the less relevant [50] ignored. As an example of such a recursive algorithm that learns a decision function \( df \) from a decision relation \( DR \), we take commonly used C4.5 algorithm [65], which is outlined in the Algorithm 2. The algorithm works by

**Algorithm 2** Learning decision function

1: compute distribution of classes \( D(C) \) in \( DR \);
2: compute error of just selecting the mode of \( D(C) \) as the decision;
3: if error acceptable then
4:    return \( df : \rightarrow D(C) \)
5: end if
6: for each \( A_i \in \vec{A} \) do
7:    compute gain \((A_i)\)
8: end for
9: choose the attribute \( A_i \) with max gain \((A_i)\)
10: if gain not acceptable then
11:    return \( df : \rightarrow D(C) \)
12: end if
13: for each \( v \in A_i \) do
14:    let \( DR_v \leftarrow \{(\vec{a}, c) \in DR | A_i = v\} \)
15:    recursively construct \( df_v \) for a decision relation \( DR_v \)
16: end for
17: return \( df \), where \( \forall v \in A_i, df(v) = df_v \)

recursively selecting the best attribute split \( A_i \) to the relation (lines 6-9) and expanding the terms of the decision function (lines 13-16) until the stopping criteria are met (lines 3, 10). Every decision function is created by a decision function constructor (lines 4, 11, 17) that has to be implemented by decision models. Each decision function is created when each corresponding \( DR_v \) is processed (line 15).

### 4.3 k–approximation

In this section we present an algorithm for \( k\)-approximation that was formally introduced in Section 3.4. This algorithm is used to approximate points-to values while the points-to analysis is performed, cf. Section 2.3. This method is based on the merge operation \( \sqcup \) corresponding to the union operation in
the points-to analysis domain or additive merge operation $\sqcup$ in the classification domain. The $k$-approximation method is presented by Algorithm 3, where $DF$ is a set of decision functions. This method uses the collapse method presented in Algorithm 4.

**Algorithm 3** \(k\text{-approx}(k \in \mathbb{N}, x \in DF) \rightarrow DF\)

1. if \(k = 0\) then
2. return new collapse(x)
3. end if
4. for each \(x^i \in \text{children}(x)\) do
5. recursively construct \(x^*\), where \(x^*_i = k\text{-approx}(k - 1, x^i)\)
6. end for
7. return \(df\), where \(df = \text{new} x(x^*_1, \ldots, x^*_{\text{children}(df)})\)

**Algorithm 4** \(\text{collapse}(x \in DF) \rightarrow C\)

1. if \(x \in C\) then
2. return \(x\)
3. end if
4. \(v \leftarrow \perp\)
5. for each \(x' \in \text{children}(x)\) do
6. \(v \leftarrow \text{apply}(\sqcup, v, \text{collapse}(x'))\)
7. end for
8. return new \(v\)

The \(k\)-approximation of decision functions can be understood based on the tree representation: all subtrees of depth $\geq k$ from the root are replaced with the merger $\sqcup$ of their leaves, cf. line 6 in Algorithm 4. The result is a new decision function with arity $\leq k$, cf. line 7 in Algorithm 3. Algorithm 3 finds the subtrees at depth $k$, Algorithm 4 then merges their respective leaves.

## 4.4 Pruning

To save space or to avoid overfitting in Decision Trees, pruning is applied. Different pruning variants can easily be implemented using the approximation operation defined in Sections 3.4, 3.5, allowing to ignore actually any attribute or level of a decision function.

Learning algorithms for decision functions represented by Decision Trees might apply two different basic strategies: pre-pruning and post-pruning as discussed in Section 2.2. A pre-pruning strategy stops growing the tree when it reaches a node that yields the accuracy above a pre-defined threshold $\theta$. 58
4.4. Pruning

On the other hand, post-pruning in the first step creates a complete tree, and then prunes unnecessary subtrees by keeping the number of attributes that influence the decision the most and ignoring other attributes by merging the decisions. A post-pruning operation on Decision Trees can be considered as an alternative implementation of the approximate operation on decision functions. Therefore, in this section we present only post-pruning strategies.

Two rather different approaches are used for post-pruning: subtree replacement and subtree raising [83]. The subtree replacement operation corresponds to the $k$-approximation operation on decision functions and is sketched in the Algorithm 5. The operation proceeds from the leaves towards the root (lines 5–7) choosing the subtree to be removed which will lead to increasing the decision accuracy for the verification decision relation $DR$, or, in other words, which subtree has an estimated accuracy error higher than the expected defined value $\theta$, cf. line 1. The algorithm selects particular subtrees and replaces them with single leaves assigned the most common classification corresponding to the highest class distribution on the leaves if these subtrees, cf. line 2. This operation is performed by $k$-approx on a node. Notice that, $k$-approximation operation used in this algorithm is slightly different from the one presented in Section 3.4. The difference is that the operation presented here chops a certain depth of the subtree to the $k = 0$ level. The subtrees are removed only if the resulting pruned tree performs not worse than the original one over the validation decision relation $DR$. The second pruning operation, the subtree raising, corresponds to the approximate operation, and is more complex. The idea of this strategy, sketched in Algorithm 6, is to remove a certain node $n$ from the tree by raising one of its subtrees. This strategy is used by the C4.5 learning algorithm, presented in Section 4.2, after a complete learning. The actual C4.5 implementation is restricted to raising the subtree of the most popular branch. That is, it replaces a node $n$ by the branch rooted by a node $r$ outgoing from $n$ that has more training examples than other branches of this node, cf. lines 2, 3.
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Algorithm 6 raising($n \in DF$) $\rightarrow$ $DF$

1: if error($n$, $DR$) $\geq \theta$ then
2:     find $r \in children(n)$ with maximum $d(C)$ on the leaves
3:     $n \leftarrow r$
4: else
5:     for each $n' \in children(n)$ do
6:         tree-replacement($n'$)
7:     end for
8: end if
9: return $n$

Additionally, this pruning algorithm can be adjusted by raising a determined merge $\sqcup$ of the subtrees of a pruned node $n$, instead of selecting the most popular branch, cf. line 2 in the Algorithm 7. This is a slightly different approach to pruning since the pruned decision tree does not lose any decision information kept in the primary tree.

Algorithm 7 raising($n \in DF$) $\rightarrow$ $DF$

1: if error($n$, $DR$) $\geq \theta$ then
2:     $n \leftarrow apply(\sqcup, children(n))$
3: else
4:     for each $n' \in children(n)$ do
5:         tree-replacement($n'$)
6:     end for
7: end if
8: return $n$

4.5 Conclusions

In this chapter we have shown that algorithms for manipulation or construction of decision functions can be implemented using the core operations of Decision Algebra. The particular algorithms presented here are based on a constructor for a decision function and the apply operation.

The Decision Algebra core operations can be implemented differently by decision models. For instance, depending on the constructor implementation, the decision functions produced by different algorithms can have different representations, e.g., they can be represented by Decision Trees, $\chi$-terms or Dispatch Tables. Moreover, the result of applying $\sqcup$ on a decision function also depends on the implementation of the $\sqcup$ operation in different decision models. Non-core operations, such as merge, approx and decide, can
be implemented in Decision Algebra platform and can be reused by different Decision Algebra implementations.

The implementation of the algorithms using Decision Algebra operations instead of binding them to the specific data structures implementing decision models gives the advantage of exchanging these algorithms between different decision models, and, therefore, between different application domains. For instance, $k$-approximate can be reused by Decision Trees or Dispatch Tables, the learning strategies can be applied to construct different decision models, etc. The only requirement to enable the algorithm exchange is to provide an implementation of the core operations in each decision model.

In the next chapter we present three decision models: Decision Trees, Decision Graphs - an implementation variant of $\chi$-terms and the implicit implementation of the Decision Algebra, and Dispatch Tables, and show how core operations can be implemented in each of these decision models.
Chapter 5
Decision Models: Possible Implementations

In Chapter 3 we presented a theoretical framework, denoted as Decision Algebra, for capturing and manipulating decision relations. We formally described the core operations (apply, exert) over decision functions from which all other required operations (merge, decide, approximate) can be derived. In the previous chapter, we showed how existing algorithms originating from different application domains can be implemented using the Decision Algebra’s core operations.

Depending on the decision procedure and problem to solve, decision models differ in speed of learning and deciding, memory consumption, and decision accuracy. The decision model used to represent a decision function is usually chosen based on the problem domain, sometimes even on the sample data [58, 55]. In this chapter we introduce a few existing decision models from the field of Data Mining and Machine Learning as possible implementations of the Decision Algebra. These decision models are: Decision Trees, used in classification; Decision Graphs, an implicit implementation of the Decision Algebra and an implementation variant of $\chi$-terms used in points-to analysis; and Dispatch Tables, used in context-aware composition. Each decision model is an instantiation of Decision Algebra and, therefore, has to implement the Decision Algebra core operations. Additionally, bounds on non-functional properties, such as memory and decision overheads, can be estimated theoretically for every decision model regardless of the specific problem domain it might be used in. However, model accuracy is a subject to experiments, since it is based on the particular decision relation.

Therefore, this chapter presents each decision model along with its implementations of the core operations and non-functional properties estimation. Accordingly, the structure of this chapter is as follows: Section 5.1 presents Decision Trees that encode context attributes in inner nodes. Section 5.2 introduces Decision Graphs which avoid redundancy within the representation of decision functions. Section 5.3 presents Dispatch Tables as a baseline decision function implementation. Finally, Section 5.4 concludes this chapter.
5.1 Decision Trees

Decision Trees were introduced as a decision model in classification the domain in Section 2.2. Decision Trees are one of the widely used and practical decision models for inductive inference [49]. The corresponding data structure implementing this model represents trees that encode context attributes in inner nodes. Each outgoing edge of such a node refers to a value (or value range) of the context attribute, and each path from the root node to a leaf represents actual context values leading to a classification result.

Let \( df : A_1 \times \ldots \times A_n \rightarrow C \) be an \( n \)-ary decision function. Every decision term representation of \( df \) can be seen as a tree \( G = (N, E, r) \). The root node \( r \in N \) corresponds to the selection operator \( x^1 \) of attribute \( A_1 \), returning the child \( idx_1(a) \) for a given argument \( a \in A_1 \). The child is a sub-tree representing the \((n-1)\)-ary decision function \( df(a) \). 0-ary decision functions \( df^0 \) are leaves labeled with elements of \( C \).

Accordingly, the standard operations on the Decision Tree data structure, which are required to implement the set of core-operations, are: \( \text{children}(x) \) returns sub-trees of a tree node \( x \); \( \text{getChildAt}(x, i) \) returns the \( i \)-th child of a node \( x \); \( |\text{children}(x)| \) returns the number of sub-trees of a node \( x \).

The construction of a Decision Tree is done by the learning algorithm presented in Section 4.2 that interpolates decision relation. The only difference is that every recursively constructed \( df_v \) is immediately added to a node as a child. This difference occurs due to the specifics of the implementation of a tree node constructor \( x^j(x) \) that constructs a new tree node corresponding to selection operator \( x^j \). As an argument \( x \), it takes either a decision distribution \( d(C) \) and generates a leaf node, or an integer number \( n \) and generates an inner node with empty slots for \( n \) children.

Apply

As discussed in Section 3.4, the higher order function \( \text{apply} \), cf. Algorithm 8 below, pushes an operator \( op \) to the leaves and then applies it on them. Hence, the operations must be defined on the leaf values \( C \). The result of \( \text{apply} \) on two Decision Tree nodes \( n_1 \) and \( n_2 \), with root nodes corresponding to attributes \( A_k \) and \( A_j \), respectively, is a Decision Tree recursively constructed from the results of the operation applied to the leaves. To push the operator \( op \) to the leaves of the tree, an order of all nodes ought to be maintained: if attribute \( A_i \) is chosen for splitting by a learning algorithm before attribute \( A_j \), then \( i < j \) and \( x^i < x^j \), and selection operator \( x^i \) ought to occur before operator \( x^j \) on all paths from the root to the leaves in the corresponding Decision Tree. Lines 1–3 handle the base case where tree nodes are leaves and the operation is applicable directly. Lines 4–9 and, similarly, lines 10–15 handle the case when the selection operator of the first term is smaller than
Algorithm 8 \(\text{apply}(op \in C \times C \to C, n_1 = x^k, n_2 = x^j) \to x^z)\)

1. if \(x^k, x^j \in C\) then
2. return \(op(x^k, x^j)\)
3. end if
4. if \(k < j\) then
5. for each \(x' \in \text{children}(x^k)\) do
6. \(x' = \text{apply}(op, x^j, x')\)
7. end for
8. return \(x^k(x'_{1}, \ldots, x'_{|\text{children}(x^j)|})\)
9. end if
10. if \(j < k\) then
11. for each \(x' \in \text{children}(x^j)\) do
12. \(x' = \text{apply}(op, x^k, x')\)
13. end for
14. return \(x^j(x'_{1}, \ldots, x'_{|\text{children}(x^j)|})\)
15. end if
16. for each \(i \in [1 \ldots |\text{children}(x^k)|]\) do
17. \(x^* = \text{apply}(op, \text{getChildAt}(x^k, i), \text{getChildAt}(x^j, i))\)
18. end for
19. return \(x^j(x^*_{1}, \ldots, x^*_{|\text{children}(x^k)|})\)

The second or if it is larger than the second. Lines 16–19 handle the case where the selection operators are identical. In all three cases a tree node representing a new decision function is created, cf. lines 8, 14, 19.

**Evert**

An implementation of the *evert* operation on Decision Trees is similar to the implementation of Shannon expansion on Ordered Binary Decision Diagrams [8]. This operation was introduced as Decision Algebra’s core operation in Section 3.4. Given an attribute \(A_j\) and a root node \(r\) as an input, the operation reorders nodes in the tree rooted by node \(r\) corresponding to attribute \(A_j\) in such a way that attribute \(A_j\) represented by a node \(j\) becomes a new root, cf. Algorithm 9. Notice that the everted Decision Tree has the same dependencies over attributes represented by nodes and keeps the same decision relation as before.

The *evert* operation recursively restricts a current root node \(n\) to the \(i\)-th branch ranging from one to \(m\), where \(m\) corresponds to a number of values the attribute \(A_j\) has, cf. lines 4–6. A restriction operation has its counterpart in the OBDD description of a Boolean formula \(f(x_1, \ldots, x_n)\) that generates a new formula where the \(i\)-th variable \(x_i\) has been assigned the constant
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A version of the restriction operation for Decision Trees, cf. Algorithm 10, generates a new decision node \( n_{(c)i} \) by only considering the value from the \( i \)-th successor of node \( z \) corresponding to the attribute \( A_j \) that is in a subtree rooted by \( n \). The algorithm recursively traverses subtrees of node \( n \), cf. lines 4–10, until it finds a node \( j \) that has to be restricted to the \( i \)-th child, cf. lines 5–7.

\[
\text{Algorithm 9} \quad \text{evert} \quad (r = x^r, A_j) \rightarrow x^j
\]

1. if \( x^r \in C \parallel r = j \) then
2. return \( x^r \)
3. end if
4. for each \( a_i \in A_j \) do
5. \( x^*_i = \text{restrict}(x^r, i) \)
6. end for
7. return \( x^j(x^*_1, \ldots, x^*_{|A_j|}) \)

\[
\text{Algorithm 10} \quad \text{restrict}(x^n, i \in N) \rightarrow x^y
\]

1. if \( x^n \in C \) then
2. return \( x^n \)
3. end if
4. for each \( x^z \in \text{children}(x^n) \) do
5. if \( z = j \) then
6. \( x^*_m = \text{restrict(getChildAt}(x^z, i), i) \)
7. else
8. \( x^*_m = \text{restrict}(x', i) \)
9. end if
10. end for
11. return \( x^n(x^*_1, \ldots, x^*_{\text{children}(x^n)}) \)

In what follows we will present non-functional properties that can be estimated for the Decision Tree data structure implementation.

Non-Functional Properties

In the worst case scenario, when the decision relation captured in the Decision Tree is complete and non-contradictive, the memory required for capturing the Decision Tree is quite large and grows exponentially with the number of used attributes \( n \). The decision relation in this case has \( k = |A_1| \times \ldots \times |A_n| \) decision tuples, and the corresponding Decision Tree has \( L = k \) leaves and (almost) \( k \) inner nodes. Thus, the number of edges is \( O(L) = O(|A_1| \times \ldots \times |A_n|) \). This size is reduced when the learning strategy interpolates the decisions.
and therefore the number of edges becomes smaller. It can also be reduced if all paths from an inner node lead to the same decision (making this whole subtree redundant). Hence, the memory consumption is

\[ M = \text{size} \times \text{edges}, \]

where \text{edges} is the number of edges in the tree and \text{size} Bytes are necessary and sufficient to encode all different nodes of the tree.

Using a Decision Tree as a dispatch repository for a given context \( \vec{a} = (a_1, \ldots, a_n) \) is straightforward: in each inner node corresponding to attribute \( A_i \), starting at the root node, the attribute value \( a_i \in A_i \) is used to decide which child to visit next. The number of tests necessary to reach a leaf is equal to the depth of the Decision Tree. This depth varies around the number \( n \) of context attributes: for discrete context attributes it is at most \( n \); continuous attributes can even occur several times on the path due to data partitioning [66]. So, generally, the prediction time is \( \text{depth} \times T_{aa} \) and we approximate

\[ T(n) \approx n \times T_{aa} + c. \]

where \( T_{aa} \) is the array access time, and \( c \) is a constant time used for small operations.

### 5.2 Decision Graphs

The main drawback of Decision Trees is that they grow exponentially with the number of context attributes, and even very small decision problems require relatively large Decision Trees [31]. The main concept of Decision Graphs is to represent Decision Trees in a compact way by eliminating redundant subtrees.

Our Decision Graph implementation is an implicit Decision Algebra implementation and is partly based on Ordered Binary Decision Diagrams (OBDDs) [9, 8] and partly on \( \chi \)-terms data structures used in the points-to analysis (Section 2.3). In contrast to OBDDs, we do not have binary but general decisions, since a context attribute could have any domain. Additionally, the decision values are not binary either, since there are, in general, more than two variants to choose from. These more general Decision Graphs are known as Multi-Terminal Multi-Valued Decision Diagrams (MMDDs) [34]. They correspond to rooted directed acyclic graphs with inner nodes representing context attributes and leaves representing decisions.

The learning algorithm captures a decision relation to Decision Graphs similarly to Decision Trees by applying the same learning algorithm C4.5 presented in the previous section. The advantage of Decision Graphs over Decision Trees is a redundancy elimination that can lead to a decreased size.
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and, therefore, lower memory consumption. The construction of the nodes of the graph is done by a decision function constructor implemented in Decision Graphs. It requires the same input as a Decision Tree constructor. However, unlike to tree nodes, every graph node is created when each corresponding \( D_{v} \) is processed.

The implementation of Decision Graphs uses a repository capturing graph nodes. However, the repository guarantees that each node corresponding to a unique decision (sub-)function, reduced by redundancy elimination, cf. Section 3.1, is captured only once and gets a unique identifier. The children in the decision nodes only refer to the unique identifier of the corresponding sub-graphs. As a consequence, two equivalent, cf. Section 3.1, graph nodes are never stored in the repository, and there are never two equivalent sub-graphs in the same decision node.

The remaining parts of the implementation of Decision Graphs follow the same strategy as the implementation of Decision Trees and, therefore, a set of standard operations over Decision Graphs is equal to a set of standard operations over Decision Trees. Moreover, the implementation of Decision Algebra core operations \( evert \) and \( apply \) is the same as for Decision Trees, and, therefore, their representation in this section is omitted. The only difference is the constructor implementation discussed above.

Decision Graphs: Related Work

The idea of Decision Graphs is not new. Several studies present Decision Graphs as an alternative decision model that overcomes several issues of Decision Trees. For instance, Oliver [56] presents Decision Graphs similar to \( \chi \)-terms as a modification of Decision Trees. However, Oliver had to invent a completely new learning algorithm that builds a decision graph based on the so-called Minimum Description Length Principle, which minimized the number of encoding bits used for graph implementation.

Another type of Decision Graphs was presented by Jensen et al. [31]. These Decision Graphs are built on the concept of Bayesian Networks, which form the basis for so-called Influence Diagram Framework. This framework denotes a number of properties for Decision Graphs, where the core conception for all properties is based on the approach of collapsing identical subtrees in Decision Trees. The identity of subtrees in Influence Diagrams is defined similarly to the identity of decision functions: if both subtrees give the same decision in the end, they are pronounced to be the same regardless of the order of attributes. However, the purpose of introducing Decision Graphs is building normative systems, namely Decision Support Systems. Hence, the Influence Diagram Framework is concentrated on solving problems related to normative systems and is rather heavy to apply to different applications dealing with simple classification tasks.
Non-Functional Properties

Generally, decision time and worst case memory size of graphs are the same as for Decision Trees. Thus, the worst case memory and lookup overhead for Decision Trees and Decision Graphs are equal, but, due to the elimination of redundancies, the size of Decision Graphs is expected to be considerably smaller in practice.

5.3 Dispatch Tables

Dispatch Tables were introduced as a standard decision model used in context-aware composition in Section 2.4. Basically, Dispatch Tables are a table-based representation of a given complete and non-contradictive decision relation which is based on a set of tuples \((\vec{a}, c)\), where \(\vec{a}\) is an actual context, i.e., a vector of attribute values \((a_1, \ldots, a_n)\) with each attribute value \(a_i \in A_i\), that leads to a certain decision \(c\).

A Dispatch Table is usually sorted in terms of attributes and attribute values. This means that the rows in the table and the values of attributes in each row are sorted in a predefined order. To construct a Dispatch Table based on an arbitrary decision relation, a learning algorithm using a decision capturing or a decision interpolation approach, cf. Section 4.1, 4.2, ought to be applied. The chosen algorithm makes sure that the decision relation is complete and non-contradictive, even though it can contain duplicate decision tuples. Each attribute \(A_i\) of this decision relation corresponds to a Dispatch Table dimension, and, thus, each attribute value \(a_i \in A_i\) is an entry in this dimension. Therefore, a constructor of a table takes each decision tuple \((\vec{a}, c)\), sorts its values of attributes according to the order of the attributes in the Dispatch Table, and inserts a decision \(c\) to a table cell identified by \(\vec{a}\).

The distributions corresponding to each decision can be taken into account in case when the Dispatch Table is constructed using a decision interpolation approach. However, the distributions in Dispatch Table implementations are often neglected. In a scenario where an attribute is continuous, the Dispatch Table captures variants at sample points.

The standard operations on a Dispatch Table data structure are: \(insert(\vec{a}, c)\) inserts a decision \(c \in C\) to a cell in a Dispatch Table with respect to attribute values of actual context \(\vec{a}\); \(lookup(\vec{a})\) returns a decision \(c \in C\) contained in a cell corresponding to attribute values of the actual context \(\vec{a}\). Before making a \(lookup\), the closest sample point for each actual context attribute value needs to be computed. Assume we sample discrete attributes completely and continuous attributes with a logarithmic distance. Then we find the index corresponding to a discrete attribute value by a mapping table lookup, and the index of a continuous attribute value by computing the logarithm of the
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actual attribute value. Finding the sample point closest to an actual context continuous attribute value must be done prior to each table lookup. In contrast to that, Decision Trees and Decision Graphs can decide on continuous attributes directly.

The Dispatch Table has a different representation than Decision Trees and Decision Graphs. Therefore, in addition to non-core operations of the Decision Algebra such as merge and approximate this data structure has alternative interpretations of these operations. Speaking the language of Object-Oriented Programming, the implementation of these operations can be overwritten in this decision model.

Apply

In order to apply function \( f \) on Dispatch Table \( d \in DT \), the table \( d \) has to be traversed cell by cell and operator \( op \) has to be applied to each cell.

In case when the apply operation has to be performed on two Dispatch Tables \( d_1, d_2 \in DT \), a new table \( d \in DT \) is constructed. The operation traverses these tables and looks for decision tuples which are equivalent in terms of attribute values. Assume that two given Dispatch Tables \( d_1, d_2 \) represent the same formal context \( \vec{A} \) and have the same type of sorting. Then, this apply operation can be formalized in Algorithm 11. The algorithm applies operator \( op \) to the cells of Dispatch Tables having the same set of attribute values \( \vec{a} \), cf. line 2, and puts the result to a new table \( d \), cf. line 3. This approach is similar to the one presented for Decision Trees and Decision Graphs, where the operator \( op \) is pushed towards the leaves and applied to them. In case Dispatch Tables represent a different formal context \( \vec{A} \), those tuples that do not have equivalent representatives in tables are automatically added to a new constructed table.

Evert

Because the Dispatch Table is a table-representation of a complete and non-contradictive decision relation, the operations merge and evert are rather simple. To evert a Dispatch Table according to the chosen attribute \( A_i \), we change the order of attributes in the Dispatch Table by considering attribute

---

Algorithm 11 apply(\( op \in C \times C \rightarrow C, d_1, d_2 \in DT \) \( \rightarrow d \in DT \))

1. \( \text{for each} \ (\vec{a}, c) \in d_1 \ \text{do} \)
2. \( c' \leftarrow d_2.\text{lookup}(\vec{a}) \)
3. \( d.\text{put}(\vec{a}, op(c, c')) \)
4. \( \text{end for} \)
5. \( \text{return } d \)
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$A_i$ as a first attribute used in lookup operation, and, thus, attribute $A_i$ becomes a first dimension of the Dispatch Table. In case that a Dispatch Table is represented by a Decision Table, as an example, cf. Table 2.1(a), we can say that we change the column order of the table by moving the column corresponding to attribute $A_i$ to the left hand side.

**Merge**

Additionally to the merge operation, which can be implemented by the apply operation, there exists a more simple approach to merge two Dispatch Tables: we simply merge their decision tuples $(\vec{a}, c)$ and add them to a new Dispatch Table. If two tuples having equivalent actual contexts lead to different decisions, the decisions are merged in a resulting cell or, alternatively, a class distribution in computed.

**Approximate**

---

**Algorithm 12** $\text{approx}(d' \in DT, A_i \in A) \rightarrow d \in DT$

1: for each $\vec{a} = (a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n) \in A_1 \times \ldots \times A_{i-1} \times A_{i+1} \times \ldots \times A_n$ do
2:   $c \leftarrow \bot$
3:   for each $a_i \in A$ do
4:     let $\vec{b} = (a_1, \ldots, a_i, \ldots, a_n)$
5:     $c \leftarrow c \sqcup d'.\text{lookup} (\vec{b})$
6:   end for
7: $d.\text{put}(\vec{a}, c)$
8: end for
9: return $d$

---

Approximation of a Dispatch Table refers to removing a certain attribute $A_i$ from a table representation. As one possible approach, the corresponding attribute can be simply removed from the table and, thus, does no longer influence the decision. An alternative approach is the one presented for Decision Algebra, cf. Section 3.4, which merges decisions in table cells. We present it in a separate Algorithm 12.

In order to approximate the Dispatch Table $d'$ by removing the certain attribute $A_i$, the table cells should be merged for all attribute values $a_i \in A_i$ provided that values of other attributes $(a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n)$ are the same, cf. lines 3 – 6. A new decision is added to a new Dispatch Table $d$ with respect to an actual context $\vec{a}$ that does not include attribute $A_i$, cf. line 7.
Non-Functional Properties

Dispatch Tables are implemented as \( n \)-dimensional arrays, \( n \) being the number of context attributes. Each dimension \( i \) contains entries corresponding to the sample values of the context attribute \( A_i \). Thus, the memory consumption \( M \) of the Dispatch Table grows exponentially with the number of context attributes and can be approximated from below by

\[
M = \text{size} \times m^n,
\]

where \( \text{size} \) Bytes are necessary to encode all variants in \( C \), and \( m \) is the minimum number of values of any of the context attributes.

\( Decide \) corresponds to a lookup in the table based on the indexes of input context attributes, where the index for a continuous attribute has to be computed with a logarithmic distance. Additionally, each access to an \( n \)-dimensional array is basically an access to a 1-dimensional array requiring some offset calculations:

\[
\text{offset} = \text{base\_address} + (((d_1 \times |A_2| + d_2) \times \ldots |A_{n-1}| + d_{n-1}) \times |A_n| + d_n) \times \text{size},
\]

where \( \text{base\_address} \) is the address of the first element of the array, \( d_i \) is the index of the element in the dimension \( i \) and \( |A_i| \) is the number of values of the context attribute \( A_i \). Therefore, the decision time for an \( n \)-dimensional Dispatch Table can be estimated as

\[
T(n) = (\log \times k + n) \times T_flops + (n - k + 1) \times T_{aa} + c,
\]

where \( k \) is a number of continuous attributes, \( \log \) is a number of floating point operations for calculating the logarithm\(^1\), \( T_flops \) is the time for a flop, \( T_{aa} \) is the array access time, and \( c \) is a constant time used for small operations.

5.4 Conclusions

In this chapter we presented three existing decision models as Decision Algebra instantiations: Decision Trees, Decision Graphs, and Dispatch Tables, which serve as a mean to capture decision relations in three application domains discussed in Chapter 2.

For each decision model, its non-functional properties in terms of memory consumption and decision time were assessed. Due to this assessment, an appropriate decision model can be chosen for an application domain with certain non-functional requirements. For instance, Decision Trees fulfill the non-functional requirements of the classification domain: a decision relation

\(^1\)Many processors provide the integer \( \log 2 \) in a single instruction in hardware; in our Java implementation we need 21 flops.
is usually interpolated by learning algorithm and, thus, the decision model is scalable to the number of attributes; the fragmentation problem is solved by different pruning strategies, including approximation algorithms from the points-to analysis domain. However, Decision Trees still have the problem of replication which can increase required memory.

On the other hand, Decision Graphs, having the same characteristics and non-functional properties as Decision Trees, solve the replication problems due to the specifics in their construction which is based on a redundancy elimination process. Therefore, Decision Graphs can even serve as a better decision model in the classification domain and, for some tasks, in the context-aware composition domain. Moreover, Decision Graphs fulfill all non-functional requirements of the points-to analysis domain. By applying a simple learning algorithm, they can capture a complete and non-contradictive decision relation in a compact representation due to the decision function properties they implement: redundancy elimination and equivalence. Additionally, different implementations of pruning and approximation can reduce amount of the points-to information.

Decision Tables may be considered as a non-scalable but precise and fast data structure that is suitable in context-aware composition domain when a precise representation of a decision relation is required. They ought to perform well if they capture decision relation with a small number of non-continuous attributes.

Each decision model includes an implementation of the core operations of the Decision Algebra. Following the signatures provided by the Decision Algebra, implementations of these operations on the existing decision models are not more complex than if they were not implementing the Decision Algebra interface. Therefore, the implementation of existing decision models as Decision Algebra instantiations does not impose any complexity overhead compared to if these decision models were implemented as stand-alone models.

In the next chapter we give an overview of two additional decision models: Naive Bayes classifier based on a probability model, and Support Vector Machines based on a maximum-margin model; they have different construction strategies. We show that even these types of decision models can fit to our Decision Algebra.
Chapter 6

Probability- and Maximum Margin-based Decision Models Integrated into Decision Algebra

In Chapter 3 we introduced the Decision Algebra that unifies the theory behind the process of capturing and manipulating decision relations. The Decision Algebra provides a general representation of complete and non-contradictive decision relations, denoted as decision functions, along with a set of operations and axioms over these decision functions. In Chapter 4 we then presented three existing decision models as Decision Algebra instantiations, where the core operations were implemented in accordance to each decision model. As it was shown, the decision functions, and, thus, the corresponding decision models have a specific representation, where each decision function consists of a set of sub-functions that lead to the distribution over classes \( C \), denoted as \( d(C) \in D(C) \).

In Section 2.2 we have briefly mentioned several other decision models that, similarly to the discussed models, are used as classifiers in the field of Data Mining and Machine Learning. The representations of these models differ from our general decision function representation. Therefore, in this chapter we present a generalization over the Decision Algebra, denoted as Abstracted Decision Algebra, which includes a generalization over the decision function notion and, consequently, the operation signatures (Section 6.1). Moreover, we will present linear classifiers, such as Naive Bayes classifier and Support Vector Machines, along with a set of operations that follow the operation signatures of the Abstracted Decision Algebra, cf. Sections 6.2 and 6.3, respectively. Naive Bayes classifier is based on a probability model, and Support Vector Machines is based on a maximum margin model.

6.1 Decision Algebra: Generalization

Decision models such as Decision Trees, Decision Graphs and Dispatch Tables can be basically considered as a set of attribute values leading to a
set of distributions $d(C) \in D(C)$ over class values $C$. The general representation of this type of decision model is a decision function of the form $df = A_1 \times \ldots \times A_n \rightarrow D(C)$.

However, there exist other types of classifiers where constructed decision models have different representations and, therefore, instead of a set of distributions, the results of decision functions can correspond to a set of class probabilities over attribute values (Naive Bayes classifier), or a set of computed coefficients (Support Vector Machines), etc.

Hence, the decision function $df$ over finite domains has to be defined more generally in order to capture different types of computation results over decisions. From now on we represent a decision function $df$ as a mapping of contexts (attributes) $A_1, \ldots, A_n$ to a general decision representation $X(C)$ over a classification decision $C$:

$$C \subseteq X(C)$$
$$df = A_1 \times \ldots \times A_n \rightarrow X(C)$$

Accordingly, the signatures of operations presented over decision functions in Chapter 3 have to be redefined, since the decision functions are not based on distributions any more. The redefinition of decision functions and a set of operations signatures leads to a definition of a new multi-sorted term Decision Algebra $DA_A$, which we will refer to as an Abstracted Decision Algebra. Let us define:

$$DA_A = \langle DF_c, \Omega, R \rangle$$

where $DF_c$ is a collection of sets of decision function arguments $DF_c = \{DF_\lambda | \lambda \in S\}$, where decision functions have the same signature $A_1 \times \ldots \times A_n \rightarrow X(C)$; $DF_\lambda$ is a set of arguments of the same sort, called domain; $S$ is a set of sorts of the domains (attributes, general decisions); $\Omega$ is a set of operations defined over $DF_c$, and $R$ is an equivalence relation.

The equivalence relation partitions the terms of the Algebra $DA_A$ into a number of equivalent classes. This relation enables us to say that certain decision functions which are syntactically distinct do, nevertheless, have the same representation. Therefore, the partitioning of all the terms of $DA_A$ into the appropriate collection of equivalence classes, corresponding to different types of decisions that can be captured by decision function, leads to the Decision Algebra $DA$ defined over distributions. The carrier sets of this algebra consist of decision functions with co-domain corresponding to distribution sets. This Decision Algebra is called a multi-sorted quotient algebra over algebra $DA_A$, where the operations are induced by operations described in $DA_A$. Thus, any Decision Algebra determined to define a concrete decision model can be considered as a quotient algebra over $DA_A$ [17, 19]. In order to redefine algebra operations over a decision function corresponding to a
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A concrete class of decision models, we have only to determine which type of decision $X(C)$ a decision function has to capture.

In what follows we will redefine a set of operations signatures for the new Abstracted Decision Algebra. Notice that the selection of core and non-core operations is left unchanged.

**Decide**

In order to *decide* based on a generalized decision function $df$, i.e., to come to a unique decision $c \in C$ for a given actual context $\vec{a}$, we usually select the result of the decision function while applying a predefined operation on it. The reason is that the decision function can be learned by different strategies, and, thus, the interpretation of its result $X(C)$ can differ. Therefore, we apply the function $f : X(C) \rightarrow C$ to (the results of) a decision function $df : A_1 \times \ldots \times A_n \rightarrow X(C)$:

$$df : A_1 \times \ldots \times A_n \rightarrow X(C)$$

$$f : X(C) \rightarrow C$$

$$\text{decide} : (A_1 \times \ldots \times A_n \rightarrow X) \times A_1 \times \ldots \times A_n \rightarrow C$$

$$\text{decide}(df) = f \circ df$$

The function $f$ has to derive a concrete decision $c \in C$ based on a particular decision representation $X(C)$ that a decision function returns on a given actual context $\vec{a}$. Function $f$ depends on a decision representation $X(C)$ and has to be determined along with the decision procedure, i.e., how a concrete decision has to be computed, for a specific decision model before its construction. For instance, in Decision Trees we often apply the *mode* operation to distributions in order to get a final decision; in Naive Bayes classifier a specific computation has to be made based on a final set of probabilities representing $X(C)$; in Dispatch Tables no such special function is required since usually a captured decision corresponds to $c \in C$, etc.

**Apply**

A general function $f$ can be applied to decision functions, provided that $f$ is determined on the argument $X(C)$ of the decision function $df$. We define such a general *apply* of arbitrary $k$-ary functions $f$ to $k$-tuples of decision functions as:

$$f : X_1(C) \times \ldots \times X_k(C) \rightarrow X(C)$$

$$apply(f, x(c) \ldots x_k(c)) = f(x(c) \ldots x_k(c))$$

$$df_1, \ldots df_k : A_1 \times \ldots \times A_n \rightarrow X(C)$$

$$apply(f, df_1 \ldots df_k) \rightarrow df$$

$$df = A_1 \times \ldots \times A_n \rightarrow f(x_1(C), \ldots, x_k(C))$$
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The operation \( \text{apply}(f,d_{f_1},\ldots,d_{f_k}) \) recursively applies \( f \) to the respective arguments \( A_1,\ldots,A_n \) of a decision function and eventually evaluates it on \( X(C) \); the result is a new decision function over \( X(C) \).

\[ \sqcap : X(C) \times X(C) \rightarrow X(C) \]
\[ df_1,\ldots,df_k : A_1 \times \ldots \times A_n \rightarrow X(C) \]
\[ \sqcap(df_1,\ldots,df_k) = \text{apply}(\sqcap,d_{f_1},\ldots,d_{f_k}) \]

The specific operation \( \sqcap \) has to be determined in each concrete decision model.

\textbf{Evert}

The reordering of attributes inside a decision function still holds as a core operation in the Abstracted Decision Algebra. \textit{Evert} produces a modification of a given decision function \( df \), where it changes the order of attributes but not the captured decision information. This operation can be defined as:

\[ \text{evert}(i) : (A_1 \times \ldots \times A_n \rightarrow X(C)) \rightarrow \]
\[ (A_i \times A_1 \times \ldots \times A_{i-1} \times A_{i+1} \times \ldots \times A_n \rightarrow X(C)) \]
\[ df \equiv \text{evert}(i,df) \]

\textbf{Approximate}

The approximation of a decision function \( df \) is performed by ignoring an attribute \( A_i \) in this decision function and can be defined as:

\[ \text{approximate}(i) : (A_1 \times \ldots \times A_n \rightarrow X(C)) \rightarrow \]
\[ (A_1 \times \ldots \times A_{i-1} \times A_{i+1} \times \ldots \times A_n \rightarrow X(C)) \]

Notice that \textit{approximate} operation defined in the Abstracted Decision Algebra \( DA_A \) is not based on a \textit{merge} operation, unlike its definition in Section 3.4. In \( DA_A \) we can not theoretically guarantee that the result of an approximated decision function \( df \) will be less accurate but not wrong due to the difference in the decision representation \( X(C) \) over classes \( C \) and in determination of the \textit{merge} operation.

In what follows we will give an overview of Naive Bayes classifier and Support Vector Machines as instances of the Abstracted Decision Algebra. For each classifier we will define the decision representation \( X(C) \) it captures, construction process, and a set of operations.
6.2 Naive Bayes Classifier

A Naive Bayes classifier is a simple probabilistic classifier based on Bayesian statistics. It naively assumes a conditional independence of the context attributes from each other. This means that the effect of an attribute value on a given class is independent of the values of other attributes. This assumption is made to simplify the computations that classify a tuple by determining a probability of its belonging to a certain class \( c \in C \) [49, 36].

A Naive Bayes classifier computes a set of probabilities \( P(C|\vec{A}) \) for each attribute vector \( A_i \in \vec{A} \) over all class values \( C \). Thus, for a Naive Bayes classifier a decision representation \( \mathcal{X}(C) \) over \( C \) corresponds to a Cartesian product \( P(C) \times \vec{A} \) over all class values \( C \) and attribute values \( A_i \in \vec{A} \) representing all the probabilities in \( P(C|\vec{A}) \):

\[
\mathcal{P}(C)^n = P(C \times \vec{A}) = \{P(C|A_1), \ldots, P(C|A_n)\}
\] (6.1)

where \( n \) is the number of attributes.

**Construction**

To compute a decision representation \( \mathcal{P}(C)^n \) from a decision relation represented by \( \vec{A} \) and \( C \), let us assume that \( C \) is a binary class with values \( c_1 \) and \( c_2 \) and \( \vec{A} \) is a formal context of \( n \) attributes. Each tuple is represented by an \( n \)-dimensional actual context \( \vec{a} = (a_1, a_2, \ldots, a_n) \), where \( a_i \in A_i \). Applying Bayes’ theorem, \( P(C|\vec{A}) \) can be computed as:

\[
P(C|\vec{A}) = \frac{P(\vec{A}|C) \times P(C)}{P(\vec{A})}
\]

That is, the Naive Bayes classifier predicts that tuple \( \vec{a}_i \) belongs to class \( c_1 \) if and only if:

\[
P(C = c_1|\vec{a}_i) > P(C = c_2|\vec{a}_i)
\]

Thus, in order to determine a final decision, a maximization of \( P(C = c_1|\vec{a}_i) \) has to be performed [25]. The class \( c_1 \) for which \( P(C = c_1|\vec{a}_i) \) is maximized is called maximum posteriori hypothesis. By Bayes’ theorem:

\[
P(C = c_1|\vec{a}_i) = \frac{P(\vec{a}_i|C = c_1) \times P(C = c_1)}{P(\vec{a}_i|C = c_1) \times P(C = c_1) + P(\vec{a}_i|C = c_2) \times P(C = c_2)}
\] (6.2)

where \( \vec{a}_i \) denotes the \( i \)-th possible vector of \( \vec{A} \), and the summation in the denominator is done over all values of class \( C \). However, only the numerator
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\( P(\vec{A}|C) \times P(C) \) has to be maximized, since the dominator is constant for each class \( c_i \in C \). Accordingly,

\[
P(\vec{a}_i|C = c_i) = \prod_{k=1}^{n} P(a_k|c_i) = P(a_1|c_i) \times P(a_2|c_i) \times \ldots \times P(a_n|c_i) \quad (6.3)
\]

\[P(C = c_i) = \frac{n_{c_i}}{|DR|} \quad (6.4)\]

where \( DR \) is a set of decision tuples and \( n_{c_i} \) is a number of tuples of class \( c_i \) in \( DR \). The resulting set of probabilities \( P(C)^n \) can be defined as:

\[
\mathcal{P}(C)^n = P(\vec{A}|C) = P(A_1|c_1) \times \ldots \times P(A_1|c_m) \times \ldots \times P(A_n|c_1) \times \ldots \times P(A_n|c_m)
\]

where \( P(A_i|c_i) \) is a set of probabilities \( P(a_k|c_i) \) of occurrence attribute value \( a_k \in A_i \) with a class value \( c_i \in C \) in one decision tuple, and \( m \) is a number of possible classes. The probability \( P(a_k|c_i) \) can be estimated from the given decision relation as follows:

\[
P(a_k|c_i) = \frac{|DR(A_i = a_k, C = c_i)|}{n_{c_i}} \quad (6.5)
\]

where \( |DR(A_k = a_k, C = c_i)| \) is a number of decision tuples of class \( c_i \) where attribute \( A_i \) has value \( a_k \).

Notice that, for each attribute, we check whether it is categorical or continuous. Assume we need to classify a new tuple \( \vec{a} = \{a_1, a_2, \ldots, a_n\} \), where \( a_k \) is a value of attribute \( A_i \). To compute \( P(\vec{a}|C = c_i) \), we consider for each attribute \( A_i \) the following:

- if \( A_i \) is categorical, then we take \( P(a_k|C = c_i) \) as presented in Equation 6.5.
- if \( A_i \) is continuous:

\[
P(a_k|C = c_i) = g(a_k, \mu_{c_i}, \sigma^2_{c_i})
\]

That is, we have to compute a Gaussian distribution \( g \) for class \( c_i \). A continuous-valued attribute is typically assumed to have a Gaussian distribution with a mean \( \mu \) and variance \( \sigma^2 \):

\[
g(a_k, \mu_{c_i}, \sigma^2_{c_i}) = \frac{1}{\sqrt{2\pi\sigma^2_{c_i}}} e^{-\frac{(a_k - \mu_{c_i})^2}{2\sigma^2_{c_i}}} \quad (6.6)
\]
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with

\[ \mu_{c_i} = \frac{1}{n_{c_i}} \sum_{i=1}^{n} a_i \]  
(6.7)

\[ \sigma_{c_i}^2 = \frac{\sum_{i=1}^{n} (a_i - \mu_{c_i})^2}{n_{c_i} - 1} \]  
(6.8)

where \( n_{c_i} \) is a number of decision tuples of class \( c_i \) and \( a_i \) is a value of attribute \( A_i \) for each tuple of class \( c_i \).

Decide

In order to predict a class value for an actual context \( \vec{a} \), \( P(\vec{a}|C = c_i)P(C = c_i) \) has to be evaluated for each class \( c_i \). Thus we apply the function corresponding to Equation 6.3 to our decision representation \( P(C)^n \). The Naive Bayes classifier selects the most likely classification \( c \) as following:

\[ c = \arg \max_{c_i \in C} P(\vec{a}|C = c_i)P(C = c_i) \]

Notice that, the case when a probability \( P(a_k|C = c_i) \) is equal to zero leads to zero in the final probability \( P(\vec{a}|C = c_i) \). The reason of this situation is an absence of instances of class \( c_i \) with attribute \( A_i \) having value \( a_k \). In order to avoid this situation there exist two possible approaches: (1) to use a predefined value \( \epsilon \) instead of the 0-probability, or (2) to use a Laplacian correction or Laplace estimator [25].

Apply

In order to apply a function \( f \) on a Naive Bayes classifier \( NB \), \( f \) has to be defined over a decision representation \( P(C)^n \).

As an example of such an operation let us consider a merge operation, where we apply \( \sqcup \) on two Naive Bayes classifiers \( NB_1 \) and \( NB_2 \). The merge operation \( \sqcup \) on two Naive Bayes classifiers \( NB_1 \) and \( NB_2 \) refers to the sum of probabilities with respect to each class value \( c_i \in C \) and attribute value \( a_i \in A_i \). Therefore, a new classifier \( NB = NB_1 \sqcup NB_2 \) is constructed as follows: The probability \( P_{NB}(C = c_i) \) of a new classifier \( NB \) is

\[ P_{NB}(C = c_i) = \frac{P_{NB_1}(C = c_i) + P_{NB_2}(C = c_i)}{2} \]

However, when it comes to computing a new probability \( P(A_i = a_k|C = c_i) \) there is a difference in computation based on whether attribute \( A_i \) is categorical- or continuous-valued. For a categorical attribute \( A_i \) and class
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$C = c_i$, a probability $P_{NB}(A_i = a_k|C = c_i)$ of a new classifier $NB$ is computed similar to class probability:

$$P_{NB}(A_i = a_k|C = c_i) = \frac{P_{NB_1}(A_i = a_k|C = c_i) + P_{NB_2}(A_i = a_k|C = c_i)}{2}$$

For continuous attributes we need to sum the variance $\sigma^2$ and mean $\mu$ for each class value $c_i$. Therefore, the new mean value $\mu_{NB}$ is:

$$\mu_{NB} = \mu_{NB_1} + \mu_{NB_2} = \frac{\mu_{NB_1} \times n_{1c_i} + \mu_{NB_2} \times n_{2c_i}}{n_{1c_i} + n_{2c_i}}$$

and a new variance $\sigma^2_{NB}$ is:

$$\sigma^2_{NB} = \sigma^2_{NB_1} + \sigma^2_{NB_2} = \frac{n_{1c_i}(\sigma^2_{NB_1} + (\mu_{NB_1} - \mu_{NB})^2) + n_{2c_i}(\sigma^2_{NB_2} + (\mu_{NB_2} - \mu_{NB})^2) - \sigma^2_{NB_1} - \sigma^2_{NB_2}}{n_{1c_i} + n_{2c_i} - 1}$$

where $n_{ci}$ is the number of tuples of class $c_i$, and $\mu_{NB_i}$ and $\sigma^2_{NB_i}$ are mean and variance of attribute $A_i$ corresponding to tuples with class $c_i$.

Evert

The interpretation of evert is quite simple due to the main property of Naive Bayes classifier – the independence of attributes from each other. Therefore, the order of attributes (attribute probabilities) does not influence the final probability $P(\bar{a}|C = c_i)$, and it can be changed arbitrary.

Approximate

The same approach corresponds to the approximate operation: we can exclude any attribute probability replacing it with 1 or a predefined value $\epsilon$. For instance, we need to classify vector $\bar{a} = \{a_1, a_2, a_3\}$ based on an approximated classifier where attribute $A_3$ is excluded, then:

$$P(\bar{a}|C = c_i) = P(a_1|C = c_i) \times P(a_2|C = c_i) \times \epsilon$$

Non-functional requirements

Naive Bayes classifiers use the decision relation and compute all possible probabilities for each attribute vector $\bar{a}$, over all class values $C$. As a result, a Naive Bayes classifier is just a set of probabilities that are accessed during classification for computing the most probable variant. For a discrete attribute $A_i$, the probability is stored in an array with $|C| \times |A_i|$ elements, where
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C is a set of all possible class values; for a continuous attribute, a mean and a variance are computed and stored in two arrays of size $|C|$. So the memory consumption is

$$M = |C| \times \text{size} \times (2k + 1 + (n-k) \sum_{i=1}^{(n-k)} |A_i|),$$

with $n$ being the number of all attributes and $k$ being the number of continuous attributes.

A decision using a Naive Bayes classifier takes quite some time: it requires 4 flops for each discrete attribute and 88 flops for each continuous attribute (including mathematical operations computing Gaussian) for each possible class. Thus, the decision time is estimated as

$$T(n) = (4n + 84k) \times T_{\text{flops}} + (2n + k) \times T_{\text{aa}} + c$$

where $T_{\text{flops}}$ is the time for a flop, $T_{\text{aa}}$ is the array access time, and $c$ is a constant time used for small operations.

6.3 Support Vector Machines

Support Vector Machines (SVMs) have been widely applied to pattern recognition, classification problems and non-linear regression [6, 77]. They represent a statistical learning algorithm first presented by Vapnik [13]. The basic idea of SVMs is to find an optimal linear separating hyperplane in a vector space that can maximize a margin between two groups of samples representing two different classes $c_1 = +1$ and $c_2 = -1$, $c_1, c_2 \in C$.

Support Vector Machines compute a set of support vectors $S$ corresponding to a subset of decision tuples, and a set of corresponding coefficients $A$. Each support vector $s_i \in S$ has a specific coefficient $a_i \in A$. Thus, for Support Vector Machines a general decision representation $X(C)$ corresponds to $C \times A$, since every support vector is a decision tuple $(a_i, c)$ where a set of attribute values leads to a decision $c \in C$.

In what follows we will give a short overview of the main principles of Support Vector Machines taken from [6, 25, 77, 83].

Construction

Let $l$ input decision tuples $(a_i^*, c) \in DR$ that belong to two classes $c_i \in \{-1, +1\}$, with $n$ being the number of attributes be given. They can be linearly separated if there exists a hyperplane:

$$y(a) = \bar{w}^T \bar{a} + b_0 = 0$$

(6.9)
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Class $c = -1$
Class $c = +1$

Figure 6.1: An optimal hyperplane for classification in two-dimensional space for a linearly separable case [25]

that separates two classes such that $y(\vec{a}_i) \geq 0$ for all decision tuples with $c = +1$ and $y(\vec{a}_i) < 0$ for all decision tuples where $c = -1$. $\vec{w}^T = \{w_1, w_2, \ldots, w_n\}$ is a weight normal vector perpendicular to the hyperplane, $\vec{a} = \{a_1, a_2, \ldots, a_n\}$ is a decision tuple corresponding to the input vector of attribute values graphically represented as a dot in $n$-dimensional space $\mathbb{R}^n$, and $b$ is a bias parameter.

**Linearly separable data** The input decision tuples can be linearly separable. In this case, the construction of a separating hyperplane is discussed in the following. There can exist several separating hyperplanes which classify the decision tuples explicitly. Hence, the task for the algorithm is to find the one that will give the smallest generalization error [6], i.e., the hyperplane which has a maximum margin. The maximum margin hyperplane MMH is the one that gives the greatest separation between the classes and is a perpendicular to the shortest line connecting the decision tuples from different classes, represented by points in $n$-dimensional space. The shortest distance from the hyperplane to one side of its margin should be equal to the shortest distance from the hyperplane to the other side of its margin. An example is shown in Figure 6.1, where each tuple from the decision relation is represented by a dot in two-dimensional space. The parallel hyperplanes $H_1$ and $H_2$ that lie on the borders of a separating hyperplane are shown as dashed lines and define the size of margin as:

$$H_1 : \vec{w} \cdot \vec{a} + b_0 \geq +1, \text{ for } c = +1$$
$$H_2 : \vec{w} \cdot \vec{a} + b_0 \leq -1, \text{ for } c = -1$$
Every tuple that falls below or on $H_2$ belongs to class $c = -1$, and every tuple that falls above or on $H_1$ belongs to class $c = +1$. Those tuples that fall on hyperplanes $H_1$ and $H_2$ are called support vectors $S$ and are depicted on Figure 6.1 with a circle. All decision tuples in a given decision relation will satisfy the following constraint that is a combination of the two equations above:

$$c_i(\vec{w} \cdot \vec{a}_i + b_0) \geq 1, \quad i = 1, \ldots, l \quad (6.10)$$

The objective of SVMs construction is to maximize the size of the margin between two classes that is equal to $\frac{2}{||w||}$, i.e., to maximize $||w||^{-1}$ or minimize $||w||^2$. Thus, the optimization problem can be defined as [6, 77]:

$$\arg \min_{w, b} \frac{1}{2} ||w||^2 \quad (6.11)$$

$$c_i(\vec{w} \cdot \vec{a}_i + b_0) \geq 1, \quad i = 1, \ldots, l$$

This optimization problem with constraints can be solved by Lagrangian multipliers $\alpha_i \in \mathcal{A}, \alpha_i \geq 0$, with one multiplier for each constraint in Equation 6.10. In the end, the problem of finding the maximum margin is reduced to a quadratic programming problem with dual coefficients, where the Lagrangian function has to be maximized with respect to several constraints:

$$L(\alpha) = \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j c_i c_j \vec{a}_i \cdot \vec{a}_j \rightarrow \max_{\alpha}$$

$$\alpha_i \geq 0, \quad n = 1, \ldots, l$$

$$\sum_{i=1}^{l} \alpha_i c_i = 0 \quad (6.12)$$

Solving a constrained quadratic problem (QP) usually requires $O(l^3)$, where $l$ is the number of decision tuples [40]. The description of this problem and the approach to solve it can be found in [6, 5].

Based on the Lagrangian formulation, the maximum margin hyperplane can be rewritten as a decision boundary:

$$y(\vec{a}^T) = \sum_{i=1}^{l} c_i \alpha_i \vec{a}_i \cdot \vec{a}^T + b_0 \quad (6.13)$$

where $\vec{a}^T$ is a test tuple, $\vec{a}_i \cdot \vec{a}^T$ is the dot product of two vectors, that is:

$$\vec{a} \cdot \vec{a}^T = \sum_{j=1}^{n} a_j \times a_j^T$$
with \( n \) being the number of attributes.

Obviously, any decision tuple \((\tilde{a}_i, c)\) for which \( \alpha_i = 0 \) will not influence the result of the Equation 6.13 and, hence, it plays no role in making a final decision \( y(\tilde{a}) \). The remaining decision tuples are called support vectors and correspond to points that lie on hyperplanes of maximum margin. We will refer to support vectors as \( s_i \in S \).

Knowing coefficient \( \alpha_i \in A \) for each support vector \( \tilde{s}_i \), we can identify a normal vector \( \tilde{w} \):

\[
\tilde{w} = \sum_{i=1}^{\vert S \vert} \alpha_i \tilde{s}_i \tag{6.14}
\]

Hence, the complexity of a classifier is determined by the number of support vectors \( \vert S \vert \) which are a subset of training tuples rather than the number of attributes. Therefore, the data that are computed by the construction algorithm correspond to a set of support vectors \( S \) and a set of coefficients \( A \). Since a support vector is a decision tuple, the general decision representation \( X(C) \) corresponds to a set of classes and a set of coefficients \( C \times A \).

**Linearly non-separable data** If the decision relation cannot be linearly separated by hyperplanes in the current dimension space, the algorithm uses a nonlinear mapping function \( \Phi : \mathbb{R}^n \rightarrow H \) to transform the decision tuples from the original space \( \mathbb{R}^n \) into a higher dimensional space \( H \) where the tuples can be linearly separated. The SVMs construction method argues that the decision tuples from two classes can always be linearly separated by a hyperplane with an appropriate nonlinear mapping to a higher dimension space.

Combining the transformation and the linear optimal hyperplane we can formulate the separating hyperplane of a non-linear SVMs as follows:

\[
y(\tilde{a}_i) = \tilde{w}^T \Phi(\tilde{a}_i) + b_0 = 0 \tag{6.15}
\]

where \( \Phi(\tilde{a}_i) \) is the function mapping the \( i \)-th decision tuple represented by a vector to a potentially higher dimension feature space.

The construction of SVMs in this case is very similar to the construction of a linear optimal hyperplane presented above. The only difference is that the input decision tuple \( \tilde{a}_i \) has been replaced by \( \Phi(\tilde{a}_i) \). Hence, the dot product \( \tilde{a}_i \tilde{a}_j \) is also replaced by the dot product \( \Phi(\tilde{a}_i) \Phi(\tilde{a}_j) \), e.g., in Equations 6.12 and 6.13.

Since we transfer data to a new dimension space \( H \) by introducing new dimensions, the operation of computing dot products becomes computationally expensive. However, instead of computing dot products, SVMs compute a kernel function \( K(\tilde{a}_i, \tilde{a}_j) \) that implicitly maps the data into a higher dimensional feature space.
A function \( K \) is called kernel function if it can be expressed as:

\[
K(\vec{a}_i, \vec{a}_j) = \Phi(\vec{a}_i) \Phi(\vec{a}_j)
\]

for some mapping \( \Phi : \mathbb{R}^n \rightarrow H \), where \( H \) is a space with a dot product.

The kernel function, therefore, represents a dot product in a feature space having more dimensions than the original space, where the mapping from the original space to feature space is described by vector function \( \Phi(\vec{a}) \). Due to the calculation of a kernel function, all the computations can be made in the original input space. However, evaluating and choosing a kernel function is often done experimentally. There exist different types of kernel functions that can be used in SVMs [25, 6, 28].

**Decide**

In order to decide given a test decision tuple \( \vec{a}^T \), we apply a function \( f \) corresponding to the following equation on a decision representation \( C \times \mathcal{A} \):

\[
y(\vec{a}^T) = \sum_{i=1}^{\vert S \vert} c_i \alpha_i \vec{s}_i^* \cdot \vec{a}^T + b_0
\]

and determine the class by checking the sign of the result: if the sign is positive, then \( c = +1 \), otherwise \( c = -1 \).

**Apply**

In order to apply a function \( f \) on Support Vector Machines, this function has to be defined on the set of classes \( C \) and a set of corresponding coefficients \( \mathcal{A} \).

In what follows we will discuss a merge operation as an operation derived from apply. In Support Vector Machines the merge operation can be interpreted in two different ways. The first one merges two Support Vector Machines by applying a pre-defined operation \( \sqcup \) on coefficients and classes of both sets of support vectors. Basically, this corresponds to finding the average hyperplane by applying \( \sqcup \) on two normal vectors \( w_1 \) and \( w_1 (\sqcup (w_1, w_2)) \). For this approach, a special operation \( \sqcup \) has to be defined. However, its evaluation requires additional mathematical implications, and, therefore, we leave it as a matter of future work.

The second approach is widely used in Support Vector Machine construction and is referred to as incremental learning. The main disadvantages of SVMs are their large memory requirement and computation time. Therefore, the possibility of incremental learning could be very helpful especially when the decision tuples are obtained at different intervals. There exist several approaches to incremental learning based on Support Vector Machines [71, 68, 32, 18, 78, 10].
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The approach presented in [71] for each new input set of decision tuples trains SVMs on these tuples together with support vectors from previous steps. The idea behind this approach is: the final decision of SVMs depends only on the decision tuples that represent support vectors. Thus, learning only on these tuples will give the same result as learning on the complete decision relation. Therefore, we can expect to get the same result from an incrementally learned SVMs on a set of support vectors from a previously learned classifier and a new decision relation as from a non-incrementally learned SVMs on two decision relations. Relying on the fact that the complexity for solving the QP problem required during SVMs learning is $O(l^3)$, where $l$ is the number of given decision tuples, the complexity of an incrementally learned SVMs will be $Q((l + |S|)^3)$, where $|S|$ is the number of support vectors obtained from previous learning. The complexity of relearning an SVMs on the whole batch of decision tuples is $O((l + l')^3)$, where $l'$ is the number of decision tuples from the previous step.

However, Rüping [68] argues that the assumption that a new decision relation is appropriate is wrong, i.e., the influence of previous support vectors on the decision function in the next learning step may be very small if the new decision tuples are distributed differently, so the final hyperplane does not differ significantly from the hyperplane obtained from the new decision relation. He claims that a new SVM result largely ignores the old support vectors and almost always corresponds to the decision function that would have been learned on the second decision relation alone. Based on these assumptions he proposes an approach of adding the additional weight coefficients for a set of old support vectors so some of them are guaranteed to be a part of new final support vectors.

Zhang et al. [32] propose a division-incremental algorithm that considers the possible impact of new decision tuples to previous learning results. Decision tuples are separated into smaller sets, and the final set of support vectors is obtained in a cross-computation way. The algorithm considers not only obtained support vectors but also the tuples between the margins that are usually classified incorrectly in each step of the incremental algorithm. The computation of the proposed approach is focused on constructing hyperplanes with several sets of support vectors. The aim of this approach is to combine potential decision tuples as the support vectors with regard to their influences to parts of the decision relation.

Additionally, there can be a case when the decision relations on which different SVM classifiers were learned are not available. The only data that is disposed is the batch of support vectors obtained from two classifiers. The solution for this case is based on the heuristic that we can merge SVMs relying solely on these sets of support vectors. Hence, the complexity for such relearning is $O((|S_1| + |S_2|)^3)$, where $|S_1|$ and $|S_2|$ are the number of support vectors.
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vectors obtained from two SVMs, respectively. However, for this case we cannot guarantee that the set of support vectors obtained from two classifiers will correspond to the actual support vectors obtained from the learning on two decision relations. The theoretical problem behind this is similar to the one discussed by Rüping, i.e., the support vectors are a sufficient description of the decision boundary between the decision tuples, but not the tuples themselves. Therefore, this method can propagate the errors in the classification as presented in Figure 6.2. The dashed lines represent the margin of the separating hyperplane from $SVM_1$ with support vectors $x_1, x_2$, the dashed with dots represent the margin of separating hyperplane from $SVM_2$ with support vectors $y_1, y_2$. The solid lines, in turn, represent a new hyperplane as a result of learning new $SVM = SVM_1 \sqcup SVM_2$ basing on support vectors $\vec{x}_1, \vec{x}_2, \vec{y}_1, \vec{y}_2 \in S$. As shown, the tuples corresponding to vectors $\vec{a}, \vec{b}$ will be classified wrongly based on the new hyperplane: $\vec{a}$ ends up on hyperplane with $y(\vec{a}) = 0$, and $\vec{b}$ will be assigned the wrong class. However, the purpose of the heuristics for decreasing learning time is to find a good enough solution to merge SVMs and, thus, the error in this case can be accepted.

Approximate

The approximate operation for SVMs can be interpreted as reducing the number of dimensions in the separating hyperplane, that is, projecting a hyperplane to a less dimensional space by equating this dimension to zero. However, approximating a valuable attribute can lead to a new set of support vectors. An attribute is valuable if it influences the position of the support vectors the most. Therefore, in order to correctly reduce the number of dimensions, a less valuable attribute has to be chosen for approximation, or the SVM classifier has to be re-learned on the previous set of decision tu-
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ples lacking one attribute. For instance, for the hyperplane represented in Figure 6.2 with dot-dashed lines, a valuable dimension is $x$, while a good attribute for approximation is $y$, since projecting of support vectors and decision tuples captured in classifying decision relation $DR$ on dimension $x$ will unlikely change the set of computed support vectors.

Evert

The $evert$ operation is not essential for this type of decision function since the solution to Equation 6.13 does not depend on the sequence of attributes in each vector and, hence, they can be reordered arbitrarily.

Non-functional properties

In order to assess non-functional properties we refer to LIBSVM [11], a library for concrete implementations of Support Vector Machines. It is as a black box with a radial basis function for the kernel function and follows the normalization and parameter finding suggestions detailed in [29].

SVMs can be trained to be very accurate classifiers. However, as it was discussed above the training time for SVMs can be very long, especially on large sets of decision tuples, since it takes $O(l^3)$ computations, where $l$ is the number of decision tuples. The encoded SVM classifier in the LIBSVM library has a quite high memory consumption for capturing the support vectors, approximated with

$$M = 12s + 24|C| + 4|C|^2 + 100$$

double precision values, where $s$ is the number of support vectors and $C$ is a set of class values.

More importantly, deciding requires an evaluation of the kernel function that takes for the selected kernel approximately $20 + (n + |C|)$ flops for each support vector and a number of additional flops for finding the actual variant, where $n$ is the number of attributes. The number $s$ of support vectors is usually proportional to the number of decision tuples $l$, so we can approximate

$$T(l, n) \approx T(s, n) \approx (20 + n + 2|C| - 1) \times s \times T_flops + s \times (2|C| - 1) \times T_{arm} + c$$
6.4 Conclusions

The Decision Algebra presented in Chapter 3 describes a special class of distribution-based decision models. The set of operations defined in the algebra is, basically, oriented to the type of decision functions represented by these decision models. The best-known instances of such decision models are: Decision Trees, Decision Graphs and Dispatch Tables. However, there exist other types of decision models such as Naive Bayes classifier and Support Vector Machines that do not have similar decision models to those presented before, and, therefore, the operation signatures outlined in the Decision Algebra can no longer define operations over the decision functions corresponding to these decision models.

In this chapter we have generalized our Decision Algebra to an Abstracted Decision Algebra. We have redefined the notion of decision functions along with a set of operation signatures. The Abstracted Decision Algebra is able to define not only the same type of decision models, but decision models that have different representations. Due to such a generalization, the Decision Algebra previously defined for distribution-based decision functions becomes a quotient algebra over the Abstracted Decision Algebra. Thus, by defining a decision representation $X(C)$ different types of decision models can be formalized to a Decision Algebra based on a concrete decision model representation. For instance, decision models representing Naive Bayes classifier and Support Vector Machines are formalized to instances of the Abstracted Decision Algebra as a probability-based Decision Algebra, where the construction is based on the computing of probabilities over attribute values, and a maximum margin-based Decision Algebra, where the construction process computes a separating hyperplane with a maximum margin between decision tuples representing different classification classes, respectively. These two decision models were explained in a very detailed way compared to the other approaches presented before. This is done in order to explain these decision models for those who are not experts in the fields of Data Mining and Machine Learning.

Based on the theoretical estimations of non-functional properties of decision models presented in this and in the previous chapter, we still cannot decide which decision model to prefer. It depends on the bias between acceptable decision time, memory overhead and decision accuracy. Thus, it depends on the concrete problem, i.e., the number of context attributes, decision tuples, etc. However, once the number of attributes and the decision tuples are known, the above estimations can be used to (pre-)select a preferred decision model ignoring the accuracy parameter, which can be determined only in experiments. In the next chapter we will present two series of experiments where these decision models will be evaluated in the classification and the context-aware composition domain.
Chapter 7

Decision Algebra: Implementation and Validation

In Chapters 5 and 6, we presented several existing decision models that can serve as variants of Decision Algebras instances: Decision Trees, Decision Graphs, Dispatch Tables, Naive Bayes classifier, and Support Vector Machines, along with their implementation details.

This chapter presents the results obtained from two experiment series performed with respect to our second research goal. The first experiment in Section 7.1 compares two decision models (research goal 2.1) corresponding to distributed-based decision functions constructed using the same decision relation but having different implementations: Decision Graphs are compared with Decision Trees. The comparison is based on the evaluation of a set of metrics: memory consumption, computational costs, and accuracy. The experiment, therefore, consists of two parts: the first part compares the memory consumption and time used for learning and deciding based on Decision Graphs and Decision Trees; the second part evaluates the accuracy of k-approximated Decision Graphs and post-pruned Decision Trees and compares the time required for both approximation approaches.

The second experiment is discussed in Section 7.2. We use context-aware composition, presented in Section 2.4, as an appropriate application domain which can benefit from decision model scalability. In the learning phase of the application, variants are tested in different actual contexts, and the champion variant of each context is captured in a Dispatch Table. The scalability of context-aware composition generally depends on the scalability of memory and speed of the plugged-in decision model. However, as discussed before in Section 2.4, Dispatch Tables are not very scalable. Hence, this makes context-aware composition a good candidate to validate decision models in a concrete domain with concrete requirements. As alternatives to Dispatch Tables we take Decision Trees, Decision Graphs, Naive Bayes classifier, and Support Vector Machines decision models. This experiment is based on a sorting problem. Sorting is an extreme problem for the context-aware composition domain in the sense that the ratio of dynamic decisions and payload operations is rather high. However, the insight on this extreme case can de-
7.1 Decision Graphs vs. Decision Trees

In this section, we present two sub-experiments where we compare a graph-based representation of decision functions - Decision Graphs - with a well-known tree-based representation - Decision Trees. In both cases the decision functions are generated by the C4.5 learning algorithm from the same decision relation, which in this section is referred to as dataset.

**Experimental Setup**

Our experiments are performed on 16 different benchmark datasets from the UCI Machine Learning Repository [20]. While selecting these specific datasets, we were only interested in a classification problem and, therefore, selected the 14 largest with both categorical and continuous attributes. We also added two large datasets with only continuous attributes to show the benefits of our approach even in these cases.

The used datasets are presented in Table 7.1 in ascending order of the number of training instances. In addition to the dataset names, the table also reports on the number of training and test instances, the number of nodes/depths of the generated Decision Trees. The final column (Attributes) describes what type of attributes each dataset uses. We will present our experimental results for these datasets in the same order as in this table.

**Implementation Details**

We used the Decision Trees generated by the FC4.5 learning algorithm [60, 67] as a baseline to which we compare our graph-based implementation. FC4.5 is a fast implementation of the C4.5 learning algorithm outlined in Section 4.2. We adopted the FC4.5 algorithm to directly learn both Decision Trees and Decision Graphs. As a result, both representations have exactly the same classification accuracy when no additional pruning is applied\(^1\). In order to make a fair comparison between the two representations, we had to make a few minor adjustments, though:

(1) Each internal node of the Decision Tree constructed by FC4.5 keeps a training weight, a distribution, and a possible classification, information that is later used for decision making. In our Decision Graph

---

\(^1\)This is confirmed experimentally as well.
### Table 7.1: Dataset Characteristics

<table>
<thead>
<tr>
<th>ID</th>
<th>Dataset</th>
<th>Training ins.</th>
<th>Test ins.</th>
<th>Tree Size</th>
<th>Depth</th>
<th>Attributes</th>
<th>Type</th>
<th>Categorical</th>
<th>Cont.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ionosphere</td>
<td>309</td>
<td>42</td>
<td>21</td>
<td>7</td>
<td>34-categorical</td>
<td>census-income</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>cancer-wisconsin</td>
<td>500</td>
<td>199</td>
<td>125</td>
<td>4</td>
<td>1-cont., 9-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>australian</td>
<td>552</td>
<td>138</td>
<td>143</td>
<td>9</td>
<td>6-cont., 8-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>crx</td>
<td>600</td>
<td>119</td>
<td>174</td>
<td>9</td>
<td>6-cont., 9-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>diabetes</td>
<td>688</td>
<td>100</td>
<td>27</td>
<td>7</td>
<td>8-cont.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>annel</td>
<td>798</td>
<td>133</td>
<td>19</td>
<td>11</td>
<td>7-cont., 13-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>german</td>
<td>636</td>
<td>36</td>
<td>252</td>
<td>18</td>
<td>7-cont., 32-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>annel</td>
<td>008</td>
<td>000</td>
<td>000</td>
<td>1</td>
<td>7-cont., 13-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>ad</td>
<td>420</td>
<td>000</td>
<td>000</td>
<td>1</td>
<td>7-cont., 13-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>waveform</td>
<td>2527</td>
<td>2527</td>
<td>2527</td>
<td>8</td>
<td>6-cont., 1556-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>nursery</td>
<td>905</td>
<td>1294</td>
<td>11664</td>
<td>7</td>
<td>8-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>chess</td>
<td>10000</td>
<td>0000</td>
<td>0000</td>
<td>10</td>
<td>6-cont., 1556-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>ad</td>
<td>420</td>
<td>000</td>
<td>000</td>
<td>1</td>
<td>7-cont., 13-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>german</td>
<td>420</td>
<td>000</td>
<td>000</td>
<td>1</td>
<td>7-cont., 13-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>ad</td>
<td>420</td>
<td>000</td>
<td>000</td>
<td>1</td>
<td>7-cont., 13-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>census-income</td>
<td>420</td>
<td>000</td>
<td>000</td>
<td>1</td>
<td>7-cont., 13-categorical</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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implementation, the internal nodes do not contain any such information. They just contain information about the attribute they represent. It is only the leaves that keep a classification distribution \( d(C) \). Both representations use the same type of distributions, the frequency-based distribution presented in Section 3.2. Additionally, we take into account unknown attribute values by using counts less than one in the distributions [67]. Moreover, in cases when there are no instances distributed to a leaf, we use a bottom distribution where all classes have a frequency equal to the classification probability \( 1/|C| \). Due to these simplifications, the repository is able to identify (and reuse) equivalent sub-graphs without losing any information.

(2) As a consequence of (1), the decide operation used for both Decision Graphs and Decision Trees is a simplified version of decide as implemented in the FC4.5 algorithm. For example, when a test attribute value is missing, the test data is passed to all the children of the current node without taking into account the partitioned weight of the children. Because of this simplification, we expected to lose classification accuracy when comparing the results with the pure, unmodified FC4.5 implementation. However, the accuracy remained the same in all experiments. This observation justifies the simplifications presented in (1) where we neglect additional information kept in the internal nodes.

(3) A continuous attribute \( A_i \) can be partitioned into different intervals in different branches of the tree. In these cases, we consider each new partitioning as a new categorical attribute and also coming with a new selection operator. As we will see when we discuss our experimental results, this drastically reduces the chance for the repository to identify redundancy due to equivalent sub-graphs in datasets where many continuous attributes are used.

These implementation details will be of importance when we later on discuss our experimental results.

Memory Consumption

In this sub-section, we present the result of the first sub-experiment. Our Decision Graph implementation recognizes identical subtrees and makes sure that we only keep one such instance. Thus, we expect the Decision Graphs to contain fewer nodes than the corresponding decision trees.

Figure 7.1 displays two bars for each dataset for comparing the number of nodes in the Decision Graphs (right) with the number of nodes in the Decision Trees (left, always scaled to 100%). For example, Bars 1 (ionosphere) show that the Decision Graph has the same size as a corresponding Decision
Figure 7.1: The percentage of reduced internal nodes and leaves compared to the total tree size (100%)

Figure 7.2: Times of learning and deciding based on a Decision Graph as % of Decision Tree (100%)
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Tree, whereas Bars 2 (cancer-wisconsin) show that the Decision Graph contains only 36% of the nodes of the corresponding Decision Tree, indicating a 64% node reduction. The overall result, an average node reduction of 44%, indicates that much memory can be saved by using Decision Graphs as representation.

Each bar in the chart is also divided into two parts, separating internal nodes from leaves. When comparing the number of internal nodes in the trees with the corresponding graphs, we see that, in most cases, the numbers are almost the same, indicating that a majority (98%) of the reduced nodes are leaves. This has two reasons:

- A large part of the removed leaf nodes are **bottom leaves** representing attribute value combinations not covered by any instances in the dataset. Although associated with different weights, a majority of these leaves could be removed. The remaining part of the removed leaves are due to non-empty, but identical, distributions.

- The internal node reduction is quite small (4%). The major reason is that we treat different interval partitions of continuous attributes as entirely different attributes. Hence, the possibility of identifying identical subtrees in these cases is very low. This explanation is supported by the observation that in datasets where we are using mainly categorical attributes (2,11,12,14), we have a larger reduction of internal nodes. For example, case 11 (nursery) has a reduction of 37%.

Additionally, we have measured the time for construction the Decision Trees (DT) and Decision Graphs (DG) and also the time used for classifying (decide) a fixed number of instances for each dataset. The time was measured in milliseconds, but we have used a relative measure \(\frac{DG.\text{Time}}{DT.\text{Time}}\) in order to simplify the comparison. The results presented in Figure 7.2 show that the Decision Graph implementation is faster in almost all cases. The only exception is the graph construction in case 13. The average construction and classification time for Decision Graphs is about 19 and 20% less than for Decision Trees, respectively. The reduced classification time for Decision Graphs is at first glance a bit surprising, given that the number of selections in both cases are the same. However, this is likely due to a reduced strain on disk caches and the hierarchy of memory caches due to the reduced memory usage in the smaller graphs.

**Approximation**

In a second sub-experiment, we compare the accuracy of \(k\)-approximated Decision Graphs with post-pruned Decision Trees. We also compare the time required for learning followed by pruning of Decision Trees with the time required to learn directly to \(k\)-approximated Decision Graphs.
The post-pruning in the FC4.5 implementation uses a so-called reduced error pruning strategy [63], a modification of the post-pruning algorithm presented in Section 4.4, where internal nodes of a fully grown tree are removed one at a time as long as the error is decreasing.

Our $k$-approximation$^2$ is, in contrast, a very simple process, where we merge the leaves of all subtrees below a certain depth $k$, cf. Section 4.3. Notice that, although the pruning takes place during the learning process, it is some kind of post-pruning since we merge the leaves of fully grown branches, unlike pre-pruning which can suffer from premature termination of a tree-growing process.

In our experiments, we used the depths of the pruned Decision Trees to decide on the $k$ used in the $k$-approximations. Figure 7.3 shows the results of the accuracy comparison.

For each dataset (1–16) we have four bars. The first three show: 1) the accuracy (%) of the Decision Tree before pruning (denoted DT), 2) the accuracy of the pruned Decision Tree (denoted PDT), and 3) the accuracy of the $k$-approximated Decision Graph (denoted KDG). On top of each PDT bar, we show the depth $k$ of the pruned Decision Tree; this is also the depth of the corresponding KDG. Finally, the fourth bar shows the results of an improved $k$-approximation referred to as KDG2: the depth $k$ is decremented step-by-step as long as the error decreases further. The fourth bar shows the KDG2 accuracy along with the finally reached depth as the number on top of that bar.

First, the results for the two approaches (PDT and KDG) are quite similar. On average, the pruned Decision Trees outperform the $k$-approximated graphs by only 0.04%. This is a bit surprising given the difference in complexity of the two approaches.

Second, in a number of datasets (1,10,11,12) the depths of the pruned trees remain unchanged. Consequently, no $k$-approximation is applied and the results for DT and KDG are the same. At least for dataset 10 (waveform), the second approximation strategy leads to improvements: it reduces the size of the Decision Graph considerably and reaches the accuracy of the pruned Decision Tree, cf. PDT vs. KDG2.

Finally, there are cases where KDG and KDG2 are more accurate than PDT (3, 12, 14). For example, dataset 14 (connect-4) indicates that the accuracy of the Decision Tree before pruning was 92%, after pruning 88%, the $k$-approximated accuracy 92% with $k=19$, and the $k$-approximated accuracy 91% with $k = 16$. There are also other cases where pruning is not improving accuracy at all and cases where PDT is more accurate than KDG and KDG2.

Regarding the learning and pruning/approximation times, the results are,

---

$^2$Notice that, it is slightly different approach to $k$-approximation from the one presented in Section 3.4 where $k$ is attribute index.
Figure 7.3: The accuracy gained by pruning Decision Trees and using k-approximated Decision Graphs
again, non-ambiguous. In the time measurements, we have used the same relative metric as in Section 7.1. Figure 7.4 shows that the learning of \( k \)-approximated Decision Graphs clearly outperforms the joint procedure of learning and pruning the Decision Trees by up to 50%. On average, the \( k \)-approximated approach requires about 21% less time than the tree pruning approach.

### 7.2 Decision Models in Context-Aware Composition

The theoretical assessment of memory consumption and decision time for decision models was presented in Chapters 5 and 6. Thus, at first we practically assess memory and decision overhead in a number of experiments. Moreover, we compare the accuracy of different learning technologies with Dispatch Tables as the baseline. Finally, we show the speedups of context-aware composition using different decision function implementations. Decision Graphs and Dispatch Tables provide the lowest overheads compared to other decision models. Thus, we assess the overall performance of context-aware composition using Decision Graphs vs. Dispatch Tables.

**Experimental Setup**

*Algorithm Variants:* We implemented the well-known sorting algorithms Selection sort, Quicksort, and Merge sort along with two parallel versions of Quicksort and Merge sort, which spawn a new thread for one of the sub-
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problems in each divide step. We used textbook implementations [12] and did not optimize the variants. In particular, we greedily create new threads regardless of the number of available cores. All algorithms are implemented in Java/JDK 1.6.

Platforms: All practical experiments are executed on three different multicore machines:

M1 a 2 core Dell Latitude PC running Windox XP (2002, SP 3) on an Intel Dual Core T2300 at 1.66GHz and 2GB RAM,

M2 an 8 core IBM Blade Server running Linux (CentOS) on an Intel 8 Core 5450 at 3GHz and 16GB RAM, and

M3 a 2 core MacBook Pro running Mac OS X (10.6.5) on an Intel Core i5 at 2.4 Ghz and 8GB RAM.

All tests run on the respective native JVMs with -Xms128m -Xmx1g as the virtual machine parameters.

Memory Overhead

To compare different classification approaches, we constructed three Dispatch (decision) Tables for our sorting problem for different multi-core machines M1, M2, M3. The dispatch technique attempts to speed up sorting by selecting the best algorithm (class) $Y$ for the current context (problem size $N$, processor availability $P$), where $N$ is a continuous integer sampled at powers of two between $2^0 \ldots 2^{16}$, $P$ is boolean with 0 and 1 as possible values (encoding whether or not processors are available). $Y$ is a discrete integer in the range $1 \ldots 5$, each representing one of the algorithm variants. The memory needed for storing $34 (2 \times 17)$ entries is rather small, i.e., $M = 4 \times 34 = 136$ Bytes, cf. Table 7.2 for the size of the Dispatch Table and the alternative classifiers constructed.

To encode a Dispatch Table in a Decision Tree or a Decision Graph, we used the FC4.5 learning algorithm. Decision Trees have a moderate learning effort. The memory compression rate is quite high: $\approx 82\%$ for tables M1, M2 (the number of edges equals 6, requiring 24 Bytes) and $\approx 71\%$ for M3 (edges = 10, 40 Bytes).

The Decision Graphs are a redundancy-free encoding of the Decision Trees and, hence, the depth does not change. However, Dispatch Table compression does not improve compared to Decision Trees (the number of edges is the same). In our example, the graphs use up to 27% fewer nodes than the tree.

The Naive Bayes classifier was the fastest to construct and the encoded Dispatch Tables take only 80 Bytes giving a 41% of reduction immediately
### Table 7.3: Decision overhead of different classification models.

<table>
<thead>
<tr>
<th></th>
<th>Bayes</th>
<th>SVM</th>
<th>Graph</th>
<th>Tree</th>
<th>Table</th>
<th>Array access</th>
<th>FLOPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>23</td>
<td>644</td>
<td>0</td>
<td>0</td>
<td>544</td>
<td>1</td>
<td>23</td>
</tr>
</tbody>
</table>

### Table 7.2: Memory overhead of different classification models.

<table>
<thead>
<tr>
<th></th>
<th>Bayes</th>
<th>SVM</th>
<th>Graph</th>
<th>Tree</th>
<th>Table</th>
<th>Classifier size</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>80</td>
<td>24</td>
<td>0</td>
<td>24</td>
<td>0</td>
<td>136</td>
</tr>
</tbody>
</table>
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without any additional optimizations, since the size of the classifier only depends on the context attributes, not their values.

In order to construct an accurate prediction model based on Support Vector Machines, a learning phase requires an optimization of kernel function parameters specific to each problem domain and input sample data. Although done automatically, finding parameters giving an acceptable decision accuracy requires a cross-validation pre-learning over the large range of parameter values. In our example, (pre-)learning time was still acceptable in range of a few seconds. The memory required to encode the SVM classifier is 544 Bytes (based on the LIBSVM library implementation). This is the highest memory overhead and even 75% larger than Dispatch Table memory consumption.

**Decision Accuracy**

In this section, we compare the accuracy of the different decision approaches. As we do not know the right decision for each actual context (processors available and problem size), but only for the sample points measured in the training phase, we can assess accuracy only approximatively: (1) by comparing the decisions of the different approaches at these sample points, and (2) by comparing their decisions with the decisions of the table approach as the baseline. We define a decision error as (1) the ratio of decisions not suggesting the best algorithm variant in the sample points over all decisions, and (2) the ratio of decisions diverging from the suggestion of the decision table over all decisions. The Dispatch Table captures the best implementation for the sample points. Hence, its error is 0 in the measure (1). However, we do not know if the Dispatch Table suggests the best variant between sampled problem sizes. Hence, (2) is an accuracy measure relative to the baseline implementation of Context-Aware Composition using Dispatch Tables.

For the different platforms, Table 7.5 shows the error (1) at the sample points and the error (2) for selected sizes of arrays to sort. All ratios are given in %.

Dispatch Tables (trivially), Decision Trees, Decision Graphs, and Support Vector Machines (cf. rows “Sample points”) are to 100% accurate according to measure (1) and, generally, all decision approaches perform very accurate at the sample points with an error of at most 15%.

The error is somewhat higher for the accuracy measure (2). Independent of the problem size, Decision Trees and Graphs suggest in 21% to 25% of the cases different algorithm variants than the Dispatch Table (cf. columns “Tree” and “Graph”). For the Bayesian classifier and the classifier based on Support Vector Machines, the error (2) increases with the problem size. However, it is in most cases smaller than for Decision Trees and Graphs. Note that the error of 100% for the Bayesian classifier for the very large problems is due
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<table>
<thead>
<tr>
<th>Platform</th>
<th>Problem</th>
<th>Tree in %</th>
<th>Graph in %</th>
<th>Bayes in %</th>
<th>SVM in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC 2 cores</td>
<td>Sample points</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10,000</td>
<td>21</td>
<td>21</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>21</td>
<td>21</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1,000,000</td>
<td>21</td>
<td>21</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>Server 8 cores</td>
<td>Sample points</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10,000</td>
<td>25</td>
<td>25</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>25</td>
<td>25</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1,000,000</td>
<td>25</td>
<td>5</td>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td>MAC 2 cores</td>
<td>Sample points</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10,000</td>
<td>21</td>
<td>21</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>21</td>
<td>21</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>1,000,000</td>
<td>21</td>
<td>21</td>
<td>100</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 7.4: Errors of different decision approaches.

to its first (wrong) decision in favor of Selection sort. As Selection sort does not contain any recursive calls, there are no other decision points, and this wrong decision is the only one.

As a conclusion, none of the approaches ought to be dropped from further evaluations since their accuracy is comparable with the accuracy of decision tables.

Decision Overhead

In this sub-section, we compare the overhead of the different approaches for decision making. We compare them first based on our theoretical assumptions and then experimentally.

For the 2-dimensional Dispatch Table based on one continuous and one discrete attribute, the prediction time includes 23 floating point operations and one array access, that is $T_{flops} \times 23 + T_{aa}$. It is worth mentioning that in our cost model a look-up for any 2-dimensional Dispatch Table is constant and does not depend its number of entries, which is a simplification ignoring caching effects. Table 7.3 shows the floating point operations and the number of array accesses for the classifiers.

The decision time required by Decision Trees and Graphs depends on the trees and diagrams depth, resp. For each of the three Decision Trees (graphs) constructed, the decision requires at most three indirect array accesses, since the maximum depth is three for all trees (the average depth is 2.5). Thus, the expected overhead can be estimated as $T_{aa} \times 2.5$.

As discussed, a Naive Bayes classifier is quite effective in terms of memory
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consumption, but on the downside, it has quite a high runtime overhead for making decisions. In our setting, it requires 46 floating point operations and 5 array accesses, \( T_{flops} \times 46 + T_{aa} \times 5 \). This is a factor of two when it comes to flops and a factor of five when it comes to array accesses, compared to Dispatch Tables, which makes it a slow classifier for our problem.

A decision in SVM requires 21 flops that correspond to a kernel function computation calculated for each of the \( l = 28 \) support vectors and then additional 56 flops for classification. Altogether, the decision phase takes 644 flops and the whole decision time is \( T_{flops} \times 644 + T_{aa} \times 140 \). This is the highest look-up overhead among all classification models.

Experiments confirm these overhead predictions. For these experiments, we use the fastest homogeneous solution – Quicksort – as the baseline. The third column of Table 7.5 shows the time for Quicksort for the different platforms and three selected array sizes to sort.

On each recursive invocation of Quicksort (with a certain number of processors still available and a certain sub-problem size), we look up the best algorithm variant in the different decision repositories. However, in order to compare the decision overhead in a fair way, we always invoke Quicksort regardless of the best algorithm variant suggested. Hence, all compared solutions essentially implement Quicksort.

Table 7.5 shows the execution times of the Context-Aware Composition based on the different decision functions relative to the execution time of Quicksort on the same platform and architecture. For instance, the Dispatch Table (cf. column "Table") introduces an overhead of 43% on the PC with 2 cores and the problem size of 10,000 array elements, as it requires \( 1.43 \times 3.62\text{msec} = 5.18\text{msec} \) of the corresponding Quicksort execution times without table lookup (3.62msec).

There are \( O(N^2) \) expected lookups for problems of size \( N \) in Quicksort; the expected work of Quicksort is \( O(N \log N) \). The lookup time is \( O(1) \); it only depends on the number of algorithm variants, the number of context attributes, and the decision repository variant, but it does not grow with the problem size. Hence, for all decision repository variants, the overhead gets smaller with increasing problem size. This is confirmed by our measurements. The Decision Graph (column "Graph") introduces the lowest overhead in almost all cases, with the Decision Tree (column "Tree") not far behind. These overheads are between 6% and 36% depending on problem size and platform. The Dispatch Table comes with an overhead between 15% and 55%. Algorithm variant selection using Naive Bayes classifiers and Support Vector Machines (columns "Bayes" and "SVM", respectively) slows down the execution by factors between 2.4 and almost 42.

Quicksort (and other recursive sorting algorithms) are extreme in the sense that the ratio between decision points (recursive calls) and workload is rather high. Therefore, we observed a rather high overhead for context-
Table 7.5: Time overhead (in %) of different decision approaches.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Problem size</th>
<th>SVM</th>
<th>Bayes</th>
<th>Quicksort</th>
<th>Problem size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>% in</td>
<td>% in</td>
<td>% in</td>
<td>% in</td>
</tr>
<tr>
<td>PC 2 cores</td>
<td>10,000</td>
<td>1.87</td>
<td>37</td>
<td>36</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>22.93</td>
<td>55</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>1,000,000</td>
<td>552.51</td>
<td>24</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Server 8 cores</td>
<td>10,000</td>
<td>1.87</td>
<td>52</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>22.93</td>
<td>55</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>1,000,000</td>
<td>552.51</td>
<td>24</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>MAC 2 cores</td>
<td>10,000</td>
<td>1.87</td>
<td>52</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>22.93</td>
<td>55</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>1,000,000</td>
<td>552.51</td>
<td>24</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>
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Figure 7.5: Homogeneous Quicksort and Context-Aware Sorting using Decision Graphs (“Opt Graph”) and Dispatch Tables (“Opt Table”). The x-axis displays the array size, the y-axis the time in msec.
aware composition compared to the homogeneous Quicksort variant. In conclusion, Dispatch Tables, Trees, and Graphs introduce an overhead that is still acceptable as it can be expected that a clever algorithm variant selection compensates for the overhead. At least for recursive sorting problems, this is not the case for Naive Bayes classifier and Support Vector Machines.

As conclusion, we disregard Naive Bayes classifier and Support Vector Machines as decision repositories for improving sorting using context-aware composition due to their (too) high decision overhead.

As Decision Trees and Graphs by construction always suggest the same variant, and Decision Graphs are smaller in size and have a slightly smaller overhead, we disregard Decision Trees in the final overall assessment.

Overall Performance

Now we are ready to assess the overall performance of context-aware composition using Decision Graphs vs. Dispatch Tables. Figure 7.5 shows the experimental results on the different platforms. As a reference, it also shows how the fastest homogeneous implementation variant (sequential Quicksort) performs on the three platforms.

On the PC with two cores M1, the optimized version using Decision Graphs gains a speed-up of 1.47 over sequential Quicksort, on average over all array sizes from 10,000 – 1,000,000 (step 10,000), while the optimized version using Dispatch Tables gains a speed-up of 1.46. On the server with 8 cores M2, the difference between the two implementations is even more pronounced: an average speed-up of 1.92 for the graph-based solution vs. 1.79 for the table-based solution. On the MAC with 2 cores M3, the speed-up results are 1.39 vs. 1.37, again in favor of the graph-based solution.

Obviously, the decisions of the Dispatch Table are (slightly) more accurate, but this is more than compensated by the lower runtime overhead of the Decision Graphs. Altogether, the experiments showed that the Decision Graph is not only smaller by a factor of five than the Dispatch Table, but also (slightly) faster when used as a decision repository in Context-Aware Composition.

7.3 Summary

In the first part of this chapter we compared Decision Graphs and Decision Trees as alternative decision models. On the practical side, our experiments showed benefits of Decision Graphs compared to Decision Trees regarding memory resource and time utilization as detailed below.

First, the experiments show that, without losing accuracy, Decision Graphs reduce the memory consumption of Decision Trees by 44% (on average over a
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number of standard datasets). The reduction is mostly caused by the elimination of redundant leaves, but replicated and redundant decision (sub-)trees also contribute to the memory reduction. Redundancy (and with it the potential saving of our redundancy elimination) increases as Decision Graphs avoid keeping additional information in internal nodes. Such internal information can be different for different (otherwise identical) subtrees. The absence of such information does not influence the classification accuracy, as proved by our experiments. Also worth mentioning is that the reduction appears to grow with the number of categorical attributes and with the size of (number of instances in) the dataset.

Second, simple k-approximated Decision Graphs and pruned Decision Trees have almost equivalent accuracy. As opposed to, e.g., error-based post-pruning, the k-approximated Decision Graphs do not apply any complex statistical calculations in the leaves and simply merge classes in a fully grown tree branch. This means that using approximated Decision Graphs allows avoiding additional costly post-pruning.

Third, the time for Decision Graphs construction shows a decrease by 19% compared to the time for Decision Tree construction. Furthermore, the time measured for classification using Decision Graphs was 20% less than in the corresponding Decision Trees. This is, likely, the result of less strain on caches due to the memory reduction in Decision Graphs. The time for learning followed by pruning the Decision Tree compared to learning directly to the k-approximated Decision Graphs decreased by around 21%. This result supports our statement about avoiding post-pruning operations mentioned above. Finally, the second part of this chapter contributes with:

- A platform for plugging classifiers into Context-Aware Composition. It was instantiated with 5 classifier variants: Dispatch Tables (baseline), Decision Trees, Decision Graphs, Naive Bayes classifier and SVMs.
- A practical assessment on three different hardware platforms using sorting as a running context-aware composition example.

Decision Graphs introduced the lowest overhead in almost all cases for our sorting problem (different problem sizes and hardware platforms). These overheads are between 6% and 36% depending on problem size and platform. On the other hand, SVM and Naive Bayes classifier slow down the execution by factors between 2.4 and almost 42 due to the high decision overhead. For the sorting problem in context-aware composition, Decision Graphs reduced the memory consumption by a factor of five and increased overall performance by a few percent. Therefore, this experiment also suggests Decision Graphs to be a preferred implementation of decision functions.
Chapter 8

Conclusions

In this chapter, we summarize the findings from this thesis and relate them to the goals and the goal criteria presented in Chapter 1.

This thesis explores the common theory behind capturing and manipulating decision information that can be used to deduce a relationship between a context and a decision. This type of information is usually represented by decision models using different learning strategies, having different memory requirements, and employing different operations. Chapter 2 introduces the set of basic notions that characterize decision information used in different application domains. Decision information is denoted as a decision relation which, in turn, consists of a set of decision tuples. We denote a decision function as a complete and non-contradictive decision relation and a decision model as a representation of a decision function.

Moreover, we present a number of application domains, such as classification, points-to analysis, and context-aware composition, as examples of the domains in Computer Science fields that process different types of decision relations. Every domain is presented with the type of the decision model used, the type of the operations enrolled for manipulating decision relations, and non-functional requirements. For instance, points-to analysis manipulates reference information where the representation of this information is required to be precise. This requirement is fulfilled by employing the $\chi$-terms decision model. On the other hand, the classification domain can be less strict in terms of precision of the used decision model. Thus, it requires decision interpolation, which is achieved by using a special learning algorithm that constructs an appropriate decision model, e.g., Decision Trees. The type of the used decision model in the context-aware composition domain depends on application requirements, but, nevertheless, precision of a model is usually a substantial parameter. Therefore, Dispatch Table is a most often used decision model in the context-aware composition domain.

Even though all presented domains operate on decision relations, they use different decision models implemented by different data structures due to differences in non-functional requirements. However, because of the variety of solutions and modifications of decision models, the variety of application domains manipulating decision relations (each coming with dif-
ferent notations and tailored implementations), we consider it worthwhile to introduce a general decision function algebra corresponding to any type of decision relation which can be implemented by different decision models along with a set of defined operations. This leads to a definition of a theoretical framework that we denote as the Decision Algebra.

In Chapter 3 we present the Decision Algebra that is based on higher order decision functions based on distributions. We formally define the notion of a decision function along with a set of properties. Construction of decision functions usually employs a learning algorithm that interpolates a given decision relation. Another approach to construct decision functions corresponds to a simple capturing of decision relations using a specific decision model.

We separate the Decision Algebra operations over decision functions into core and non-core operations. The core operations are apply and evert, and non-core operations are those that can be derived from them. The apply operation is an operation over decision functions that applies a general function to the terms of decision functions. Evert changes the order of decision terms in a given decision function. Non-core operations are decide, merge, and approximate. Decide corresponds to applying the mode function, which computes a final class over the set of distributions, on the results of decision functions. Merge is an operation that combines several decision functions into a new one using the apply operation that applies the $\sqcup$ operation on initial decision functions. Finally, the approximate operation corresponds to the approximation of a given decision function by replacing this function with the merger of its sub-functions. Thus, all these operations are derived from the apply operation.

Chapter 4 shows that existing algorithms used in the application domains presented in Chapter 2 can be implemented based on the Decision Algebra operations. As examples of the algorithms we take two types of the learning algorithms: C4.5, which interpolates decision relations from the classification domain, and a simple algorithm based on a capturing of decision relations from the points-to analysis and context-aware composition domains. Additionally, we take two pruning algorithms known from the classification domain and the so-called $k$-approximation algorithm from the points-to analysis domain. Having the implementation of these algorithms separated from special data structures gives the advantage of exchanging these algorithms between different decision models and, therefore, between different domains. For instance, $k$–approximation can be reused by Decision Trees or Dispatch Tables, learning strategies can be applied to construct different decision models, etc.

Chapter 5 presents three existing decision models based on distributions: Decision Trees, Decision Graphs, and Dispatch Tables, with concrete implementations of the Decision Algebra core operations. Decision Trees are used
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As the decision model in the classification domain, Decision Graphs are the explicit Decision Algebra implementation that corresponds to the \( \chi \)-terms decision model in the points-to analysis domain, and Dispatch Tables are widely used in the context-aware composition domain. Each decision model has its own implementation of the apply and evert operations. Additionally, we analyze the non-functional properties for each decision model in terms of memory consumption and decision time. Based on these examples we show that the core operations can be implemented in each decision model under the common interface provided by the Decision Algebra. The overhead introduced by implementing these operations under the Decision Algebra interface instead of their direct implementation on the decision models has a constant time complexity.

There exist other types of decision models originated in the fields of Data Mining and Machine Learning, which we are not able to represent as distribution-based decision models. In Chapter 6 we show that their differences mainly consists of the decision representation that decision functions capture from a given decision relation during a construction process. That is, instead of distributions representation, decision functions can have a general decision representation \( X(C) \) over decisions \( C \). This leads to a generalization of the notion of decision function and, consequently, signatures of the operations on decision functions. As a result of such a generalization, we get a new multi-sorted Decision Algebra, denoted as Abstracted Decision Algebra, that even describes decision functions represented by decision models different from distribution-based decision models. Thus, the Decision Algebra presented in Chapter 3 becomes a quotient algebra over the Abstracted Decision Algebra. Moreover, in this chapter we discuss two existing decision models: Naive Bayes classifier and Support Vector Machines. For each decision model, we determine the concrete decision representation \( X(C) \) along with the set of operations that follow the signatures of the new Abstracted Decision Algebra.

Since most Decision Algebra operations, namely all non-core operations, can be defined on the general decision function level (regardless of their implementations), comparing the decision models is rather fair showing advantages and disadvantages of the decision models instead of advantages and disadvantages of the different implementations thereof. This is shown in the practical part of this thesis, Chapter 7, where two experiment series show the benefits of using a specific Decision Algebra implementation, Decision Graphs, over four other decision models that were introduced in Chapters 5 and 6. Practical problems that we stumbled across when comparing different instances of the Decision Algebra as well as our solutions and workarounds to them are also discussed at this point. We divide the experimental part into two experiment series: (1) the first experiment series compares Decision Trees with Decision Graphs regarding the memory consumption, the learn-
8.1 Review of the Goals and Goal Criteria

We now review the results of this thesis with respect to the goals we have set in Chapter 1, which are:

1. Theory: Develop a unifying theoretical framework for capturing and manipulating decision information. We refer to it as Decision Algebra.
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2. Implementation: Develop a platform that allows comparing different instantiations of the framework, i.e., decision models implementing the Decision Algebra, and employing these decision models as alternative variants in applications from different domains where processing of decision information is essential.

Goal 1

The goal criteria for our first goal are:

1.1 The Decision Algebra shall be complete: it shall provide a complete set of operations which is used by known decision models like Decision Trees, Decision Graphs, Decision Tables, Naive Bayes classifier, Support Vector Machines, and others for decision information processing. The complete set of operations shall be specified based on the observations made in concrete problem domains.

1.2 The Decision Algebra shall be efficient in terms of time complexity: the implementation of existing decision models as Decision Algebra instantiations shall not impose any complexity overhead compared to if they were implemented as stand-alone models. That is, no algorithm using Decision Algebra operations shall have a higher time complexity than if it was directly using specific decision model operations.

1.3 The Decision Algebra shall be efficient in implementation: it shall reduce the number of operations to a few core operations that are able to describe known decision models. This makes the Decision Algebra more reusable as it reduces the work required to implement a new decision model using this set of core operations.

Criterion 1 is fulfilled: the set of operations defined in the Decision Algebra represents the basic operations required by the decision models, discussed in Chapters 5 and 6, to process decision relations. The necessity of these particular operations is assessed in Chapter 2 for the classification, points-to analysis, and context-aware composition domains, and in Chapter 6 where the main principles of construction and application of Naive Bayes classifier and Support Vector Machines are discussed.

Criterion 2 is fulfilled: the discussed decision models, such as Decision Trees, Decision Graphs, Dispatch Tables, Naive Bayes classifier and Support Vector Machines are interpreted as instantiations of the Decision Algebra in Chapters 5 and 6. This implies that the operations of the Decision Algebra have to be inherited by each specific decision model. This does not impose any additional overhead in the time complexity of the existing operations of the decision models compared to if these operations were implemented independently of the Decision Algebra signature. Moreover, a set of algorithms
for learning, pruning, and approximating decision functions, discussed in Chapter 4, is presented based on the Decision Algebra core operations. These algorithm representations in terms of the core operations do not make algorithms more complex compared to if they were implemented directly using specific decision models operations. Therefore, the overhead in terms of the time complexity introduced by implementing the decision models as the Decision Algebra instantiations and by implementing the algorithm based on the Decision Algebra operations is constant.

Criterion 3 is fulfilled: Chapters 3 and 6 reduce the complete set of the Decision Algebra operations to the set of core operations including only the \textit{evert} and \textit{apply} operations. In Section 3.4 we show that the non-core operations such as \textit{decide}, \textit{merge}, and \textit{approximate} are derived from the \textit{apply} operation, and \textit{evert} can serve as the basic operation for different learning strategies. Additionally, Chapter 5 and Chapter 6 show how existing decision models can be represented as instances of the Decision Algebra by interpreting or implementing this set of core operations. The non-core operations have default implementations in terms of the core operations. However, dedicated implementations of the non-core operations can be found directly in decision models, since operation interpretations can differ from the one presented by the Decision Algebra. These implementations can have the same performance characteristics but be more advantageous in terms of other properties, e.g., accuracy, required memory, etc.

**Goal 2**

The goal criteria for our second goal are as following:

2.1 It shall be possible to compare different decision models under a common Decision Algebra interface regardless of implementation details.

2.2 It shall be possible to improve performance in one domain by using a decision model introduced by another application domain.

2.3 It shall be possible to assess non-functional properties for each decision model based on platform validation and deduce different performance profiles.

Criterion 1 is fulfilled: In Section 7.1 we compare two decision models as the Decision Algebra instances representing the distribution-based decision functions - Decision Graphs (a variant of the \(\chi\)-terms decision model) and Decision Trees as a widely used decision model in the classification domain. The construction of decision functions is based on the C4.5 learning algorithm that produced two different decision models, which gives the advantage of being able to compare them independently from their specific implementation details. The comparison is done based on the number of
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well-known metrics used for evaluation of classification (prediction) models in the classification domain.

Criterion 2 is fulfilled: in Section 7.2 we demonstrate how four decision models, Decision Trees, Decision Graphs, Naive Bayes classifier and Support Vector Machines, can be plugged into the context-aware composition domain for capturing the best composition contexts, as alternatives to the previously used Dispatch Table model. Moreover, we compared the accuracy of the different learning algorithms with the Dispatch Tables capturing algorithm as a baseline and finally show that the performance is improved in terms of the memory and speed gained by the context-aware composition domain using the decision models introduced by the points-to analysis and classification domains.

Criterion 3 is fulfilled: Chapters 5 and 6 give a theoretical assessment of the memory consumption and decision time for the five alternative Decision Algebra instantiations corresponding to the discussed decision models. The practical assessment of their non-functional properties is presented and discussed in Section 7.2, where these properties are evaluated in the context-aware composition domain and different performance profiles are shown.

In conclusion, we see that the goals we set for this thesis are fulfilled.
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Future Work

In this chapter, we present future work towards improving our theoretical framework presented in Chapters 3 and 5, and improving our Decision Algebra implementation presented in Chapter 7. Additionally, we have to consider new challenges in applying Machine Learning and Data Mining approaches in Software Engineering tasks where programs must dynamically adapt to changing conditions.

9.1 Improving Theoretical and Practical Aspects of the Decision Algebra

The Decision Algebra is only the first attempt towards a unifying theory for capturing and manipulating decision information, and our explicit implementation of decision functions, Decision Graphs, is still a prototype. Quite a few theoretical and implementation aspects should be considered in the future. This includes theoretical improvements of the Abstracted Decision Algebra, where existing decision models used for classification purposes in Data Mining and Machine Learning have to be described in terms of quotient algebras. That is, in addition to distribution-based decision functions defined as multi-sorted quotient Decision Algebras, implemented by a limited number of decision models, we have to generalize other types of decision models (classifiers), such as probability classifiers, linear classifiers, kernel machines classifiers, etc., to sets of specific types of decision functions. Each such set along with the set of defined operations corresponding to the algebra signature will introduce a new quotient algebra constructed from the Abstracted Decision Algebra. In this way, in addition to the distribution-based Decision Algebra, we will obtain other types of algebras where the carrier sets will be based on different co-domains. Moreover, the set of Abstracted Decision Algebra instances has to be extended by new decision models, such as Bayesian Network which is a probability-based decision model, Neural Networks which is a kernel machines model, etc.

The merge operator presented in Section 3.4, which combines decision functions from same application domains and thereby performs an iterative
learning, seeks theoretical and implementation improvements in terms of decision accuracy: by combining two decision functions, the accuracy shall be increased or, at least, not drop dramatically. The function that has to be applied on decision functions during the merging operation has to be defined in each decision model. For instance, in addition to the \textit{add} operation used for merging Decision Trees and Decision Graphs, we have to define a corresponding operation for Support Vector Machines.

Moreover, additional algorithms manipulating different decision models in the classification domain have to be explored, and their implementations have to be defined based on the Decision Algebra operations. Theoretical and practical modifications of the learning process of decision functions have to be done in order to enable efficient online learning of decision functions with high accuracy. For now, we explored only Eager learners that, given a set of tuples, construct a generalization model before receiving new tuples to classify. However, in order to enable a different type of learning that is referred to as \textit{incremental learning}, we have to consider Lazy learners, where a given training tuple is simply stored, and a model generalization is only performed when a new test tuple comes for classification. However, classifying on Lazy learners can be computationally expensive. Lazy learners are well-suited for implementation on a parallel hardware and usually require efficient storage techniques. Therefore, we can try to use our Decision Graphs as a data structure to represent Lazy learners and investigate how the Decision Algebra operations map to these types of decision models.

New instances of the Decision Algebra have to be implemented in our platform and compared in terms of their memory consumption, learning and decision time. In addition to the existing operations and used algorithms, our platform has to implement the \textit{merge} and \textit{approximate} operations, and the accuracy of computed decision functions has to be evaluated. We also have to validate the algorithms (prune, k-approximate) when applied to different decision models, e.g., k-approximate to Decision Trees or pruning to Decision Graphs.

\section{Machine Learning in Software Engineering}

Machine Learning algorithms are used in many different problem domains. One of the traditional domains is Data Mining, where large databases contain valuable implicit regularities that can be discovered automatically. Moreover, there is a number of poorly understood application domains with a lack of knowledge needed to develop effective algorithms [87].

Not surprisingly, the field of Software Engineering turns out to be a fertile ground where many software development and maintenance tasks
can be formulated as learning problems and approached in terms of different learning techniques. Examples of such Software Engineering domains in this thesis are: points-to analysis and context-aware composition.

In order to use Machine Learning methods as a tool for solving Software Engineering problems, we need to have a clear understanding of both problems and methods. It is imperative that we have to know (1) available Machine Learning methods at our disposal, (2) characteristics of those methods, (3) circumstances under which the methods can be most effectively applied, and (4) their theoretical underpinnings.

As our first step towards applying Machine Learning strategies to Software Engineering problems we have considered the context-aware composition domain, where we tried to improve the application performance by selecting the best algorithm variant for certain runtime conditions. We used the sorting problem as a problem to solve in this domain. Sorting is an extreme problem in the sense that the ratio of dynamic decisions and payload operations is rather high. Therefore, as a matter of future work, we need to extend our experimental basis to problems with a lower rate of decisions and payload, which possibly allows for a higher overhead in decision making. In these scenarios, speed-ups could be achieved using Naive Bayes classifier and SVM benefiting from their higher decision accuracy despite their high decision overhead.

Also, composition based on more context attributes (e.g., including data structure implementations of arguments and results) ought to be considered. This leads to larger Dispatch Tables and allows validating the memory reduction of Decision Graphs and their alternatives. Moreover, we need to reevaluate our findings in online learning scenarios as required in self-adaptive systems. Here, we would change the system environment, e.g., force energy saving mode or generate extra workload outside the program’s control, which invalidates the learned best-fit variants. Execution of suboptimal variants detects such changed system environments. In these scenarios, learning time becomes crucial as it adds to the overhead of context-aware composition.

We used the different learning technology (almost) as black boxes, i.e., we did not adapt them to our specific application context. Doing so could improve the overall speed-up (and the performance of the different technologies relative to each other) and further reduce memory consumption. For instance, we could capture Decision Graphs in a very compact array containing indices (inner nodes) and variants (leaves) or split the SVM classifier in several classification steps, each possibly requiring only a linear kernel function making them both faster and more compact and, hence, competitive again, etc.

Finally, more Software Engineering problems benefiting from applying Machine Learning approaches have to be discovered in the future. Thus,
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our platform has to be used to plug different decision models processing a
certain type of decision information into more application domains.
Appendix A

Context-Sensitive Strong Updates in Points-to Analysis

In Section 2.3 we considered points-to analyses that always perform weak updates, i.e., that use incremental updates of all values. However, most of the precision benefits of flow-sensitivity comes from strong updates since the execution order of statements is known. A major theoretical obstacle in a flow-sensitive analysis is the question when it is safe to perform strong updates. A strong update occurs when an assignment supersedes (or kills) all previous assignments. Although strong updates obviously give a more precise analysis, they are much more difficult to apply correctly. The problem is that if a points-to set of a dereferenced variable contains several abstract objects, the analysis cannot guarantee that anyone of the target in the set is definitely overwritten. Hence, strong updates are only permitted if the dereferenced may-points-to set is a singleton and it is known that a new value completely overwrites the previous value of a given pointer[42].

For fully field-flow-sensitive analysis the strong updates have to be performed on heap array elements. However, a strong update can be applied at a store statement $v.f = v_1$ only under three conditions [61, 82]:

- $v$ points to a single abstract heap object that represents at most one concrete object at a runtime. That is, the method in which the abstract object is allocated is not a part of any loop or recursive call chain, where an object can be allocated more than once.

- $f$ represents a single location in that object. This condition is satisfied unless $f$ is an array of elements.

- the method where the strong update can be performed is not part of parallelization, that is, we can guarantee that the points-to values of a object field will not be updated in parallel executions.

Until this point we saw how the employment of $\chi$-terms for points-to values representation can reduce the number of available abstract objects for the current point. The question that we discuss in this appendix is whether or not $\chi$-terms can be used to perform strong updates.
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In what follows we briefly outline an idea of how strong updates can be performed in points-to analysis. However, this is not a complete study, and the following restrictions have to be applied: we restrict the field updates to the fields of local variables represented by abstract objects that reached the current method $f$ through arguments, including $\text{this}$ value. Thus, we exclude fields such as $a.f.h...$, etc. Thereby, we make sure that these variables represent concrete objects at runtime, since they all reached method $f$. We also exclude fields that correspond to arrays of elements. Additionally, any method $\text{foo}()$ is not a part of any recursive call, it can not be executed as part of program parallelization, and it is not called from a branch of a control-flow option. Following the definition of points-to contexts presented in Section 2.3, each method in a program has its own context stack that keeps track of the method’s current context.

Let us consider a code example in Figure A.1. Let object field $f$ be a field of $\text{this}$ with $\text{this}$ being a singleton object. In this example the points-to value of $b$ at point $P_3$ could be even more precise ($\text{pt}(b) = o^9$), since abstract object $o^2$ should be overwritten by the $\text{if-then-else}$ control statement.

The merge operation used previously for constructing new $\chi$-terms for points-to set values is not applicable for the purpose of strong updates, since it keeps all the possible values (performs weak updates) by applying the joint operation on the points-to values corresponding to leaves of $\chi$-terms.

In order to perform update we have to introduce a new operation on points-to set values, denoted as context-sensitive update $\Rightarrow$, that will not merge
all the possible values, but will update them with new values. This operation
should be applied on the $\chi$-terms representing the points-to values in the
same way as the $\sqcup$ operator was applied in order to construct a resulting
$\chi$-term in Section 2.3.

**Definition 12.** Let $v_1 \in V$ and $v_2 \in V$ be the points-to values contained in the
leaves of $\chi$-terms $t_1$ and $t_2$. The context-sensitive update operation $\rightarrow$ is a direction-
sensitive operation, where the direction of an arrow denotes which points-to values
have to be updated. The $\rightarrow$-join of $v_1$ and $v_2$ is a points-to value where:

$$
\begin{align*}
&\text{if } v_1 \neq \perp \Rightarrow v_1 \rightarrow v_2 = v_1 \land, \text{if } v_1 = \perp \Rightarrow v_1 \rightarrow v_2 = v_2, \\
&\text{if } v_2 \neq \perp \Rightarrow v_1 \leftarrow v_2 = v_2 \land, \text{if } v_2 = \perp \Rightarrow v_1 \leftarrow v_2 = v_1.
\end{align*}
$$

For instance,

$$
\chi^1(\perp, \chi^2(8, \perp)) \rightarrow \chi^1(5, 6) = \chi^1(5, \chi^2(8, 6)).
$$

Let us come back to the previous code example from Figure A.1 and
perform analysis in a similar way as we did before; the only difference we
make is that every time when a new points-to value has to be assigned to an
object field $f$ we apply $\rightarrow$ instead of applying $\sqcup$.

In what follows we will show the points-to sets after each store operation
on $f$. Notice that stack manipulation is the same as it was presented in
points-to analysis performing weak updates.

- $f = \text{new } A(1)$ (line 2): $cx = (0, 0)$
  $$
  pt(f) = \{o^2\} \rightarrow \perp = \{o^2\};
  $$

- $f = \text{new } A(2)$ (line 4): $cx = (1, 1)$
  $$
  pt(f) = \chi^1(o^4, \perp) \rightarrow o^2 = \chi^1(o^4, o^2);
  $$

- $f = \text{new } C(1)$ (line 7): $cx = (1, 2), (2, 1)$
  $$
  pt(f) = \chi^1(\perp, \chi^2(o^7, \perp)) \rightarrow \chi^1(o^4, o^2) = \chi^1(o^4, \chi^2(o^7, o^2));
  $$

- $f = \text{new } B(3)$ (line 9): $cx = (1, 2)(2, 2)$
  $$
  pt(f) = \chi^1(\perp, \chi^2(\perp, o^9)) \rightarrow \chi^1(o^4, \chi^2(o^7, o^2)) = \chi^1(o^4, \chi^2(o^7, o^9)).
  $$

Considering these results, the points-to value of $f$ at point $P_2$ is:

$$
pt(f) = \chi^1(o^4, \chi^2(o^7, o^9))
$$
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Therefore, by restricting this value to the current context $c_x = [(1, 2), (2, 2)]$ of program point $P_2$, we get a more precise value for $b$:

$$pt(b) = \chi^1(o^4, \chi^2(o^7, o^9))|_{(1,2)} = \chi^2(o^7, o^9)|_{(2,2)} = o^9.$$  

Notice, it is now equal to the runtime execution value.

Using this operation we can update the values not only to one new object but to the new set of objects represented by a $\chi$-term, e.g., $pt(f)$ is completely overwritten by a new set of points-to values.

**Loop Handling**

Naturally, the question arises what would happen if the strong or weak update of $\chi$-term points-to value occurs in a loop. The control-flow graph representing a loop differs from the simple *if-then-else* representation (Figure A.2). The difference is in the location of the $\phi$-node: it forms a cycle and, therefore, occurs before a splitting node $\gamma$ that represents a loop control-flow statement (e.g. *while*, *for*, etc.). An additional reason for such a placement of the splitting node is that a value processed inside the loop can escape any time. Therefore, the $\chi$-term representation of a object field has to keep every value that can possibly escape the loop. Thus, it will result in a $\chi$-term with a finite depth that corresponds to the number of loop iterations. The termination of loop analysis occurs when a fix point is reached. The splitting point $\gamma_1$ and the join point $\phi_1$ implement the same behavior as was described.
for the *if-then-else* statement in Section 2.3, with a minor change: additionally to the number of the basic block of the splitting point and branch index, we add a loop iteration index.

After the loop execution, the points-to set of object field $f$ may equally point to the abstract object created before the loop and to the set of objects created inside the loop body. However, if the points-to value of $f$ is read inside the loop, it can point only to the abstract object created in this loop iteration. Therefore, we are in the same situation that was described based on *if-then-else* control-flow statements: the restriction of the $\chi$-term representing the $pt(f)$ by splitting point number, loop iteration index and branch number (if required) will result in the required value.

Although we can get a precise points-to set of $f$ in each loop iteration, it can be computationally expensive since the number of loop iterations is unknown, and, therefore, there is no upper bound of the $\chi$-term generated inside a loop. One of the possible solutions to handle this problem is $\chi$-term loop approximation, which can have several possible approaches:

- all concrete runtime objects created at the same syntactical location are mapped to the same abstract object, and, therefore, the points-to value of $f$ can be approximated to this abstract object;
- limit the number of loop iterations to be processed and thereby limit the depth of the produced $\chi$-term.

Additional information on loop approximated $\chi$-terms can be found in [47]. Moreover, the ideas presented here can be seen as a complement to the theoretical description of $\chi$-term based points-to analysis presented by Lundberg in his licentiate thesis [47].
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