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Abstract 

 
 

This work treats three topics. The main topic concerns neutron-induced 

fission of 234U. The main goal is to investigate the fission-fragments properties 

as a function of the incident neutron energy. The study was carried out using a 

twin Frisch-grid ionization chamber. The first fluctuations on fragment 

properties are presented, in terms of strong angular anisotropy oscillation.  

The second part of the work treats the data-acquisition systems in use, 

particularly for neutron-induced fission experiments. Modern digital systems 

are studied and compared with the conventional analogue systems. It was 

shown that the digital systems are superior in drift stability, pile-up correction 

and extended the possibilities of offline analysis.   

The third part of the work concerns the Frisch-grid inefficiency. The Frisch 

grid was introduced in the chamber to remove the angular dependency from the 

induced charge. However, the shielding is not perfect and a correction is 

needed for the small angular dependency. Two contradicting methods have 

been presented in literature, one adding, and the second subtracting the 

angular-dependent part from the detected signal. An experiment with Cf(sf) 

was designed and performed to solve the pending ambiguity. The results 

support the additive model. 
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1 Introduction

The main task of this project is to investigate the fission-fragment (FF) properties in the neutron-
induced fission of 234U, for which the available nuclear data are rather scarce (paper I). This nuclide is
the compound nucleus after the second chance fission of 235U, which makes it interesting for theoretical
modeling of the reaction 235U (n, f). In addition, 234U is relevant for the Uranium-Thorium fuel cycle.
An IAEA Coordinated Research Project requested more high quality data for the nuclei in the U-Th
cycle [1]. The cross section of 234U(n,f) contains a strong vibrational resonance in the sub-barrier
region (Fig. 1) around 800 keV in neutron energy. Fluctuations of the FF properties in this energy
region have been observed earlier in literature [2]. One goal is to verify these fluctuations and to
parameterize the FF properties using the Multi-Modal Random Neck-Rupture (MM-RNR) model of
fission [3].
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Figure 1: a: The cross section of 234U (n, f) from JEFF 3.1 [4]. b: Focus on the vibrational resonance
around 800 keV neutron energy, where the fluctuations of the FF properties are studied in finer energy
steps.

The second branch (Paper II) of this work concerns the data-acquisition system in used in nuclear
spectroscopy. Modern digital-data acquisition systems (DA) are studied and compared with conven-
tional analogue data-acquisition systems (AA). The apparent advantage of DA would be the reduction
of the amount of electronics in the experiments. Moreover, the digitized signals contain the full infor-
mation of the FF properties (mass, kinetic energy, emission angle and charge) for each event. Storing
the entire waveform opens the door for various new possibilities for offline-analysis. The aim for the
future is to replace the analogue with the digital acquisition systems.

The third part of this work (Paper III) concerns the Frisch-grid ionization chamber. The Frisch
grid was originally introduced to remove the angular dependency from the induced charge. In real
experimental conditions, the shielding is not perfect which leaves the induced charge slightly angular
dependent. This effect, called the Grid Inefficiency (GI), was introduced and estimated theoretically
in Ref. [5]. Two contradicting methods of correcting the GI have emerged during the years in litera-
ture. The first approach adds the missing part to the detected charge signal [6]. The second approach
subtracts the angular dependent contribution from the detected charge signal [7]. Recently, a theo-
retical approach was presented [8], applying the Ramo-Shockley theorem to the problem. The study
supported the additive approach. However, until now, the community has not agreed on the right
correction method. Therefore, a dedicated experiment was planned and performed in order to verify
the theoretical results from [8]. The proof of principle was done using two different grids and a 252Cf
spontaneous fission source. The effect of using the two grids was studied on the induced charge. The
study showed that the additive approach is the only correct approach for GI correction.
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2 Theory

2.1 Fission

Fission is an interesting interplay between the fundamental forces of nature. The nucleus is governed
by the strong force which holds the protons and neutrons together. The strong force which is described
by the Quantum Chromo Dynamics (QCD) is a short-range force, extending only on the fm level (10−15

m). The electromagnetic force which is described by the Coulomb interaction, dominates when the
nucleons are farther away. For large nuclei such as the actinides, the nucleus is so large that the outer
nucleons feel less attraction from others. When the nucleus is perturbed by an incident neutron, it
gets excited and starts to deform and vibrate. The two sides of the deformed nucleus extend in the
oscillation process. The nuclear force becomes too weak and the proton-proton repulsion separates
the nucleus apart. The amount of energy released, is shared between the FF have together with the
prompt neutrons and the gamma-rays. It is around 200 MeV per fission event and is the result of the
electromagnetic proton repulsion.

The fission process was discovered in 1939 by O. Hahn and F. Strassman. They found Barium
residuals from neutron-induced fission of Uranium [9]. L. Meitner and O.R. Frisch initiated the term
“fission” influenced by the biological cell division [10, 11]. They gave together with N. Bohr and J.
A. Wheeler the first qualitative model describing fission using the Liquid Drop Model (LDM). By the
assumption of a uniformly charged nuclear droplet, many satisfying explanations can be adapted from
this successful model. However, the model has clear limitations. It only predicts symmetric fission as
well as only spherical ground state stable nuclei. In fact experiments tell us that the asymmetric fission
is dominating due to the shell effects. When looking at the nuclear potential energy (See Fig. 2) as a
function of deformation, the LDM manifests in a single-humped barrier. Experiments showed evidence
on double- and even triple humped barriers in some actinides [12]. Several attempts were made to
improve fission theory to be more consistent with experiments. For instance the corrections applied
to the LDM from the nuclear shell model [13]. Including the shell effects one can arrive at the double
humped barrier as seen in Fig. 2. Further development was carried out during the years, enhancing
our understanding of the process. The community still regard the proper universal fission theory to be
unfound. Despite the phenomenon being discovered more than 70 years ago, it remains puzzling what
happens at the scission point. The main complexity faced is the large amount of degrees of freedom
in the process. In order to formulate the universal model, approximations are unavoidable. About 20
years ago, Brosa, Grossmann and Müller [3], introduced a new nuclear-scission model based on the
hydrodynamical behavior of droplets. The so-called Multi-Modal Random-Neck Rupture (MM-RNR)
model gave for the first time a parametrization of the fission fragment shapes, which could be compared
to experimental observables like mean mass and total kinetic energy of the FF. Different fission modes
are predicted, having differently elongated nuclear shapes leading to symmetric and asymmetric fission.
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Figure 2: The fission barrier. The LDM without shell model correction predicts only a single humped
barrier. In order for the nucleus to fission it must penetrate the barrier either spontaneously (through
quantum tunneling effect) or by getting excited externally.

2.2 The Frisch Grid Ionization Chamber

The general operation of an ionization chamber (IC) could easiest be explained using arguments based
on the Ramo-Shockley theorem [14, 15]. Before the theorem was introduced, it was necessarily in order
to derive the induced charge on a given electrode, to calculate the instantaneous electric field E in each
point along the charge particle’s track. The induced charge Q is then given by integrating the normal
component of E over a closed surface S around the electrode according to

Q =
˛

S

εE · dS , (1)

where ε is the dielectric constant of the medium surrounding the charge carrier [16]. Due to the large
number of fields E, the calculation becomes complex. Shockley and Ramo found independently an
easier method of deriving the induced signal on the electrode. The theorem states that a charged
particle q drifting from its origin in space to electrode 2 through the weighting potential ϕ (z), will
induce a charge equal to:

Q = q∆ϕ . (2)

The weighting potential is obtained by solving the Laplace equation ∇2ϕ = 0. The electrode which
one seeks the induced charge for, is set at unit potential and all other electrodes to 0. The theorem
implies that the actual voltage difference between the electrodes does not affect the charge induction.
The theorem also implies that an electron induces at maximum its own charge if the full distance is
travelled between the electrodes (especially when considering the method of mirror charges).

2.2.1 Frisch-grid inefficiency

The Twin Frisch Grid Ionization Chamber (TFGIC) shown in Fig. 3, is a well-tested, reliable tool for
nuclear spectroscopy, especially FF studies. It suffers no radiation damage, covers almost 4π in solid
angle and has a good energy resolution. Typical signals from the FGIC are shown in Fig. 3b. The
energy of the FF is obtained from the anode signal height. In the ideal case the induced charge on
the anode, QA, is the sum of all electron contributions from the ion pairs n0, created by the ionization
process, according to:

QA = −n0e . (3)
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By inserting a grid, the anode is shielded from the induction of electrons in the cathode-grid region.
Hence, the charge induced on the anode plates is proportional to the FF energy independently of the
emission angle. The cathode is unshielded and hence the induced signal is angular dependent:

QC = n0e
(

1− X

D
cos θ

)
, (4)

where X/D is the centre-of-gravity of the electron-cloud distribution divided by the cathode-grid
distance D. The signal induced on the grid contains also the information on the emission angle:

QG = n0e
X

D
cos θ . (5)

The anode signal in Eq. (3) is valid in the ideal case. In reality however, the grid shielding is incomplete
and the signals have to be corrected for this so called grid inefficiency (GI) [5]. The GI factor σ for
the parallel-wired gridded IC used in this experiment, is approximately σ = 0.03 as given by:

σ (d, r, a) =
(

1 +
d

a/2π ((π2r2 · a−2)− ln (2πr · a−1))

)−1

, (6)

where d is the anode-grid distance, r is the grid wire radius and a is the distance between grid wires.
Two different methods have bee presented for correcting the GI.
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Figure 3: a) Schematic drawing of the Twin Frisch-Grid Ionization Chamber (TFGIC) with two anodes,
two grids and one common cathode. b) The cathode, grid and anode signals for 0o and 90o.

Additive approach According to Ref. [6], the GI leads to less charge induction on the anode
plate. The explanation is due to the presence of the positive ions in the cathode-grid region. According
to this approach, one needs to add the missing part to the detected signal following:

PCorr
A = P∗

A + σ · (P∗
A − PC) , (7)

where P ∗
A and P ∗

C are the detected pulse heights of the charge signals QA and QC. It could be
questioned weather the positive ions really give a significant contribution. Being ˜1000 times slower
than the electrons, they are nearly stationary in the time-scale of charge integration (2 µs) [17].

Subtractive approach The integration of waveform digitizers into nuclear spectroscopy made
it possible to study the stored charge signals in offline mode. It was observed that a linear rise was

7



seen on the anode before any electrons passed the grid. The conclusion of this was a new approach
to correct for the GI [7]. The signal seen on the anode is what is induced on the cathode QC, scaled
down by the factor σ:

QA = −σQC . (8)

The induced signal was regarded as an offset to the total induced charge. Hence it was subtracted,
contrary to Eq. (7):

PCorr
A = P∗

A − σPC (9)

In Ref. [7] an experimental method was presented to measure σ according to:

σ =
∆Q

Quncorr −∆Q
, (10)

where ∆Q is the height of the linear fit to the anode signal at time TCOG. Th subtractive approach
is embedded in the determination of σ according to Eq. (10), since Quncorr − ∆Q is equivalent to
subtracting the GI from the total induced charge.

Additive approach extended Recently a study was presented, applying the Ramo-Shockley
theorem to the problem [8]. The full theoretical treatment supported the additive approach and
presented a more general formula to correct for the GI:

PCorr
A =

P∗
A − σ · PC

(1− σ)
. (11)

According to Ref. [8], the detected charge Q∗
A on the anode is:

Q∗
A = −n0e

(
1− σX

D
cos θ

)
. (12)

To obtain the correct QA one needs to add the angular-dependent part. The cathode signal holds the
same angular dependency that the anode would feature if the grid was removed. Therefore σ · QC is
added to Eq. (12):

Q∗
A + σQC = −n0e (1− σ) (13)

where QC is given by Eq. (4). In order to obtain the correct signal QA, Eq. (13) is divided by (1− σ):

QA = (Q∗
A + σQC) (1− σ)−1

. (14)

By using the pulse heights PA = QA and PC = −QC in Eq. (14), one arrives at Eq. (11). Note that
the charge signals QA and QC have opposite polarities, hence the negative sign.

8



3 Experiments

The experiments for this work were performed at the 7 MV Van De Graaff accelerator at the Insti-
tute for Reference Materials and Measurements (IRMM) in Geel, Belgium. Accelerated Protons (or
deuterons) lead to neutron production through four nuclear reactions, TiT (p,n), 7LiF (p,n), D (d,n)
and T (d,n). The neutrons induce fission in the target containing 234U

(
92 µg/cm2

)
. The target is

produced through vacuum evaporation on gold-coated polymides. The FF are detected by means of a
TFGIC with two anodes, two grids and a common cathode. As counting gas P10 (90% Argon, 10%
Methane) was used at a pressure of 1.05 bar and a gas flow of 0.1 `/min. The Uranium sample is
located in the centre of the cathode. Energies and angles of both fragments are measured using the
double E method (conservation of energy and momentum), to calculate FF masses. The absolute cali-
bration for the energy uses the known literature data on thermal induced fission of 235U

(
45 µg/cm2

)
.

The total kinetic energy 〈TKE〉 = 170.5± 0.5 MeV and mean heavy-mass peak at 〈AH〉 = 139.6 amu
are used for the energy calibration [18].

3.1 The Van de Graaff accelerator

The 7 MV Van de Graaff accelerator is a belt-driven electrostatic accelerator. It can operate in pulsed
as well as DC mode. The protons or deutrons are extracted from an ion source through a high voltage
difference. They are accelerated vertically until reaching the analyzing magnet which deflects the ions
by 90o. This process filters the ions and produces a mono-energetic beam. The ions reach then the
target after focusing and neutrons are produced by one of the reactions TiT (p,n), 7LiF (p,n), D (d,n)
and T (d,n). The energy of the neutrons ranges from 300 keV to 24 MeV. The energy resolution is
best for the 7LiF (p,n) source due to the relative small sample thickness (See Table 2). It is hence
used for the study at lower incident neutron energies around the resonance (See Fig. 1). For higher
incident neutron energies the other reactions are used due to their higher neutron flux.

3.2 Electrode voltage selection

The high voltage applied on the electrodes in the chamber, was chosen to fulfill the relation:

VA − VG

VG − VC
≥

p + pρ+ 0.5 · r
(
ρ2 − 4 · ln ρ

)
a− aρ− 0.5 · r (ρ2 − 4 · ln ρ)

, (15)

where ρ = 2πr · d−1 [5]. The values of the parameters required for the calculation are given in table 1.
The anode-grid electric field strength should be preferably ∼ 3 times stronger than the grid-cathode

field strength. This is to minimize electron losses on the grid. The r.h.s. of Eq. (15) gives ∼ 0.54. The
chosen high voltage values are VA = 1 kV, VC = −1.5 kV and VG = 0 V, which fulfills relation (15)
since VA/−VC =0.667. In addition the strength of the anode-grid field is VA/0.6cm = 1667 Vcm−1

compared with −VC/3 cm = 500 Vcm−1. Thus, the field strength ratio between anode-grid and grid-
cathode is larger than 3.

Table 1: Parameters for the present TFGIC to be used in Eqs. (6) and (15).
Parameter Value [cm]

Grid-cathode distance a 3.1
Anode-grid distance p 0.6

grid wire spacing d 0.1
grid wire radius r 0.005

9



3.3 Energy and emission angle determination

The energy of the fission fragments is given by the total charge collected on the anode electrode. To
deduce the emission angle two possibilities exist, the summing and drift-time methods. In the following,
we discuss both methods and compare them both for the digital and analogue case.

3.3.1 Summing method

The grid signal is bipolar. It has a negative contribution from electrons drifting in the cathode-grid
region and a positive one from electrons in the anode-grid region. To avoid the bipolarity a summation
of the grid and anode signals is performed leading to a unipolar sum signal:

QΣ = −n0e
(

1− X

D
cos θΣ

)
, (16)

from which the cosine of the FF emission angle θΣ may be extracted. The FF angle as determined
from the summing method is given by:

X

D
cos θΣ =

PA − PΣ

PA
, (17)

where PA is the anode pulse height created from QA and PΣ is the summing pulse height from QΣ.
The value of X/D depends mainly on the FF energy and is determined as the length of the distribution
between cos (0o) and cos (90o) as shown in Fig. 4. A linear fit is applied to the data at cos (90o) and
a parabola is fitted for cos (0o) at the half maximum of the distribution.
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Figure 4: a: Two-dimensional distribution of
(
X/D

)
cosθΣ versus pulse height. b: The calculated

cosine distributions from both chamber sides versus each other.

3.3.2 Drift-time method

The second method to determine the emission angle is the drift-time (DT) method. The emission angle
θT is obtained from the electron DT in the chamber [19]. The time between the start of induction and
the time when the first electrons pass the Frisch-grid is measured. The electrons are assumed to have
a constant drift velocity v, thus the drift time T is given by the difference of D and the projection of
the FF range R on the beam axis R cosθT:

T =
D− R cosθT

v
, (18)
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Electrons created from fission events with large angles will have large drift-times, whereas electrons
created in beam-axis direction will reach the grid faster and, hence, have a short drift-time. To deduce
T several methods are available (see Fig. 5). The first is to measure the time-difference between
the anode’s centre-of-gravity and the start-trigger position of the cathode (CoG method). Other
possibilities are to use constant fraction discrimination (CFD) or leading-edge (LE) techniques on the
anode signal. Once the drift-time T is determined one can obtain cos θT according to:

cos θT =
T90o − T

T90o − T0o
, (19)

where T0o is determined with a parabola fit to the half height and T90o with a linear or a hyperbolic
fit of the edges of the two dimensional drift-time versus pulse-height distribution (see Fig. 13b). The
investigation of the drift-time method was done both in AA and DA. In the analogue case, LE principle
was used as stop triggering for the anode pulse. The LE level was adjusted slightly above the noise
level. An amplitude walk was observed and corrected for in the AA case [19]. In the DA case the angle
could be extracted according to all above mentioned possibilities.
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Figure 5: An example of the drift-time method applied to one event. It measures the start trigger time
from the cathode signal at a constant fraction discrimination (CFD). The stop trigger comes either
from the time when the electron cloud passes the grid (centre-of-gravity (CoG) method) or from the
anode signal as constant fraction or leading edge (LE) (see sec. 4.2).

3.4 Performed experiments on 234U

The count rate was estimated prior to the experiments. The calculation of the fission rate is shown in
Fig. 6 as function of incident neutron energy (see Appendix A.1 for details). The calculation is based
on the cross-section data from ref. [20], for 10µA beam current, at 75 mm distance between Uranium
sample and neutron-producing target. Due to the higher thickness of the TiT sample, a higher fission
rate is expected but at worse energy resolution. At lower energies around the vibrational resonance,
a good energy resolution is important. Therefore the 7LiF (p,n) reaction is used. For higher energies
the other reactions are used.
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Figure 6: Estimated fission count rate according to the calculation for 234U (n, f) for 10µA in beam
current and 75 mm distance between Uranium sample and neutron-producing target (see Appendix
A.1).

Table 2: The measurements performed for 234U (n, f).
En [MeV] Reaction target thickness [µg/cm2] σ [barns] [4] Counts [×103]
0.2± 0.07 7LiF (p,n) 830 0.06 12
0.35± 0.06 7LiF (p,n) 830 0.20 38

0.5± 0.05 (±0.04) 7LiF (p,n) 830, (619) 0.51 143
0.64± 0.03 7LiF (p,n) 596 0.84 366
0.77± 0.03 7LiF (p,n) 596 1.20 153
0.835± 0.03 7LiF (p,n) 619 1.22 80
0.9± 0.03 7LiF (p,n) 596, (619) 1.14 172
1.0± 0.1 TiT (p,n) 1936 1.10 128

1.5± 0.09 (±0.1) TiT (p,n) 1930, 1936, 2130 1.37 350
2.0± 0.08 (±0.09) TiT (p,n) 1930, 2130 1.52 967

2.5± 0.07 TiT (p,n) 1930, 1936 1.51 672
3.0± 0.06 TiT (p,n) 1936 1.10 272
4.0± 0.3 TiD (d,n) 1902 1.38 53
5.0± 0.18 TiD (d,n) 1902 1.33 130

235U (nth, f) TiT (p,n) 1930, 2130 >500 2914

3.5 The grid-inefficiency experiment

A dedicated experiment was performed on 252Cf (sf) to investigate the GI problem mentioned in sec.
2.2.1. The Cf-source (∼ 800 fissions/s) is deposited on a 0.25 µm (200 µg/cm2) Ni-backing and was
positioned in the centre of the cathode (see Fig. 7). The chamber was operating at the same conditions
(dimensions, gas type and pressure and electrode voltages) as for the 234U experiment. On the sample
side, two different grids were used with different grid spacing (see table 3). All other settings were
unchanged. A mesh grid was used on the backing side (pitch of 0.48 mm and wire diameter of 0.028
mm). The data acquisition for the Cf experiment was performed with DA as seen in Fig. 7. Since the
only changing parameter for the two measurements is the grid-wire spacing, the expected difference in
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pulse height is due to the GI. A larger GI would imply smaller pulse height according to the additive
approach (sec. 2.2.1) and higher pulse height according to the subtractive approach (sec. 2.2.1).

Table 3: Two different grid types were used in the GI experiment (sample side).
Grid type Wire radius r [m] Wire spacing [mm] σCalc[Eq. (6)]

Wire I 0.005 1.0 0.03
Wire II 0.005 2.0 0.09
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Figure 7: TFGIC and electronic scheme for the GI experiment. On the sample side two different wire
grids were used (Table 3). On the backing side a mesh grid was used in both runs (pitch of 0.48 mm
and wire diameter of 0.028 mm). The signals from the charge-sensitive preamplifiers are fed into the
digitizer. The trigger comes from the cathode. Five signals are stored, the cathode, the two anodes
and the two grids.
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4 Data acquisition and analysis

4.1 Electronic scheme

Five signals were extracted from the TFGIC (two anodes, two grids and one cathode signal). In
parallel, both acquisition systems were employed to treat the signals independently. The electronics
needed are presented in Fig. 8 for each chamber side.
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Figure 8: Scheme of electronics for DA and AA.

The signal are directly fed into a charge-sensitive preamplifier. The preamplifiers are put close to
the chamber (short cables) in order to store the total collected charge with minimal signal-noise contri-
bution. Once charges start to drift in the grid-cathode space, the chamber voltage drops corresponding
to an equal reduction of charge storage across the capacitance in the pre-amplifier. The output voltage
Vout is proportional to the induced charge provided that the decay time Γ of the preamplifier is long
compared with the pulse rise-time. Typical FF rise-time in the TFGIC ∼ 0.1− 0.5 µs compared with
the decay time of the preamplifier ∼ 100 µs.

4.2 Analogue data acquisition

In the analogue case, the anode signals (fragment energies) are fed into spectroscopic amplifiers with a
shaping time τ=2µs, leading to a semi-Gaussian pulse-shape [21]. For the angle determination, both
summing and drift-time methods were used (see sec. 3.3.1 and 3.3.2).

The anodes are summed with the grids to produce the unipolar angular-dependent sum signal QΣ.
The pulse height PΣ is obtained using a spectroscopic amplifier with τ=2µs. For the drift-time method,
the LE principle was used for triggering on the anodes and a CFD on the cathode signal. In the LE
triggering one sets a constant trigger level as shown in Fig. 9a. One needs to correct for amplitude
walk as discussed in Ref. [19]. In the CFD triggering, the signal is inverted, delayed and attenuated.
Once the output signal crosses the zero-level, the trigger starts (see Fig. 9b). Both start and stop
trigger were inserted into a time-to-amplitude converter (TAC). In case of AA, six values were stored:
Two FF pulse heights, two FF angles from summing method and two angles from drift-time method.
A MPA Delta box is used as bridge to the computer. Only coincidence triggering from both anodes
leads to a stored signal.
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Figure 9: a) LE triggering set at a specific threshold. b: The CFD triggers at a constant fraction level
of the pulse height by attenuating, inverting and delaying the signal.

4.3 Digital-signal processing

In the digital case after the preamplifiers, the cathode signal was used for triggering and together with
the grid and anode signals fed into a 12 Bit, 100 MHz FAST waveform digitizer as seen in Fig. 8. The
DA system requires digital-signal processing (DSP) algorithms performing the signal transformations
similar to the operations performed by the hardware modules in the AA case.

Once a fission event is seen by the cathode, the external CFD triggers the digitizer to sample the
five signals from the chamber (Fig. 10a). The data acquisition is set to start sampling 2.5 µs pre-
and 7.5µs post-triggering. In total one wave-form consists of 1024 samples with a resolution of 10 ns.
The average value of the first 150 pre-trigger channels is used to correct for base-line displacements.
Anode and grid wave-forms are summed to create the sum signal QΣ. The current wave-forms are
then unfolded from the charge signals by differentiating, taking into account the pre-amplifier discharge
effect “ballistic deficit”:

I (t) =
dQ
dt

=
1024∑
i=0

[
exp

(
Γ−1

)
Qi (t)−Qi−1 (t)

]
, (20)

where Γ is the decay time and Q is the time-dependent induced charge signal. The output from this
operation produces a centre-of-gravity distribution as shown in Fig. 10b by the full line, free from
any ballistic deficit. The unfolded current wave-form’s centre-of-gravity is assigned to the anode pulse
centre-of-gravity. The preamplifier discharge effect is observed in the pulses as an exponential decay
after the total charge has been induced in the preamplifier (see Fig. 10b). To determine Γ (118 µs in
our case) one needs to fit the exponential decay to the tail after the full signal development.
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4.3.1 CR-RC4 shaping

The stored digitized anode signals contain the total collected charge in their height. It would be
sufficient to determine the FF energy based on the signal height directly. But in order to enhance
the signal-to-noise ratio the signals are treated with a CR-RC4 shaping filter [22] (see Fig. 12). It
could be rather puzzling to determine the exact position of the maximum of the pulse due to the
noise. The choice of a shaping filter, producing a noise-free output similar to a Gaussian, simplifies
the determination process. The principle of a CR-RC filter is shown in figure 11. In the frequency
domain, the differentiating CR process would filter the low frequencies:

f ≤ 1
2πRC

, (21)

whereas the RC integrator would filter the high frequencies:

f ≥ 1
2πRC

. (22)

n 0 e
t i m e

RC R CI N P U T

t i m e

O U T P U T

t i m e

O U T P U T
n 0 e n 0 e

Figure 11: The CR-RC shaping principle. A step-like signal is first differentiated in the CR high pass
filter. Later it is integrated with the RC low pass filter.

The parameters R and C determine the shaping time τ = RC. In this work, the CR differentiation
along with the RC4 integration was performed recursively based on the filter design of Ref. [23] (see
appendix A.3). The filter was designed based on the Butter-worth filter [24]:

| Φ (jω) |= 1√
1 + (ωτ)2n

, (23)
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where ω is the angular frequency and τ = RC.
The parameters are pre-defined explicitly for the designed filter. The free variable for the user is

the shaping time τ , which is not to be compared to the shaping time of 2µs used in the analogue
spectroscopic amplifier. In DSP four different choices of shaping times τ (0.2µs, 0.5µs, 1.0µs and
2.0µs) were compared. The output was almost identical for the 0.5µs, 1.0µs and 2.0µs cases (See sec.
5.1.2 for details). However the shaping time of 0.2µs gave different result and hence was considered
too low. The shaping time of 0.5µs was chosen for all further analysis. The height of the CR− RC4

filter output, shown in Fig. 10b (dashed dotted line), determines the pulse height induced by the FF.
The resulting pulse-shape, is different to the semi-Gaussian pulse-shape produced with the analogue
spectroscopic amplifier. The same signal processing routines are also applied to the summing signal to
produce the corresponding pulse height PΣ.
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Figure 12: A signal is processed with CR− RCn filter which enhances the signal-to-noise ratio as n
increases. The amplitude of the signal is proportional to the integrated charge.

4.3.2 Alpha pile up correction

The 234U sample is a strong α-particle source (∼230 kBq/mgU) (see appendix A.2). This leads to
pile-up effects when α-particles are emitted close in time with a FF. One example is shown in Fig. 13a,
with three piled-up α-particles. In addition there is hydrogen in the Ar− CH4 counting gas inside the
chamber. Neutron-proton elastic scattering will add a small contribution to the pulse height as well,
noticeable at higher neutron energies [25]. In the AA case normally the piled up events may be rejected
by sophisticated pulse pile-up rejection systems [6, 26]. Hence, the counting statistics is drastically
reduced in case of a strong α-emitter. Digital methods add a new dimension of correction possibilities
when each signal can be examined for pile-up and corrected for without discarding the whole event.
In practical terms, this is done by first differentiating the wave-form as shown earlier in Fig. 10b. The
strong change of pulse height caused by the FF is observed as the largest peak, whereas α-particles
generate small peaks hardly visible among the noise (see Fig. 10b, full line). By restricting the filtering
process to a small window around the large FF peak and setting all the differentiation outside this
range to zero, one can eliminate the major part of the pile-ups. A clean wave-form is reproduced by
integration, free from α-particle and proton recoil contributions as seen in Fig. 13a by the full line.

The α-particle pile-up influences also the drift-time angle determination. If an early pile-up occurs
in coincidence with a FF then the determination of the drift time is biased by the portion of the
present pile-up. This leads to a false triggering and a displacement of the drift-time distribution. This
was observed both in the AA and DA case (see arrows in Fig. 13b). In DA the α-particle pile-up
correction was reducing the problem, however not entirely in case the α-particle pile-up contribution
was too close in time to the FF and, hence, within the integration window around the centre-of-gravity
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position. One possible correction is to introduce a narrower integration window around these piled-up
events. In the summing method this contribution is canceled out in first order when applying Eq. (17).

The ballistic-free current signal I(t) from Eq. (20) is integrated to produce the ballistic-free charge
signal. The integration window is restricted around the centre-of-gravity pulse. This is to eliminate pile-
up contribution mainly but also to reduce the contribution from the electronic noise. The integration
window is dependent on the pulse shape of the signal. The integration window is determined through
a CFD on the anode signal rise-time, at 10 % for start trigger Tr10 and at 90 % for stop trigger Tr90.
The integration window start 120 channels (1.20 µs) before Tr10 and ends 60 channels (0.6 µs) after
Tr90 as expressed in:

Qi (t) = [Qi (t) = 0]Tr10−120
0 +

Tr90+60∑
i=Tr10−120

Ii (t) + [Qi (t) = n0e]
1024
Tr90+60 , (24)

where n0e is the average pulse height from the maximum over 20 channels from Tr90 +40 to Tr90 +60.
The integration window should preferably be chosen short enough to reduce the major part of the
pile-ups and long enough to ensure the total integration of all signals.
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Figure 13: a: One event from 234U (n, f), with three α-particle pile-up events before correction (dashed
line) and after the correction (full line). b: Drift-time versus pulse-height distribution. False triggering
from early α-particle pile-up is observed as time-uncorrelated events (indicated by the arrows).

4.4 Relative calibration and drift monitoring

Prior to the experiment an electronic calibration needs to be done in order to calibrate the different
output channels. A precision pulse generator was used for this purpose. The same pulse generator
is used in the experiment to monitor drifts in the electronic circuit. Unfortunately, electronic drifts
happen randomly in time and the pulse generator is used to correct for the corresponding pulse heights.

4.5 Energy-loss correction

Once the pulse heights are produced, the FF analysis can start separately in the analogue and digital
case. Along their linear motion from the place of origin, the FF lose some of their energy in the target
material. The amount of this energy loss is assumed to be proportionally dependent on the emission
angle. The energy losses differ for the two chamber sides due to the backing material on the second
side. Fragments in the sample side go through the material thickness, whereas the other FF travel
through the sample+backing side. As a result, the sample side is less affected by energy losses than
the backing side. The energy-loss correction for each chamber side is performed as a mean correction
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for each segment of solid angle. For each angular segment of ∆cos = 0.005 the average position of
the pulse-height distribution is plotted as a function of cos−1 (θ) as shown in Fig. 14. To correct
for the energy straggling, linear fits are applied to both chamber sides and extrapolated to the y-axis
corresponding to an ideal energy-loss free channel E0. This imaginary point correspond to an infinitely
thin sample without energy losses. The energy difference E0 − 〈E〉 is used to correct each channel to
E0.
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Figure 14: The energy-loss correction uses the pulse height as a function of cos−1 θ to extrapolate to
the y-axis. The crossing point between the two chamber sides gives the energy channel corresponding
to an infinitely thin sample (no energy losses).

The corrected pulse-height distribution as a function of emission angle is shown in Fig. 15.
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Figure 15: Energy-loss correction for the backing side. Before correction in (a) and after correction in
(b).
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5 Results

The results presented in this work are based on papers I, II and III. The measurements performed (Table
2) were used to compare the AA and DA systems. The comparison is presented in this work along with
the first results concerning the fluctuation of FF properties in 234U(n, f). The angular anisotropy is
measured as a function of incident neutron energy. Finally the results from the grid-inefficiency study
is presented.

5.1 Digital data acquisition

5.1.1 Drift Stability

During the experiment it was observed that the DA data showed higher drift stability than the AA
data. These drifts were found in the mean FF pulse height of AA (Fig. 16a). A precision pulse
generator, continuously running during the experiment confirmed these drifts (Fig. 16b). Only the
anode channel from one chamber side was affected. However, this was only seen in the analogue case
and hence, was due to electronic drifts in the NIM modules used in the anode chain (Fig. 8).
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Figure 16: a) During the measurement a drift occurred on the analogue data on side 1. The drift is
not seen in the the AA data from the second side. Both sides from DA data are free from the drifts.
b) The drift seen in the third run (a) is visible on the pulse generator signal. The pulse is used to
correct for the drift.

5.1.2 Shaping time on CR− RC4 shaping filter

In order to choose the shaping time τ for the CR− RC4 filter the following study was performed.
Several shaping times (0.2, 0.5, 1.0 and 2.0 µs) were tested during the DSP routines as mentioned in
sec. 4.3.1. The difference between 0.5, 1.0 and 2.0 µs was negligible. However 0.2 µs was too low and
resulted in a modification to the pulse-height distribution (see Fig. 17a). A comparison between the
angular distributions of 0.5 and 2.0 µs is shown in Fig. 17b showing no significant difference. The
further analysis performed was based on 0.5 µs.
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Figure 17: Different shaping times tested for the CR− RC4 filter. a) The shaping time of 0.2 µs was
too low and resulted in a modified pulse-height distribution. Note that as eye guide, the pulse heights
in (a) were shifted so the light mass peaks overlap. b) A comparison of the cosine distributions for 0.5
and 2.0 µs. The results are independent from the shaping time used.

5.1.3 Alpha pile-up correction

The energy-loss correction discussed in sec. 4.5 for 234U (n, f) was affected by the high α pile up.
The pulse height in the AA case was found to be too high compared to the reference calibration with
235U (nth, f) (see Fig. 18a). The pulse height as a function of cos−1 θ was extrapolated to intersect
the y-axis. The ideal energy-loss free channel E0 was about 1.5 MeV higher in case of AA. However,
due to the α pile up correction discussed in sec. 4.3.2, the DA data gave consistent results. The high
α activity of the 234U sample was successfully corrected for in the digital analysis and the pile-up
contribution was rejected. The events were not discarded but corrected and used for further analysis.
In order to correct the AA data on an average base, the DA results were used to scale down E0 to be
consistent with the energy calibration from 235U (n, f).
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Figure 18: a: Energy loss correction in AA for both chamber sides. The crossing point for 234U (n, f)
is too high compared to 235U (n, f), due to the α-particle pile-up effect. b: Energy-loss correction in
digital case. The successful pile-up correction decreases the PH in case of 234U (n, f). A1 and A2
correspond to anode 1 and 2, respectively.
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5.2 Results on emission angle

5.2.1 Drift-time method

The drift-time technique was investigated in the DA case, using CFD and LE set at different levels on
cathode and anode signals in order to simulate the corresponding modules used in AA. The reference
for the comparison was the isotropic cosine distribution of the 235U (nth, f) reaction obtained from the
summing method. In the drift-time method an overshoot at lower cosine values was observed (see Fig.
19a). Varying the CFD trigger levels (10%, 5%, 4%, 3%) on the anode signal, we obtained an optimum
value around 3% of the anode signal as seen in Fig. 19a to determine the correct cosine distribution.
The result from the LE technique on the same data set is shown in Fig. 19b. The LE was set just
above the noise level after correcting for grid inefficiency. A third possibility exists in DA, using the
centre-of-gravity from the anode as stop signal. This method was not considered in this work, because
it cannot be tested in the AA case.

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0 1 . 2
0

5 0 0

1 0 0 0

1 5 0 0

2 0 0 0

2 5 0 0

3 0 0 0

3 5 0 0

 

 

Co
un

ts

C o s q T

 C F D  1 0 %    C F D  5 %
 C F D  4 %      C F D  3 %

a
 

 

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0 1 . 2
0

5 0 0

1 0 0 0

1 5 0 0

2 0 0 0

2 5 0 0

3 0 0 0

3 5 0 0

 

 

 
Co

un
ts

C o s q T

L e a d i n g  E d g eb
 

 

Figure 19: a: Angular distribution for CFD set at different levels in the drift-time determination for
235U (nth, f). b: The same distribution, when the LE technique was applied to the anode signal.

5.2.2 Angular distribution

The cosine distribution cos θLAB
Σ calculated from Eq. (17), is transformed from the LAB system to the

CM system according to:

cos θCM
Σ =

√
1−

ELAB
pre

ECM
pre

(
1− cos2 θLAB

Σ

)
, (25)

where ELAB
pre and ECM

pre are given by Eqs. (34) and (28). The angular distribution of the FF, for
235U(nth, f) is isotropic [27], as seen both in the digital and analogue cases within the experimental
uncertainty (Fig. 20a). In the case of 234U (n, f) at En = 2 MeV and En = 0.5 MeV, the angular
distributions is anisotropic (Fig. 21a and b) [28]. The good agreement between the AA and DA is also
seen in this case. The angular resolution, which is mainly sample-thickness dependent, is about 0.15
at FWHM for the 234U sample. It is determined as the difference between the cosine distributions of
the two ionization chamber sides (cos θΣ,1 − cos θΣ,2), with no significant difference between AA and
DA (Fig. 20b).
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Figure 20: a) Cosine distributions in the CM system for the isotropic reaction 235U (nth, f). b) The
difference between the cos θ distribution, from the two TFGIC sides. The angular resolution is about
0.15 at FWHM for both DA and AA.
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Figure 21: Cosine distribution for the anisotropic 234U(n, f) at 2 MeV (a) and 0.5 MeV (b).

5.2.3 Angular anisotropy

In order to calculate the angular anisotropy for the measured energies of 234U (n, f) (Tab. 2), the angu-
lar distributions are divided by the angular distribution from 235U (nth, f). The isotropic distribution
shown in Fig. 21 is taken as a reference. The ratio of the distributions is then fitted with the two first
even Legendre polynomials P0 and P2 for 0.3 ≤ cos θCM

Σ ≤ 0.9. The parametrization (Fig. 22) of these
two polynomials is given by

W (θΣ) = A0

(
1 +A2

(
1.5 cos2 θCM

Σ − 0.5
))

, (26)

where the parameters A2 is used to determine the anisotropy W (0o) /W (90o) according to

W (0o)
W (90o)

=
3A2

2−A2
+ 1 . (27)

23



0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 . 0
0 . 6
0 . 7
0 . 8
0 . 9
1 . 0
1 . 1
1 . 2
1 . 3
1 . 4
1 . 5
1 . 6

2 3 4 U ( 2 M e V )
2 3 5 U ( t h )

 

 

  
  L e g e n d r e  f i t  ( P 0  &  P 2 )

W(
q)

c o s ( q C M S )

Figure 22: Legendre fit to the ratio of angular distributions from 234U and 235U.

The anisotropy as a function of neutron energy, is shown and compared to literature data in Fig.
23.
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Figure 23: The angular anisotropy for 234U (n, f) relative to the isotropic 235U (nth, f). Strong
anisotropic behavior is observed around the vibrational resonance in agreement with literature data
[28, 29, 30].

The Legendre fit was performed also for other ranges. In Fig. 24 the difference in anisotropy is
seen for different fit ranges.
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Figure 24: Angular anisotropy for different Legendre-fit ranges.

5.3 Fragment energy- and mass determination

In order to calculate the pre-neutron emission fragment masses and their energies, the following cor-
rections have to be introduced.

5.3.1 Neutron-momentum transfer

The impinging neutron (mass mn) with the laboratory energy ELAB
n , transfers a linear momentum to

the compound nucleus (mass mcn). The FF in the backing side (i=2) gets a boost in the direction of
motion whereas the energy of the fragment in the sample side is reduced (i=1). The FF energies in
the LAB system ELAB

i are corrected and transferred to the CM system ECM
i according to:

ECM
i = ELAB

i ± 2m−1
cn

√
m∗

i mnELAB
i ELAB

n cos θLAB
i + m−2

cn mnm∗
i ELAB

n , (28)

where the negative sign applies for the chamber side closest to the neutron beam (i=1). The provisional
fragment masses m∗

i are determined using the conservation of linear momentum:

m∗
1ELAB

1 = m∗
2ELAB

2 . (29)

Using conservation of mass m∗
1 + m∗

2 = mcn in Eq. (29) gives the so-called provisional masses:

m∗
1 =

mcnELAB
2

ELAB
1 + ELAB

2

and m∗
2 =

mcnELAB
1

ELAB
1 + ELAB

2

. (30)

5.3.2 Neutron multiplicity

The highly excited FF evaporate on average two to three neutrons per fission, to get rid of the major
part of the excitation energy. The neutron multiplicity ν (A,TKE, En) is a critical parameter in the
calculation of mass distributions. Since we do not measure the neutrons directly, an indirect way needs
to be applied in order to deduce ν (A,TKE, En). For 234U (n, f) the neutron multiplicity as a function
of mass, ν (A) , is not known. Hence, it is calculated based on experimental data of 233U (n, f) and
235U (n, f) [31] as seen in Fig. 25a. The calculation deduces the mean neutron multiplicity as function
of fragment mass ν (A)

ν234 (A) = ν233 (A)
(

1 +
1
2

(
ν235 (A)
ν233 (A)

− 1
))

(31)
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The prompt neutron multiplicity also depends on the TKE as well as the incident neutron energy. The
TKE-dependency in ν(A,TKE) was parameterized based on Eq. (32) according to Ref. [32]

ν234 (A,TKE) = ν234 (A) +
ν234 (A)

ν234 (A) + ν234 (ACN −A)
〈TKE (A)〉 − TKE

Esep
, (32)

where Esep = 8.6 MeV is the neutron separation energy. A correction for the neutron-energy depen-
dency of total ν was introduced based on experimental values from Ref. [33].
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Figure 25: a) The sawtooth shape of the neutron multiplicity with experimental data from [31] for
ν233 (A) and ν235 (A) . b) The neutron multiplicity dependency on the neutron energy interpolated to
experimental data [33, 34].

5.3.3 Pulse-height defect

The amount of ionized atoms n0 for each fission event should stay constant until the full charge signal
n0e has been developed on the anode. In reality n0 decreases due to some inherent properties within
the counting gas. The electrons could shortly after they are liberated, recombine with their atoms or
with other positive ions in the gas. Changes in electric field locally due to the concentration of electric
charges can also decrease the charge. In addition, not all interactions between the FF and the gas
result in an ionization. All these effects normally attributed to the pulse-height defect (PHD) need
to be corrected in the analysis. The PHD is mainly dependent on the fragment mass and energy. A
parametrization of the PHD is done using

PHD
(
Apost, Epost

LAB

)
= αEpost

LAB +
ApostEpost

LAB

β
+
Apost

γ
. (33)

The parameters α, β and γ are determined once for the calibration run of 235U (nthermal, f) and then
used for 234U (n, f). The parameters are together with the channel-to-energy calibration factor (k)
tuned in order to achieve the mean heavy mass peak 〈AH〉 = 139.6 amu and the total kinetic energy
〈TKE〉 = 170.5± 0.5 MeV.

5.3.4 Mass calculation

To calculate the pre-neutron emission masses and energies, an iterative process is followed. The post-
neutron emission energies in the LAB system ELAB

post are used to calculate the pre-neutron emission
energies ELAB

pre as:

ELAB
pre =

Apre

Apre − ν (A,TKE)
ELAB

post . (34)
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To transform ELAB
pre to ECM

pre , the calculated value from Eq. (34) is inserted in Eq. (28). ECM
pre is then

used to calculated the pre-neutron masses according to:

m1,pre =
mcnECM

2,pre

ECM
1,pre + ECM

2,pre

and m2,pre =
mcnECM

1,pre

ECM
1,pre + ECM

2,pre

. (35)

The calculated mpre values from Eq. (35) are used to re-calculate ν234 (A,TKE) from Eq. (32). The
new neutron multiplicities lead to new post-neutron emission masses since

mpost = mpre − ν234 (A,TKE) . (36)

The new masses mpost lead to new PHD values through Eq. (33), and hence to new energies ELAB
post

and ELAB
pre . The process is looped until the difference between the latest and former masses mpre is less

than 1/16. Only masses from events with cos θCM
Σ ≥ 0.5 are used in the further calculation, in order

to minimize effects from high angles with bad angular resolution.
Finally when the masses are calculated, the energy calibration described in sec. 5.3.3 is used to

obtain the mean heavy mass peak 〈AH〉 = 139.6 amu and the total kinetic energy 〈TKE〉 = 170.5±0.5
MeV for 235U (nthermal, f) (see Fig. 26).
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Figure 26: a) Pulse-height defect compared to data from [35]. b) Total kinetic energy (TKE) as function
of pre-neutron emission fragment mass. The channel-to-energy factor and the PHD parameters are
fine-tuned to obtain the literature data of 235U (nthermal, f).

5.3.5 Energy- and mass distributions

The FF energy distribution for 235U (nth, f) in the CM system is shown in Fig. 27a. The results from
AA and DA are in perfect agreement. The mean value of both energy distributions, differ no more than
20 keV. The resolution in terms of peak-to-valley ratio is nearly identical. However, for 234U (n, f),
the α-particle pile-up causes a difference in resolution. The DA result implied better resolution (Fig.
27b), since the α-particle pile-up correction was carried out on event-by-event basis. The correction in
the AA case is only an average correction to the pulse-height distribution, leading to a deterioration
of the resolution due to the added pulse height. This affects the distribution populating more in the
valley region and broadening both distribution peaks. The peak-to-valley ratio is 14.3 for DA and 8.5
for AA.
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Figure 27: a) Energy distributions in CM system for 235U (n, f) with a perfect agreement between
AA and DA. b) The DA results gives better energy resolution as seen in the energy distributions of
234U (n, f) at 2 MeV. The improvement is attributed to the successful α pile up correction.

The final pre-neutron emission mass distribution, obtained using Eq. (35) is shown in Fig. 28 for
235U (nth, f). The results from DA and AA are both consistent with experimental data from Ref. [36].
For 234U (n, f) the mass distributions are still under investigation. However the first results confirms the
expected increment of symmetric fission around mass numbers A=117 and A=118, with the increased
neutron energy.
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Figure 28: a) Mass distribution of 235U (nth, f) for DA and AA systems compared with literature data
[36]. b) Mass distributions for a subset of the measurements of 234U (n, f) shows that the symmetric
fission increases with neutron energy.

5.4 The Frisch-grid inefficiency experiment

The study on the GI correction (see sec. 3.5) resulted in a support for the additive approach confirming
the results reported in Ref. [8]. The use of different grids implied different inefficiency values. As a
result, the detected pulse height was lower for the grid with higher GI (See the sample side in Fig.
29a). For the backing side, the same mesh grid was used, hence the identical distribution was faced.
This fact ensures that no drifts occurred which could have shifted the pulse heights on both chamber
sides.
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Figure 29: a) A lower pulse-height distribution is observed in the sample side due to the double grid-
wire spacing, i.e. a higher σ. b) Perfect overlap of pulse-height distributions from the raw data of Grid
I and II measurements, backing side. The same mesh was used in both runs.

5.4.1 Experimental determination of σ

In order to estimate the values of σ the following procedure was followed. A linear fit was applied to
both QA and QC in the region between TC and TG (See Fig. 30a). In this region Eq. (8) is valid
which implies that the ratio of the angular coefficients gives σ. For all three grids, σ is measured and
presented in Fig. 30b. Since QC contains the induction from both fragments in each hemisphere, QΣ

was used instead, since QC = QΣ is valid individually for each chamber side.
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Figure 30: a) The voltage output from the preamplifier as a function of time (10 ns/channel) for grid
II (σII = 0.083). After the time TC the electrons start to drift away from the cathode, at TG they
reach the grid and at time TCOG, the centre-of-gravity of the electron cloud passes the grid. Finally,
at TA the last electrons reach the anode. b) The GI distributions for the three grids as determined
experimentally from Eq. (8). The given σ are the mean values of the distributions. The calculated
values σcalc according to Eq. (6) are also given.

5.4.2 Comparing the two correction methods

Both corrections were applied to the data from Fig. 29, using the GI values shown in Fig. 30b. The
additive correction following Eq. (11),corrected properly for the difference in the sample side. The
pulse-height distributions from the two measurements were perfectly overlapping as seen in Fig. 31a.
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Applying the subtractive approach presented in Eq. (9) to the same data, increased the difference as
seen in Fig. 31b. The subtractive approach fails of give grid-independent results.
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Figure 31: Pulse-height distribution from the two identical measurements with 1 mm and 2 mm grids,
after GI correction. The additive correction (Eq. (11)) leads to identical distributions (a). The
subtractive method (Eq. (10)) fails to result in the same distributions (b).

5.4.3 Impact on energy- and mass distributions

In the previous section, it was shown that the additive approach is the proper way of treating the GI.
Due to the incomplete shielding, less signal is induced which implies that Eq. (11) is right rather than
Eq. (9). In order to understand the impact of choosing the wrong treatment, both equations were
used on the data from 235U(nth, f). The use of either correction method was giving consistent results
in terms of energy- and mass distribution as seen in Fig. 32.
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Figure 32: Energy- (a) and mass (b) distributions for the 235U (nth, f) reaction. Both correction
methods are shown to be consistent with literature [36].
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6 Conclusions

6.1 Nuclear electronics

The first study concerned the nuclear electronics in use particularly in neutron-induced fission exper-
iments. An investigation was carried out to compare modern digital data acquisition systems with
the well-tested conventional analogue systems. The DA gave consistent angle-, energy- and mass dis-
tributions for the 235U (n, f). The agreement with the AA data was nearly perfect. However, when
introducing the high α active 234U sample, the DA was Superior. The energy resolution was better
due to the successful pile-up correction. The events were not discarded but simply corrected and used
thereafter. The DA allowed for extended possibilities for off-line analysis, since the whole digitized
waveform was stored. The optimum settings for the drift-time method could be done offline. Con-
cerning drift stability, the DA was found far more stable than AA. The conclusion from this study is
that digital acquisition systems is superior to the conventional analogue systems. With this respect,
the replacement of AA with DA is natural.

6.2 Fission fragment studies

The second part of the work concerns the physics of the fission process. The angular anisotropy shows
strong variations around the vibrational resonance at 800 keV incident neutron energy. The results
were in good agreement with literature data. The preliminary results on the mass distributions for
234U (n, f) shows the expected increased symmetric fission with the incident neutron energy. Concerning
the absolute calibration reference, 235U (nth, f), the calculated mass distribution was in good agreement
with literature data.

6.3 The Frisch-grid inefficiency

The third part of this work was treating the GI. As discussed earlier, the pending ambiguity regarding
the proper correction approach was investigated. A TFGIC equipped with a 252Cf (sf) source, was
used with two Frisch grids with different wire spacing. Different GI values were encountered due to
the difference in wire spacing. The higher GI value implied a lower pulse height. Hence it was shown
that the additive approach is the correct approach in agreement with the most recent study on the GI
[8]. The effect of choosing either correction approach was studied as well, and it was found that the
influence of whatever approach chosen on energy- and mass distributions is indeed negligible.

6.4 Outlook

The next step is to complete the main task, namely to accurately determine the TKE- and mass
distributions for the different measurements as a function of the incident neutron energies. The two
dimensional mass distributions will be parametrized with the fission modes predicted by theory to
calculate the contributions for the different modes. The vibrational resonance region mentioned in
the introduction will be examined in finer steps to search for the predicted fluctuations of the FF
properties.
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Simutkin.
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A Appendix

A.1 Calculations on the fission count rate

In order to estimate the fission count rate, one needs the cross section σ, neutron flux φ and the number
of target nuclei Nk. The yield Y is given by

Y = σφNk . (37)

The number of nuclei Nk is dependent on the sample volume V, material density ρ and the atomic
mass A. It is given by

Nk =
VρNA

A
, (38)

where NA is Avogadro’s constant. The sample surface- thickness ∆ and surface area S are used in Eq.
(38) since S∆ = V ρ resulting the expression

Y =
σφS∆NA

A
. (39)

The count rate is calculated for the values A=234, NA = 6.022 · 1023, S = 7.067 cm2 and ∆ =
92.133 cm2. The cross section σ is taken from Ref. [20] and the neutron flux is calculated depending
on the neutron energy according to the program EnergySet [37]. The calculation is valid for the beam
current of 10µA and at 75 mm distance between the neutron-producing target and Uranium sample.
The calculation is shown as function of the incident neutron energy in Fig. 6.

A.2 Alpha activity of 234U sample

The high α-activity for our sample was estimated prior to the experiment. The half-life of 234U is

T 1
2

= 245500 years = 7.74209 · 1012 s. (40)

In terms of life time this gives

λ =
ln 2
T 1

2

= 8.95297 · 1014 s−1. (41)

The radioactive decay law (equation 42), differentiated gives the activity equation 43:

N = N0e−λt , (42)

−dN
dt

= λN0e−λt = λN . (43)

The number of uranium nuclei, N, in the sample is

N =
∆SNA

A
, (44)

where ∆ = 91.667 · 10−6gcm−2 is the target thickness, S = πr2 = 7cm2 is the sample surface area,
NA = 6.022 · 1023 and A is the atomic mass 234. Hence in the sample there are Nk = 1.6677 · 1018

Uranium-nuclei. Finally the α-activity is

−dN
dt

= 149300 α/s . (45)

This was confirmed from the tabulated specific activity data of 234U which is 231.3MBq/g. The mass
of the sample is

m = ∆ · S = 0.000648 g . (46)
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The α-activity according to this estimation is

dN
dt

= 231.3 MBqg−1 × 0.000648 g = 149900 α/s , (47)

which is close to the earlier obtained value in 45.

A.3 CR− RC4 filter design

For an input waveform W[i] the CR− RC4 filter operation produces the output function Ψ[i]:

Ψ[i] = Ψ[1] + Ψ[2] + Ψ[3] + Ψ[4] + Ψ[i] . (48)

The first four samples Ψ[1− 4] are given by:
Ψ[1] = ζ0 ·W [1] + ζ1 ·W [0]
Ψ[2] = ζ0 ·W [2] + ζ1 ·W [1] + ζ3 ·Ψ[1]
Ψ[3] = ζ0 ·W [3] + ζ1 ·W [2] + ζ3 ·Ψ[2] + ζ4 ·Ψ[1]
Ψ[4] = ζ0 ·W [4] + ζ1 ·W [3] + ζ3 ·Ψ[3] + ζ4 ·Ψ[2] + ζ5 ·Ψ[1]

(49)

where the coefficients ζi are given by:

x = e−τ

ζ0 = 0.5 · (1− x)4 (1 + x)
ζ1 = −0.5 · (1− x)4 (1 + x)
ζ2 = 5 · x
ζ3 = −10 · x2

ζ4 = 10 · x3

ζ5 = −5 · x4

ζ6 = x5

. (50)

For the channels 5 ≤ i ≤ 1024, the output Ψ[i] is:

Ψ[i] = ζ0 ·W [i]+ζ1 ·W [i−1]+ζ2 ·Ψ[i−1]+ζ3 ·Ψ[i−2]+ζ4 ·Ψ[i−3]+ζ5 ·Ψ[i−4]+ζ6 ·Ψ[i−5] . (51)
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List of abbreviations

• A= Anode

• AA = Analogue data Acquisition

• C = Cathode

• Cf= Californium

• CFD= Constant Fraction Discrimination

• CM = Center of Mass system

• CoG= Centre of Gravity

• DA = Digital data Acquisition

• DSP = Digital Signal Processing

• DT= Drift time

• G = Grid

• GI = Grid Inefficiency

• FGIC = Frisch Grid Ionization chamber

• FF = Fission Fragment

• JEFF= Joint Evaluated Fission and Fusion File

• LAB = Laboratory system

• LDM = Liquid Drop Model

• LE = Leading Edge

• MeV = Mega Electron Volt ( 1 eV = 1.6021765 · 10−19 J)

• MM-RNR = Multi-Modal Random Neck-Rupture

• PHD = Pulse Height Defect

• SA = Spectroscopic Amplifier

• TAC= Time to Digital Converter

• TFA = Timing Filter Amplifier

• TFGIC = Twin Frisch Grid Ionization Chamber

• TKE = Total Kinetic Energy

• U = Uranium
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