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#### Abstract

We propose a ground target recognition method based on 3D laser radar data. The method handles general 3D scattered data. It is based on the fact that man-made objects of complex shape can be decomposed to a set of rectangles. The ground target recognition method consists of four steps; estimation of the target's 3D size and orientation, segmentation of the target into parts of approximately rectangular shape, identi cation of segments that contain the main parts of the target and matching the of target with CAD models. The core in this approach is rectangle estimation. The perfor- mance of the rectangle estimation method is evaluated statistically on simulated data. A case study on tank recognition is shown, where 3D data from three fundamentally different types of laser radar systems are used.
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## I. Introduction

## A. Ground target recognition using 3D imaging laser radar

Laser radar systems have been investigated over several decades primarily for military applications [19, 25, 26]. The high resolution in angle-angle-range makes 3D imaging possible and due to the short wavelength, in general $0.5-10$ $\mu m$, detailed range images of objects and background can be obtained. Due to the high resolution, even at km distances, details of a target can be resolved. This can be used for automatic target recognition (ATR). For example, if main parts of a tank (the barrel and turret) can be extracted, the hypothesis that the target is a tank is strengthened. Further, if articulated parts of a target can be identified, the target recognition can be simplified as the degrees of freedom reduce.

In this paper we propose a ground target recognition method based on 3D laser radar data. The method handles general 3D scattered data. It is based on the fact that man-made objects of complex shape can be decomposed into a set of rectangles. The method consists of four steps; 1) estimation of the target's 3D size and orientation, 2) segmentation of the target into parts of approximately rectangular shape, 3 ) identification of segments that contain the main parts of the target and 4) matching the target with library models.

From a computer vision perspective, this sequential processing of data is not optimal. An advantage is that even if a matching model cannot be found, we can report the estimated size and orientation and possibly some identified features. Further, when performing matching, the list of possible models has been limited.

[^0]
## B. The ATR framework

The framework of the target recognition method proposed in this paper is described in [2, 3, 15]. The framework is a query-based multi sensor information system for ground target recognition. Based on an operator's query, the system selects proper sensor data and analysis algorithms to perform the task. Once the target is detected, a four-step target recognition process is performed. The recognition is based on infrared, visual and laser radar data. First the sensor data is analyzed to estimate target attributes, for example position, dimensions and temperature. The attributes from different algorithms are then fused. Based on the attribute fusion, models of typical military vehicles are selected and the models are matched with sensor data. The model library contains wire-frame CAD models with thermal and visual textures. The results from the model matching are then subject to model match fusion and finally the most likely match results are presented to the operator. The method described in this paper is used both in the attribute estimation and in the model matching.

## C. Outline

In the next section, we review some of the ATR work based on laser radar data and methods for rectangle estimation. In Section III, the rectangle estimation method is described and analyzed. In Section IV, the segmentation of objects with complex shape is described. In Section V, we propose a ground target recognition method based on rectangle estimation and in Section VI it is applied to tank recognition. The results and future work are discussed in Section VII and in Section VIII we conclude this paper.

## II. RELATED WORK

## A. Vehicle recognition using laser radar

Several ATR methods or systems for recognition of military ground vehicles based on laser radar data have been proposed over the years $[3,10,30,31,33,35]$. During the last years, also ATR of civilian personal cars, mainly for traffic monitoring, have been proposed [16, 28, 34].
The approaches are applied to data of different resolution and different perspectives of the target. In [3, 28, 33]-[35], low resolution data is considered. A typical data set contains up to a few hundreds samples on a target, while [28] handles very low-resolution data (approx. 1.5 points $/ \mathrm{m}^{2}$ ). In [10, 16, 30, 31], there are typically several hundreds of samples on the target. Typically, the data is collected in a forwardlooking perspective, while in [3] and [28] were down-looking perspective data is considered. Often data is obtained using a scanning laser radar system, which results in irregularly sampled data. In [30, 31, 35], the laser sensor works in staring
mode, which gives regularly sampled data. Further, in [16, 30], data is collected from several views, which results in data that is less self-occluding.

In most cases, the ATR process is divided into two steps. Usually the first step consists of fast feature extraction or silhouette calculations [10, 31, 33, 34]. The feature extraction can retrieve geometrical properties of the target [3], lowerdimensional properties [35] or more abstract features like spin image representation [16, 30] (see [20] for description of spin images). The first step is used to reduce the list of potential targets. Then, the remaining targets are subject to 3D matching with library models, which are represented by CAD models $[3,10]$, some representation generated from CAD models [31, $33,35]$ or 3D scatter data [10, 30, 34]. The ATR approach [35] is further evaluated in [18]. In [28], learning is used for the recognition. The methods in $[10,16,30]$ can handle partly occluded targets. The problem with partly occluded targets is discussed, for example, in [3].

## B. Rectangle estimation for complex shape analysis

When analyzing an object with complex shape, registered in 2 D by passive imaging or projection of 3D data, the orientation can be estimated by rectangle fitting. An iterative approach is proposed in [12]. In [9, 32, 36], non-iterative approaches to rectangle estimation is used to find good initial values for further processing. The objects that are characterized are asteroids [36], buildings [32] and vehicles [9], respectively. In $[32,36]$, eigenvalue calculations are used to estimate the orientation of the object. After that, a rectangle that bounds the object samples [36] or is optimal in second order moment [32] is calculated. In [9], a rectangle that bounds the object data is estimated by solving an optimization problem, which is described further in Section III.

## III. Rectangle estimation

## A. Definition

The current approach for rectangle estimation has been described independently under the name Rotating Calipers [29] and in [8, 9]. This rectangle estimation approach is more general than the methods based on principal axis estimation [32, 36], as there is no demand that the orientation scatter matrix must be positive definite.

We describe the rectangle estimation problem as an optimization problem. A straight line in two dimensions is described as $n_{1} x+n_{2} y-c=0$, where the normal vector $\mathbf{n}=\left(n_{1}, n_{2}\right)^{T}$ defines the slope of the line and $c$ the distance to origin and $(x, y)$ is measurement data known to be on the object, possibly contaminated with noise. The points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{N}, y_{N}\right)$ are inside the rectangle or on one of the sides of the rectangle if

$$
\begin{align*}
& \text { Side } 1: \quad n_{1} x_{i}+n_{2} y_{i}-c_{1} \geq 0, \quad i=1, \ldots, N  \tag{1a}\\
& \text { Side } 2: \quad-n_{2} x_{i}+n_{1} y_{i}-c_{2} \geq 0, \quad i=1, \ldots, N  \tag{1b}\\
& \text { Side } 3:  \tag{1c}\\
& \text { Side } 4 \tag{1d}
\end{align*}: \quad n_{1} x_{i}+n_{2} y_{i}-c_{3} \leq 0, \quad i=1, \ldots, N, \quad-n_{2} x_{i}+n_{1} y_{i}-c_{4} \leq 0, \quad i=1, \ldots, N
$$



Fig. 1. Illustration of the parameters estimated in the rectangle estimation. A set of samples (dots), the convex hull (dashed line) and the estimated rectangle (solid line). The samples belonging to the convex hull are encircled. The parameters are length (l), width (w), orientation $(\phi)$, convex hull area $\left(A_{C}\right)$ and rectangle area $\left(A_{R}\right)$.
where $\mathbf{n}^{T} \mathbf{n}=1$. If we introduce $X_{i}=\left(x_{i}, y_{i}\right)$ and the rotation matrix

$$
R=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

we can formulate the rectangle estimation problem as a minimization problem, where the rectangle's area is the objective function:

$$
\begin{equation*}
\min \quad\left(c_{3}-c_{1}\right)\left(c_{4}-c_{2}\right) \tag{2}
\end{equation*}
$$

subject to

$$
\begin{aligned}
X_{1, i} \mathbf{n}-c_{1} & \geq 0, \quad i=1, \ldots, N \\
X_{1, i} R \mathbf{n}-c_{2} & \geq 0, \quad i=1, \ldots, N \\
X_{1, i} \mathbf{n}-c_{3} & \leq 0, \quad i=1, \ldots, N \\
X_{1, i} R \mathbf{n}-c_{4} & \leq 0, \quad i=1, \ldots, N \\
\mathbf{n}^{T} \mathbf{n} & =1 .
\end{aligned}
$$

Based on the estimates of $\mathbf{n}$ and $c_{j}, j=1, \ldots, 4$, the rectangle's length, $l$, width, $w$, area, $A_{R}$, and orientation, $\phi$, are calculated, as illustrated in Figure 1.

Problem (2) is not convex, as the objective function and the last constraint are not convex, but it is proven in [9, 23] that there exists a unique solution. There is a constraint that limits the number of possible orientations of the rectangle, see Theorem 1.

Theorem 1 (Minimal rectangle): The rectangle of minimum area enclosing a convex polygon has a side colinear with one of the edges of the polygon.

Proof: See [11]. The proof is also performed in [8, 9, 23].

Using this theorem, we can limit the number of possible orientations of the rectangle, only rectangles that have one side colinear with one of the edges of the convex hull (that is a convex polygon) have to be tested.
In [9] and [29] (almost similar) algorithms are given for calculation of (2) in linear time, i.e., $O\left(N_{v}\right)$ where $N_{v}$ is the number of vertices in the convex polygon. Further, the convex hull can be calculated in $O(N \log N)$ time if data is unsorted and in $O(N)$ time if data is sorted ( $N$ is the number of samples). In [8] a sorting algorithm for scanned laser radar data is proposed, whose execution time is linear in the number of samples. The implementation [9] is based on that four samples shall span the rectangle, one sample for each side, i.e., we have $N_{v} \geq 4$.

## B. Performance

The performance of the estimation method (2) is investigated in Monte Carlo simulations. The performance is evaluated in terms of correctness in estimates of $\theta=\left(l, w, \phi, A_{R}\right)$. Further, the ratio between the convex hull's area and the rectangle's area, $A_{C} / A_{R}$, is studied. We start with random placement of $N$ samples in $(x, y)$, where $x \in \mathcal{U}\left(-l^{0} / 2, l^{0} / 2\right)$ and $y \in \mathcal{U}\left(-w^{0} / 2, w^{0} / 2\right)$, respectively, where $\mathcal{U}(\cdot)$ is the uniform distribution. These samples are considered noise free. Random errors, Gaussian distributed with zero mean and equal variance $\sigma_{e_{x}}^{2}=\sigma_{e_{y}}^{2}$ are added to $(x, y)_{i}, i=1, . ., N$. The noise is generated separately for $x$ and $y$. The parameters $\theta$ are estimated using (2) on the perturbed data set. The statistical properties of the estimates are studied by the mean squared error (MSE) and bias, which are averaged over 100 sets. The MSE and the bias for parameter $\theta_{j}$ are defined as

$$
\begin{aligned}
\operatorname{MSE}\left(\hat{\theta}_{j}\right) & =E\left(\hat{\theta}_{j}-\theta_{j}^{0}\right)^{2}+E^{2}\left(\hat{\theta}_{j}-\theta_{j}^{0}\right) \\
& =\operatorname{Var}\left(\hat{\theta}_{j}\right)+\operatorname{bias}^{2}\left(\hat{\theta}_{j}\right),
\end{aligned}
$$

where $\theta_{j}^{0}$ is the true, but unknown, parameter and $\hat{\theta}_{j}$ is the estimate. The properties of the area ratio $A_{C} / A_{R}$ is studied using mean and standard deviation. The properties of the estimates are studied as a function of the number of samples, $N$, and signal to noise ratio (SNR). SNR is defined as

$$
\begin{equation*}
\mathrm{SNR}=\min \left(\frac{r(x)}{\sigma_{e_{x}}}, \frac{r(y)}{\sigma_{e_{y}}}\right) \tag{4}
\end{equation*}
$$

where $r(x)$ is the range in data, $r(x)=x_{\text {max }}-x_{\text {min }}$.

1) Length, width and area estimates: In Figure 2, the MSE in length estimate is shown for the case $l^{0} / w^{0}=2 / 1$. We can note a "knee" in the graph. For low SNR the dominating statistical distribution is the distribution of the noise, i.e., the Gaussian distribution. For high SNR, the dominating statistical distribution is the distribution of the samples, i.e., the uniform distribution. For lower SNR, more samples are needed to reach the uniform distribution as the dominating one. Similar results were obtained for $l^{0} / w^{0}=3$ and $l^{0} / w^{0}=4$. Similar results were also obtained for width and area estimates, see [14]. The length, width and area estimates contain bias. It is shown in $[14,22]$ that $\operatorname{bias}(l)=2 l_{0} /(N+1), \operatorname{bias}(w)=2 w_{0} /(N+1)$ and $\operatorname{bias}\left(A_{R}\right)=4 N A_{0} /(N+1)^{2}$.
2) Orientation estimates: In the Monte Carlo simulations of the orientation estimate, the squared bias level is $10-100$ times lower than the MSE. Further, there is no obvious structure in the bias plots. This means that $\operatorname{MSE}(\hat{\phi}) \approx \operatorname{Var}(\hat{\phi})$ for all SNR values and $N$ and that the orientation estimate is unbiased, see further evaluations in [14]. Figure 3 shows the MSE of the orientation estimate.
3) Area ratio $A_{C} / A_{R}$ : For the area ratio $A_{C} / A_{R}$, the mean and standard deviation are studied, see Figures 4-5. For noise free data we have $1 / 2 \leq A_{C} / A_{R} \leq 1$, where the lower limit is reached for three samples $(N=3)$. The upper limit is reached when there is an infinite number of samples. For a low SNR and a large number of samples the shape of convex hull will approach an ellipse, i.e., $A_{C} / A_{R} \rightarrow \frac{\pi}{4}(\approx$ $\left.10^{-0.1}\right)$. The knee in the graph in Figure 4 indicates when the


Fig. 2. MSE of length estimate, as a function of number of samples $N$ and SNR. Logarithmic scale on axes.


Fig. 3. MSE of orientation estimate, as a function of number of samples $N$ and SNR. Logarithmic scale on axes.
convex hull approaches an ellipse. For small samples sets, both high and low SNR, the standard deviation of the estimate is approximately $10 \%$ and when the number of samples increases the standard deviation decreases to $2-4 \%$.

## IV. SEGMENTATION OF COMPLEX SHAPES

Man made objects, like vehicles and buildings, are in certain projections of rectangular shape. When the objects are of more complex shape, they can usually be decomposed into a set of rectangles. In this section, we describe an approach to decompose a complex shape to a set of rectangles. The approach have similarities with [32], a main difference is that it handles irregularly sampled data.

This method works on 2D data retrieved from projections of 3D data. If the current data set is not approximately similar to a rectangle, the data set is considered to describe a complex shape and it will be subject to segmentation. We split the object recursively by sliding a splitting line that is parallel to first the primary and then to the secondary axis of the rectangle. The


Fig. 4. Mean of area ratio $A_{C} / A_{R}$, as a function of number of samples $N$ and SNR. Logarithmic scale on axes.


Fig. 5. Standard deviation of area ratio $A_{C} / A_{R}$, as a function of number of samples $N$ and SNR. Logarithmic scale on axes.
data set will be traversed a certain distance $\delta$ in each iteration. Tests have shown that $\delta$ should be of the same magnitude as the searched subparts of the object. The two subsets of the object (part) that have the smallest total area are selected for segmentation. The result of the segmentation is stored in a binary tree $T$. In a tree, each terminating node (leaf), $t$, contains indices to either a rectangle-like part of the object or a part that cannot be further split.

An indication that node $t$ needs further splitting is the dissimilarity of the bounding rectangle's area and the area of the convex hull of the samples stored in node $t$. The area ratio is similar to the Hausdorff measure used in [32]. Let $A_{R}(t)$ denote the bounding rectangle's area for the samples in node $t$ and $A_{C}(t)$ the area of the convex hull for the samples in node $t$. The area ratio for $t$ is defined as

$$
\begin{equation*}
M(t)=\frac{A_{C}(t)}{A_{R}(t)}, \tag{5}
\end{equation*}
$$

where $0<M(t) \leq 1$. If $M(t)$ is smaller than a threshold


Fig. 6. Example of splitting of node $t$. Left: node $t, M(t)=0.79$. Right: after splitting, the dashed rectangle is the rectangle for node $t$. Upper node is $t_{L}, M\left(t_{L}\right)=0.27$, and lower node is $t_{R}, M\left(t_{R}\right)=0.94$.
$\tau$, the data set stored in node $t$ is considered not being of rectangular shape. Thus, the contents in $t$ will be split to $t_{L}$ and $t_{R}$ (i.e., left and right leaf in the binary tree). The segmentation algorithm can be summarized in six steps:

1) Calculate $M(t)$, see (5).
2) Calculate SNR (4) and select $\tau$ from a table.
3) If $M(t)<\tau$, proceed below. Otherwise, terminate.
4) Split node $t$ into $t_{L}$ and $t_{R}$. Do one separation for each increment $\delta$.
5) Select the $t_{L}$ and $t_{R}$ that have the smallest total rectangle area.
6) Check area ratios $M\left(t_{L}\right)$ and $M\left(t_{R}\right)$ :
a) if $M\left(t_{L}\right) \geq \tau$ or $M\left(t_{R}\right) \geq \tau$, save $t_{L}$ or $t_{R}$, respectively, and terminate.
b) if $M\left(t_{L}\right)<\tau$ or $M\left(t_{R}\right)<\tau$, segment $t_{L}$ or $t_{R}$, respectively, further.
The threshold $\tau$ is based on statistics of the number of samples and SNR (4) in the current data set (see Figures 45, Section III), where the noise variance $\sigma_{e_{x}}^{2}$ is given by the measurement system model. Segmentation is only performed if $N \geq 8$. An example of segmenting is shown in Figure 6. On rare occasions the samples are distributed such that the convex hull contains less than four edges. Then the bounding rectangle cannot be calculated. The bounding rectangle for the contents in node $t_{L}$ (or $t_{R}$ ) will then be approximated by its upper bound:

$$
A_{R}\left(t_{L}\right) \leq A_{R}(t)-A_{R}\left(t_{R}\right)
$$

and the orientation will be estimated using principal component analysis.

## V. Application to ground target recognition

## A. Introduction

In this section, we apply the rectangle estimation and segmentation approach to recognition of ground targets. The main steps of the method are described here and are illustrated in the next section.

We assume that a vehicle viewed in different projections can be approximated by a set of rectangles and that in some
views the rectangles will describe the main parts of the target. When a target is measured with a laser radar, we can derive a 3D view of the object. This means that data can be projected to an arbitrary view. On the other hand, a laser beam does not penetrate dense materials like metal surfaces. Thus, we only collect data from the parts of the object that are visible from the laser radar's perspective (so-called self-occlusion). Further, in this application we cannot assume that the vehicle is placed in a certain pose relative to the sensor and we cannot assume any certain orientation or articulation of the vehicle.

The object recognition algorithm consists of four steps:

1) Estimate the target's $3 D$ size and orientation using the rectangle estimation method described in Section III.
2) Segment the target into parts of approximately rectangular shape using the method described in Section IV. The main parts of the object are stored in (some of) the terminating leaves.
3) Check the terminal nodes for possible target parts by simple geometric comparisons. One node can belong to several classes.
4) Match the entire object with a wire-frame model. The model's main parts are rotated to the estimated orientations.
By using a large segmentation step ( $\delta=1$ meter) the typical main parts of a vehicle can be detected. The mean of $A_{C} / A_{R}$ is used as threshold $(\tau)$.

## B. $3 D$ orientation estimation

We first study the object in top view and then rotate to side and front/back views. The 3D orientation consists of five steps:

1. Transform data to top view perspective.
2. Estimate a rectangle based on top view data $(x, y)$ using (2). The main directions of the target are given by the orientation of the rectangle. The yaw angle is given by the orientation of the rectangle's main axis.
3. Project the data set into the direction $\left(x^{\prime}, y^{\prime}\right)$, where $x^{\prime}$ is parallel to the main and $y^{\prime}$ is parallel to the secondary axis.
4. Estimate a rectangle based on side view data $\left(x^{\prime}, z\right)$. The pitch angle is given by the orientation of this rectangle.
5. Estimate a rectangle based on back/front view data $\left(y^{\prime}, z\right)$. The roll angle is given by this rectangle's orientation.

## C. Target segmentation and node classification

The target is segmented in each view and in horizontal and vertical directions, respectively. This results in six descriptions of the target, stored in six binary trees $T_{1}, \ldots, T_{6}$. Depending on the sample density, what parts of the target that are registered and the correctness in the 3D orientation estimation, some terminating leaves will contain the main parts of the target while other do not have a clear geometrical interpretation. The leaves of the six trees are searched for typical features, like barrel and turret, using geometric rules of length, width, height and distance between the part's inertia and the main part's inertia. The geometric rules are given by the model library.

## D. Matching

The 3D data of the target will be matched with a lowresolution CAD model. The distance between the target samples and the model facets is calculated using the bidirectional Hausdorff distance [6]. If the target's main parts have been identified the model's parts are rotated to the estimated orientations. Otherwise, the target will be matched with the model in default orientation.

The matching score is calculated using the relative mean squared error (RE) [7]. Let $(x, y, z)_{i}$ define target sample $i$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)_{i}$ the projection on the closest model facet. The RE is defined as

$$
\begin{equation*}
R E=\frac{H\left((x, y, z),\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right)}{S(x, y, z)} \tag{6}
\end{equation*}
$$

where $H\left(\left(x^{\prime}, y^{\prime}, z^{\prime}\right),(x, y, z)\right)$ is the MSE from the Hausdorff calculation

$$
\begin{aligned}
H\left((x, y, z),\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right) & =\frac{1}{2 N} \sum_{i=1}^{N}\left\|(x, y, z)_{i}-\left(x^{\prime}, y^{\prime}, z^{\prime}\right)_{i}\right\|_{2}^{2} \\
& +\frac{1}{2 K} \sum_{j=1}^{K}\left\|\left(x^{\prime}, y^{\prime}, z^{\prime}\right)_{j}-(x, y, z)_{j}\right\|_{2}^{2}
\end{aligned}
$$

where $K$ is the number of faces, and $S(x, y, z)$ is the spread in data estimated by

$$
S(x, y, z)=\frac{1}{N} \sum_{i=1}^{N}\left\|(x, y, z)_{i}-\bar{\mu}\right\|_{2}^{2}
$$

where $(x, y, z)_{i}, i=1, \ldots, N$, is the perturbed data set and $\bar{\mu}=\left(\bar{\mu}_{x}, \bar{\mu}_{y}, \bar{\mu}_{z}\right)$ is the estimated mean value. The RE is always nonnegative and for good initial fits of model and target, $H\left((x, y, z),\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right)<S(x, y, z)$ [7], thus $0 \leq$ $R E<1$.

The matching score can be improved by least squares fitting [5]. In this approach we minimize the distance between the targets samples and their projected samples, i.e.,

$$
\begin{equation*}
\min _{R, T} \sum_{i=1}^{N}\left\|(x, y, z)_{i}-\left(\left(x^{\prime}, y^{\prime}, z^{\prime}\right)_{i} R\right)+T\right\| \tag{7}
\end{equation*}
$$

where $R$ is the rotation matrix and $T$ the translation.

## VI. CASE STUDY: TANK RECOGNITION

In this section the steps of a target recognition process is shown in five examples. The examples show registrations of T72 tanks performed with three fundamentally different types of laser radar systems. Two of the laser radars register both 3D and reflectance, but the reflectance data is not used in this paper. All targets are placed in open terrain on grass fields and no occluding objects were present.

## A. The data sets

The first examples, target $\mathrm{A}, \mathrm{B}$ and C , are recorded with a helicopter-borne down-looking scanning laser radar ${ }^{1}$ [17]. The helicopter was flying at $25 \mathrm{~m} / \mathrm{s}$ at an altitude of 130 meters

[^1]above ground. The scanning laser radar operates in the near infrared (NIR) at $1.06 \mu m$ with $0.1 \mathrm{~mJ} /$ pulse and a sampling rate of 7 kHz . The footprint on ground is approximately 0.14 m and the distance between samples approximately 0.3 m along the scanning lines and 0.5 m between the scanning lines. The measurement uncertainty is approximately 0.1 meters in $x, y$ and $z$. The field of view is $20^{\circ}$ (degrees) perpendicular to the flight direction. The scanning constitutes a zigzag pattern on the ground and the resulting data is in point scatter format containing 3D position and reflected intensity in each sample, i.e., the data is an unordered set of samples $(x, y, z, r)$. The measurement model of this system is given in [13].
Target D is recorded with another scanning laser radar system ${ }^{2}$. It operates at $1.5 \mu \mathrm{~m}$ with a sampling rate of 2 kHz . The footprint on the target is approximately $0.015-0.02 \mathrm{~m}$ and the distance between samples is approximately 0.3 m both along and between the scanning lines. The maximum field of view is $40^{\circ} \times 40^{\circ}$ degrees. The resulting data, after post processing, is an unordered set of samples $(x, y, z, r)$. The measurement uncertainty is approximately 0.015 m in $x$ and $y$ and 0.02 m in $z$ (depth). The laser radar system was placed 5 m above ground and approximately 190 m from the target, to constitute forward-looking perspective.

Target E is recorded with a horizontally looking, groundbased range scanning system, i.e., a gated viewing system [24]. In gated viewing, a camera is time controlled with respect to a pulsed illuminating source. The gated viewing laser is an experimental system working at 532 nm with $63 \mathrm{~mJ} /$ pulse and a range gate of 40 ns (corresponding to a depth resolution of 6 meters). For every laser pulse approximately six meters of the terrain is illuminated. By sliding of the time gate, a sequence of 2D images is obtained. Using the method described in [4], the set of 2D intensity images are transformed into a regular grid with range information (3D data of the scene). The measurement uncertainty is approximately 0.02 m in $x$ and $y$ and 0.04 m in $z$ (depth). The system is ground-based and the target is registered at a distance of approx. 2 km in side-looking perspective. The field of view is approximately $0.5^{\circ} \times 0.5^{\circ}$.

## B. Preprocessing

We assume that the target area is detected [2, 3, 15]. An area of approximately $15 \times 15$ meters containing the target is selected. In this case, where the targets are placed in open terrain, we use step $4-5$ in the 3D orientation estimation algorithm (Section V-B) to estimate the ground's slope. We compensate for the slope and the ground and the targets are separated using height difference.

## C. $3 D$ orientation estimation

The 3D orientation and size estimates for target A-E are shown in Figures 9-13. The estimated dimensions are shown in Table I, the true orientations are not known. For target B, C and E the barrel is not pointing straight forward, this affects the length and width estimates. The length estimates for the

[^2]| Target | N | Length (m) | Width (m) | Height (m) |
| :--- | :--- | :--- | :--- | :--- |
| A w. barrel | 129 | $8.69(-0.96)$ | $3.58(+0.06)$ | $2.25(-0.24)$ |
| A no barrel | 126 | $6.67(-0.46)$ | $3.58(+0.06)$ | $2.25(-0.24)$ |
| B w. barrel | 191 | $8.98(-0.67)$ | $4.81(+1.29)$ | $2.46(-0.03)$ |
| B no barrel | 185 | $6.96(-0.17)$ | $4.01(+0.49)$ | $2.46(-0.03)$ |
| C w. barrel | 287 | $9.59(-0.06)$ | $3.86(+0.34)$ | $2.38(-0.11)$ |
| C no barrel | 281 | $7.25(+0.12)$ | $3.55(+0.03)$ | $2.38(-0.11)$ |
| D w. barrel | 770 | $8.84(-0.81)$ | $3.26(-0.26)$ | $2.57(+0.08)$ |
| D no barrel | 756 | $7.13( \pm 0)$ | $3.26(-0.26)$ | $2.57(+0.08)$ |
| E w. barrel | 1156 | $9.07(-0.58)$ | $3.55(+0.03)$ | $2.42(-0.07)$ |
| E no barrel | 1139 | $7.23(+0.10)$ | $3.55(+0.03)$ | $2.42(-0.07)$ |

TABLE I
ESTIMATED DIMENSIONS OF THE TARGETS, ESTIMATION ERRORS IN
parenthesis. The true values (from CAD model) are length WITH BARREL POINTING FORWARD: 9.65M, LENGTH WITHOUT BARREL 7.13 M , WIDTH 3.52 m AND HEIGHT 2.49 M .


Fig. 7. Result of segmentation of target $B$ in side view, short side segmentation. The data is divided into five segments, where one is identified as a barrel (marked with rhombs). Axes in meters.
complete target (with barrel) are within $\pm 10 \%$ of the true value and the length estimates for the target's main part (without barrel) are within $\pm 6 \%$ of the true value. The width estimates for the complete target (with barrel) are within $\pm 37 \%$ of the true value and the width estimates for the target's main part (without barrel) are within $\pm 14 \%$ of the true value. The reduction in length and width estimation errors are due to the removement of the articulated barrel. The height values for both the complete target and the main part are within $\pm 10 \%$ of the true values.

## D. Target segmentation and node classification

In Figures 7-8 the segmentations of target B are shown. For this target the main parts of a tank were identified in the side view projection. In Figures $9-13$ segmentation results of all targets are shown. It can be noted that for target A the turret is not identified. This is probably due to a combination of few samples on the turret and the pitch orientation of barrel. In both side and back/front view the turret and barrel are segmented as one part and thus not identified.


Fig. 8. Result of segmentation of target B in side view, long side side segmentation. The data is divided into three segments, where one is identified as a turret (marked with circles). Axes in meters.



Fig. 9. Result after node classification, target A. The rectangles show the estimated size and orientation. Identified barrel samples are marked with 'o'. Grey marks ground samples and black target samples. Axes in meters.


Fig. 10. Result after node classification, target B. The rectangles show the estimated size and orientation. Identified barrel samples are marked with 'o' and turret samples with 'x'. Axes in meters.


Fig. 11. Result after node classification, target C . The rectangles show the estimated size and orientation. Identified barrel samples are marked with 'o' and turret samples with ' $x$ '. Axes in meters.




Fig. 12. Result after node classification, target D. The rectangles show the estimated size and orientation. Identified barrel samples are marked with ' o ' and turret samples with ' $x$ '. Axes in meters.

## E. Matching

In the information system [2, 3, 15], matching is only performed with models of similar dimensions. To test this approach, matching is performed with several models that contain turret and barrel. In the model library five tanks, four armored personal carriers (APC), one howitzer and one multipurpose vehicle contain these subparts. A common target model library is used [1], where each model is described by its 3D structure (face/wire-frame models). The highest matching scores (lowest RE values) comes from matching of the T72 data with models of T72 and T80. A T80 has a shape that is very similar to a T72. Good estimates of orientation and articulation give quite good matching results even when parts of the target are missing. Least squares fitting (7) improved the results somewhat, see Table II and Figure 14.


Fig. 13. Result after node classification, target E. The rectangles show the estimated size and orientation. Identified barrel samples are marked with 'o' and turret samples with ' $x$ '. Axes in meters.

| Model $\backslash$ Target | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{D}$ | $\mathbf{E}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| T72 (tank) | $\mathbf{0 . 0 0 6 4}$ | $\mathbf{0 . 0 0 7 5}$ | $\mathbf{0 . 0 0 3 9}$ | $\mathbf{0 . 0 3 9 0}$ | $\mathbf{0 . 0 2 6 3}$ |
| T80 (tank) | $\mathbf{0 . 0 1 0 3}$ | $\mathbf{0 . 0 0 8 7}$ | $\mathbf{0 . 0 0 6 1}$ | $\mathbf{0 . 0 4 9 0}$ | $\mathbf{0 . 0 3 6 8}$ |
| Leclerc (tank) | $\mathbf{0 . 0 1 0 8}$ | $\mathbf{0 . 0 0 9 8}$ | $\mathbf{0 . 0 1 5 0}$ | $\mathbf{0 . 0 4 2 3}$ | 0.0460 |
| Leopard (tank) | 0.0323 | 0.0289 | 0.0303 | 0.0664 | 0.0698 |
| M1A1 (tank) | 0.0261 | 0.0206 | 0.0174 | 0.0662 | 0.0538 |
| BMP1 (APC) | 0.0203 | 0.0311 | 0.0236 | 0.0575 | $\mathbf{0 . 0 4 0 8}$ |
| BTR80 (APC) | 0.0343 | 0.0504 | 0.0368 | 0.0575 | 0.0492 |
| M2A2 (APC) | 0.0317 | 0.0435 | 0.0346 | 0.0643 | 0.0695 |
| MTLB (APC) | 0.0229 | 0.0385 | 0.0286 | 0.0855 | 0.0568 |
| M109 (how.) | 0.0348 | 0.0294 | 0.0600 | 0.0633 | 0.1179 |
| Hum-Tow (veh.) | 0.1596 | 0.2768 | 0.2022 | 0.2884 | 0.4149 |

TABLE II
Least squares fit with wire-frame models, RE values given. THE THREE LOWEST RE VALUES FOR EACH TARGET ARE IN BOLD FACE.


## VII. Discussion and Future Work

The proposed method assumes that most parts of the object have been registered, which demands that the detection method(s) and the target-ground segmentation are stable. This is the case when targets are placed in open terrain, but not for partly occluded targets. Detection of partly occluded objects needs further research. A laser radar's penetration capability of sparse structures, like vegetation and camouflage nets, is quite large [27, 30], which is promising from an ATR perspective. As data is a 3D scatter, there is some robustness in the method for objects with missing parts.

The rectangle estimation has quite large MSE and bias for small samples sets. This means that the estimation error of an articulated part (like a barrel) can be quite large. Further, to obtain good estimates of orientation and dimensions at least two sides of the target must be registered. To handle these problems iterative fitting approaches can be applied in the matching step. Application of an iterative fitting approach can also provide a method that can be used in target identification problems. The intensity values can also be used in this step [33].

We consider data as a 3D point scatter rather than a regular grid (a matrix). The reason for this is that 3D imaging systems may not collect data in matrix format in one single frame but from multiple views. Also, the spatial resolution is often rather low and we may introduce further uncertainties in data by resampling to matrix format.

The proposed method for 3D size and orientation estimation is fast but not minimum variance. It can be used to get good starting values for more accurate, iterative methods that use both object and surrounding background data [9]. Alternatively, the 3D size and orientation estimates can be used as starting values for more advanced target recognition methods, e.g., [2] and [21].

In the future, we will study detection methods for partly occluded objects. We will also apply iterative approaches in the matching step, to tackle the problems with unsatisfactory initial fits, small data sets and non-consecutive data sets.

## VIII. Conclusions

In this paper an approach to ground target recognition has been proposed. The method is based on general 3D scattered data and can handle arbitrary perspectives of the target. The object recognition algorithm consists of four steps; estimation of the target's 3D size and orientation, segmentation of the target into parts of approximately rectangular shape, identification of segments that contains the main parts of the target and finally, matching the target with CAD models.
The core in this approach is rectangle estimation. The proposed rectangle estimation method is minimum variance in orientation estimates but the length and width estimates contains bias. The target recognition approach was tested on five data sets of ground targets. The sets contained data from tanks and the number of samples on the targets varied from 129 to 1156 samples. The targets were registered in downlooking, forward-looking and side-looking perspective. The estimated dimensions were in most cases within $\pm 10 \%$ of
the true values. In the segmentation and node classification, the turret was identified in all five cases while the barrel was identified in four cases. In the matching step, the five targets were correctly recognized and the matching results improved somewhat by least squares fitting.
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## APPENDIX

These appendices contain internal notes that will be published in an internal report but not in the paper. Appendix A-E will be handed out to the referees.

## A. 3D orientation and size estimation - all results

The results of the 3D orientation and size estimation for targets $\mathrm{A}-\mathrm{E}$, are shown in Figure $15-19$. In the figures, the orientation and size estimates are shown by the ractangles, (back)gound samples are grey and target samples, used in the estimations, are black.



Fig. 15. 3D orientation and size estimation of target A. Axes in meters.


Fig. 17. 3D orientation and size estimation of target C. Axes in meters.


Fig. 18. 3D orientation and size estimation of target D . Axes in meters.


Fig. 19. 3D orientation and size estimation of target E. Axes in meters.

Fig. 16. 3D orientation and size estimation of target B. Axes in meters.

## B. Segmentation to rectangular parts - all results

In this section, the segmentations in all six views are shown for all targets.

1) Target $A$ : The segmentations of target A are shown in Figure 20-25. The barrel is detected in top view, short side segmentation direction (Figure 20). The barrel together with the turret are detected in both side view, long side segmentation direction (Figure 23) and back/front view, long side segmentation direction (Figure 25).


Fig. 20. Segmentation into rectangular parts of target A. Segmentation in top view along the rectangle's short side. Axes in meters.


Fig. 21. Segmentation into rectangular parts of target A. Segmentation in top view along the rectangle's long side. Axes in meters.


Fig. 22. Segmentation into rectangular parts of target A. Segmentation in side view along the rectangle's short side. Axes in meters.


Fig. 23. Segmentation into rectangular parts of target A. Segmentation in side view along the rectangle's long side. Axes in meters.


Fig. 24. Segmentation into rectangular parts of target A. Segmentation in back view along the rectangle's short side. Axes in meters.


Fig. 25. Segmentation into rectangular parts of target A. Segmentation in back view along the rectangle's long side. Axes in meters.
2) Target B: The segmentations of target B are shown in Figure 26-31. The barrel is detected both in top view, short side segmentation direction (Figure 26) and in side view, short side segmentation direction (Figure 28). The turret is detected in side view, long side segmentation direction (Figure 29).


Fig. 26. Segmentation into rectangular parts of target B. Segmentation in top view along the rectangle's short side. Axes in meters.


Fig. 27. Segmentation into rectangular parts of target B. Segmentation in top view along the rectangle's long side. Axes in meters.




Fig. 28. Segmentation into rectangular parts of target B. Segmentation in side view along the rectangle's short side. Axes in meters.


Fig. 29. Segmentation into rectangular parts of target B. Segmentation in side view along the rectangle's long side. Axes in meters.


Fig. 30. Segmentation into rectangular parts of target B. Segmentation in back view along the rectangle's short side. Axes in meters.


Fig. 31. Segmentation into rectangular parts of target B. Segmentation in back view along the rectangle's long side. Axes in meters.
3) Target $C$ : The segmentations of target C are shown in Figure 32-37. The barrel is detected in top view, short side segmentation direction (Figure 32). The turret is detected in side view, long side segmentation direction (Figure 35).


Fig. 32. Segmentation into rectangular parts of target C. Segmentation in top view along the rectangle's short side. Axes in meters.


Fig. 33. Segmentation into rectangular parts of target C. Segmentation in top view along the rectangle's long side. Axes in meters.


Fig. 34. Segmentation into rectangular parts of target C. Segmentation in side view along the rectangle's short side. Axes in meters.


Fig. 35. Segmentation into rectangular parts of target C. Segmentation in side view along the rectangle's long side. Axes in meters.


Fig. 36. Segmentation into rectangular parts of target C. Segmentation in back view along the rectangle's short side. Axes in meters.
4) Target $D$ : The segmentations of target D are shown in Figure 38-43. The barrel is detected in top view, short side segmentation direction (Figure 38). The turret is detected both in side view, long side segmentation direction (Figure 41) and in back/front view, long side segmentation direction (Figure 43).


Fig. 37. Segmentation into rectangular parts of target C. Segmentation in back view along the rectangle's long side. Axes in meters.


Fig. 38. Segmentation into rectangular parts of target D. Segmentation in top view along the rectangle's short side. Axes in meters.


Fig. 39. Segmentation into rectangular parts of target D. Segmentation in top view along the rectangle's long side. Axes in meters.


Fig. 40. Segmentation into rectangular parts of target D. Segmentation in side view along the rectangle's short side. Axes in meters.


Fig. 41. Segmentation into rectangular parts of target D. Segmentation in side view along the rectangle's long side. Axes in meters.
5) Target E: The segmentations of target $E$ are shown in Figure 44-49. The barrel is detected in top view, short side segmentation direction (Figure 44). The turret is detected in side view, long side segmentation direction (Figure 47).


Fig. 42. Segmentation into rectangular parts of target D. Segmentation in back view along the rectangle's short side. Axes in meters.


Fig. 43. Segmentation into rectangular parts of target D. Segmentation in back view along the rectangle's long side. Axes in meters.


Fig. 44. Segmentation into rectangular parts of target E. Segmentation in top view along the rectangle's short side. Axes in meters.


Fig. 45. Segmentation into rectangular parts of target E. Segmentation in top view along the rectangle's long side. Axes in meters.



Fig. 46. Segmentation into rectangular parts of target E. Segmentation in side view along the rectangle's short side. Axes in meters.


Fig. 47. Segmentation into rectangular parts of target E. Segmentation in side view along the rectangle's long side. Axes in meters.


Fig. 48. Segmentation into rectangular parts of target E. Segmentation in back view along the rectangle's short side. Axes in meters.


Fig. 49. Segmentation into rectangular parts of target E. Segmentation in back view along the rectangle's long side. Axes in meters.

## C. Node classification - all results

In Figure 50-54, the results of node classification for target A-E are shown. The identified barrel samples are marked with ' 0 ' and turret samples with ' $x$ '. For target A only the barrel was identified. This is probably due to a combination of few samples on the turret and the pitch orientation of barrel. In both side and back/front view the turret and barrel are segmented as one part and thus not identified.


Fig. 50. Result after node classification, target A. Axes in meters.


Fig. 51. Result after node classification, target B. Axes in meters.


Fig. 52. Result after node classification, target C. Axes in meters.


Fig. 53. Result after node classification, target D. Axes in meters.


Fig. 54. Result after node classification, target E. Axes in meters.

## D. Model matching results

The highest matching scores (lowest RE values) comes from matching of the T72 data with models of T72 and T80, see Table III. A T80 has a shape that is very similar to a T72. Good estimates of orientation and articulation gives quite good matching results even when parts of the target are missing. Least squares fitting (7) improved the results somewhat, see Table II.

| Model $\backslash$ Target | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{D}$ | $\mathbf{E}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| T72 (tank) | $\mathbf{0 . 0 0 6 6}$ | $\mathbf{0 . 0 0 8 1}$ | $\mathbf{0 . 0 0 4 3}$ | $\mathbf{0 . 0 4 0 8}$ | $\mathbf{0 . 0 2 9 2}$ |
| T80 (tank) | $\mathbf{0 . 0 1 0 6}$ | $\mathbf{0 . 0 0 9 5}$ | $\mathbf{0 . 0 0 7 1}$ | $\mathbf{0 . 0 4 9 0}$ | $\mathbf{0 . 0 3 7 8}$ |
| Leclerc (tank) | $\mathbf{0 . 0 1 1 2}$ | $\mathbf{0 . 0 1 0 1}$ | $\mathbf{0 . 0 1 5 6}$ | $\mathbf{0 . 0 4 4 2}$ | 0.0475 |
| Leopard (tank) | 0.0322 | 0.0290 | 0.0294 | 0.0675 | 0.0701 |
| M1A1 (tank) | 0.0262 | 0.0207 | 0.0186 | 0.0680 | 0.0550 |
| BMP1 (APC) | 0.0199 | 0.0300 | 0.0218 | 0.0564 | $\mathbf{0 . 0 3 9 8}$ |
| BTR80 (APC) | 0.0333 | 0.0457 | 0.0329 | 0.0546 | 0.0477 |
| M2A2 (APC) | 0.0275 | 0.0367 | 0.0298 | 0.0623 | 0.0623 |
| MTLB (APC) | 0.0233 | 0.0395 | 0.0284 | 0.0916 | 0.0554 |
| M109 (how.) | 0.0364 | 0.0308 | 0.0552 | 0.0637 | 0.1120 |
| Hum-Tow (veh.) | 0.1301 | 0.1815 | 0.1496 | 0.2421 | 0.2793 |

TABLE III
Match with wire-frame models, RE values given. The three LOWEST RE VALUES FOR EACH TARGET ARE IN BOLD FACE.

1) Target $A$ : In Figure 55, the initial matching of target $A$ with model rotated according to orientation estimates is shown. In Figure 56, the initial matching with model in original orientation is shown. In Figure 57, the LS fit of target A with model rotated according to orientation estimates is shown. In Figure 58, the LS fit with model in original orientation is shown. The best fits were achieved when the model was rotated according to orientation estimates.


Fig. 55. Model matching without LS fit, target A. The wire frame model and targets samples are shown, axes in meters.


Fig. 56. Model matching without LS fit, target A. The wire frame model and targets samples are shown, axes in meters.


Fig. 57. Model matching with LS fit, target A. The wire frame model and targets samples are shown, axes in meters.


Fig. 58. Model matching with LS fit, target A. The wire frame model and targets samples are shown, axes in meters.
2) Target B: In Figure 59, the initial matching of target B with model rotated according to orientation estimates is shown. In Figure 60, the initial matching with model in original orientation is shown. In Figure 61, the LS fit of target A with model rotated according to orientation estimates is shown. In Figure 62, the LS fit with model in original orientation is shown. The best fits were achieved when the model was rotated according to orientation estimates.


Fig. 59. Model matching without LS fit, target B. The wire frame model and targets samples are shown, axes in meters.


Fig. 60. Model matching without LS fit, target B. The wire frame model and targets samples are shown, axes in meters.


Fig. 61. Model matching with LS fit, target B. The wire frame model and targets samples are shown, axes in meters.


Fig. 62. Model matching with LS fit, target B. The wire frame model and targets samples are shown, axes in meters.
3) Target C: In Figure 63, the initial matching of target $C$ with model rotated according to orientation estimates is shown. In Figure 64, the initial matching with model in original orientation is shown. In Figure 65, the LS fit of target A with model rotated according to orientation estimates is shown. In Figure 66, the LS fit with model in original orientation is shown. The best fits were achieved when the model was rotated according to orientation estimates.


Fig. 63. Model matching without LS fit, target C. The wire frame model and targets samples are shown, axes in meters.


Fig. 64. Model matching without LS fit, target C. The wire frame model and targets samples are shown, axes in meters.


Fig. 65. Model matching with LS fit, target C. The wire frame model and targets samples are shown, axes in meters.


Fig. 66. Model matching with LS fit, target C. The wire frame model and targets samples are shown, axes in meters.
4) Target D: In Figure 67, the initial matching of target D with model rotated according to orientation estimates is shown. In Figure 68, the initial matching with model in original orientation is shown. In Figure 69, the LS fit of target A with model rotated according to orientation estimates is shown. In Figure 70, the LS fit with model in original orientation is shown. The best fits were achieved when the model was in original orientation, as the pitch orientation estimate failed in this case.


Fig. 67. Model matching without LS fit, target D. The wire frame model and targets samples are shown, axes in meters.


Fig. 68. Model matching without LS fit, target D. The wire frame model and targets samples are shown, axes in meters.


Fig. 69. Model matching with LS fit, target D. The wire frame model and targets samples are shown, axes in meters.


Fig. 70. Model matching with LS fit, target D. The wire frame model and targets samples are shown, axes in meters.
5) Target E: In Figure 71, the initial matching of target E with model rotated according to orientation estimates is shown. In Figure 72, the initial matching with model in original orientation is shown. In Figure 73, the LS fit of target A with model rotated according to orientation estimates is shown. In Figure 74, the LS fit with model in original orientation is shown. The fits were slightly better when the model was in original orientation. The main reasons for poor matching results are poor initial positioning of target and model and the fact that this data set is noisy and contains several outliers.


Fig. 71. Model matching without LS fit, target E. The wire frame model and targets samples are shown, axes in meters.


Fig. 72. Model matching without LS fit, target E. The wire frame model and targets samples are shown, axes in meters.



Fig. 73. Model matching with LS fit, target E. The wire frame model and targets samples are shown, axes in meters.


Fig. 74. Model matching with LS fit, target E. The wire frame model and targets samples are shown, axes in meters.

## E. Error distributions of the laser radar systems

1) General: The measurements are performed in a 3 D point scatter $(x, y, z)$. The model for sample $i$ is described by

$$
\begin{aligned}
x_{i} & =x_{i}^{0}+e_{x, i} \\
y_{i} & =y_{i}^{0}+e_{y, i} \\
z_{i} & =z_{i}^{0}+e_{z, i}
\end{aligned}
$$

where $\left(x_{i}^{0}, y_{i}^{0}, z_{i}^{0}\right)$ is the true but unknown coordinate of sample $i$ and $\left(e_{x, i}, e_{y, i}, e_{z, i}\right)$ is the uncertainty in each coordinate. The uncertainties are assumed to the independently distributed in 3D and between samples. Further $\left(e_{x, i}, e_{y, i}, e_{z, i}\right)$ is assumed to have zero mean and variance $\left(\sigma_{e_{x}}^{2}, \sigma_{e_{y}}^{2}, \sigma_{e_{z}}^{2}\right)$, respectively. Calculations of variance in $(x, y, z)$ data gives ( $X, X^{0}, E_{x}$ etc. are stochastic variables with observations $x_{i}, x_{i}^{0}, e_{x}$ etc.)

$$
\begin{aligned}
\operatorname{Var}(X) & =\operatorname{Var}\left(X^{0}\right)+\operatorname{Var}\left(E_{x}\right)=\sigma_{e_{x}}^{2} \\
\operatorname{Var}(Y) & =\sigma_{e_{y}}^{2} \\
\operatorname{Var}(Z) & =\sigma_{e_{z}}^{2} .
\end{aligned}
$$

In the subsections below the variance in $(x, y, z)$ is derived for the three types of data sets that are used in this paper.

The registered object is rotated an angle $\gamma$ counterclockwise from the $x$ axis. Let $x^{\prime}$ and $y^{\prime}$ describe the main and secondary axis of the object. The relation between $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ is

$$
\left(x^{\prime}, y^{\prime}\right)=(x, y)\left[\begin{array}{cc}
\cos \gamma & \sin \gamma \\
-\sin \gamma & \cos \gamma
\end{array}\right]
$$

The variance in $\left(x^{\prime}, y^{\prime}\right)$ is given by

$$
\begin{aligned}
\operatorname{Var}\left(X^{\prime}\right) & =\operatorname{Var}(\cos \gamma X+\sin \gamma Y) \\
& =\cos ^{2} \gamma \sigma_{e_{x}}^{2}+\sin ^{2} \gamma \sigma_{e_{y}}^{2} \\
\operatorname{Var}\left(Y^{\prime}\right) & =\operatorname{Var}(-\sin \gamma X+\cos \gamma Y) \\
& =\sin ^{2} \gamma \sigma_{e_{x}}^{2}+\cos ^{2} \gamma \sigma_{e_{y}}^{2}
\end{aligned}
$$

and if $\sigma_{e_{y}}^{2}=\sigma_{e_{x}}^{2}$ we have that $\operatorname{Var}\left(X^{\prime}\right)=\operatorname{Var}(X)=\sigma_{e_{x}}^{2}$ and $\operatorname{Var}\left(Y^{\prime}\right)=\operatorname{Var}(Y)=\sigma_{e_{y}}^{2}$.

In the 3D orientation estimation algorithm (Section V-B), the target samples are first studied in $(x, y)$ direction and the orientation $\gamma$ is estimated. Then the target is studied in side view $\left(x^{\prime}, z\right)$ and in back view $\left(y^{\prime}, z\right)$.
2) The TopEye system: The TopEye system is a scanning, downlooking helicopter-carried system. The field tests where the data set was collected is described in Grönwall ${ }^{3}$. The uncertainties in data is described in Huising [17] and also derived in Carlsson ${ }^{4}$. The TopEye company (see Huising) approximates $\sigma_{e_{x}}=\sigma_{e_{y}}=\sigma_{e_{z}}=0.1$ meters. In Carlsson the uncertainties are approximated to $\sigma_{e_{x}}=0.076$ meters,

[^3]$\sigma_{e_{y}}=0.062$ meters and $\sigma_{e_{z}}=0.072$ meters. The tests of the segmentation that have been performed so far indicates that the segmentation results are similar for both uncertainty approximations. The approximation by the TopEye company are used in this paper.
3) The ILRIS system: See description in Section VI-A.
4) The GV system: The GV data used in this paper originates from early versions of both the measurement system and the generation of 3D point scatters from range images. The system and the analysis method is described in Andersson [4].

The analog range data is quantized into 15 cm range steps (or bins). According to Taub ${ }^{5}$ this gives a mean square quantization error of $\Delta^{2} / 12$, where $\Delta$ is the step size, thus we have $\sigma_{e_{z}}=0.15 / \sqrt{12}=0.043$ meters. The error in $(x, y)$ is smaller and is after examination of the data set approximated to $\sigma_{e_{x}}=\sigma_{e_{y}}=\frac{1}{2} \sigma_{e_{z}}=0.022$ meters.

## F. Properties of the minimum rectangle estimator

1) Properties of the objective function: The minimization problem to find the rectangle that with minimal area contains the convex hull of the samples is (2):

$$
\min \quad\left(c_{3}-c_{1}\right)\left(c_{4}-c_{2}\right)
$$

subject to

$$
\begin{aligned}
X_{1, i} \mathbf{n}-c_{1} & \geq 0, \quad i=1, \ldots, N \\
X_{1, i} R \mathbf{n}-c_{2} & \geq 0, \quad i=1, \ldots, N \\
X_{1, i} \mathbf{n}-c_{3} & \leq 0, \quad i=1, \ldots, N \\
X_{1, i} R \mathbf{n}-c_{4} & \leq 0, \quad i=1, \ldots, N \\
\mathbf{n}^{T} \mathbf{n} & =1
\end{aligned}
$$

Let us study the objective function a bit further. The first four constraints in (2) give that $c_{1}$ and $c_{2}$ will have equal sign and $c_{3}$ and $c_{4}$ will have equal sign. Further, $c_{3}$ and $c_{4}$ will have opposite sign compared with $c_{1}$ and $c_{2}$. This means that if $c_{1}<0, c_{2}<0, c_{3}>0$ and $c_{4}>0$ we have
$\left(c_{3}-c_{1}\right)>0, \quad\left(c_{4}-c_{2}\right)>0 \quad$ and $\left(c_{3}-c_{1}\right)\left(c_{4}-c_{2}\right)>0$.
On the other hand, if $c_{1}>0, c_{2}>0, c_{3}<0$ and $c_{4}<0$ we have
$\left(c_{3}-c_{1}\right)<0, \quad\left(c_{4}-c_{2}\right)<0 \quad$ and $\left(c_{3}-c_{1}\right)\left(c_{4}-c_{2}\right)>0$.
This means that the objective function $\left(c_{3}-c_{1}\right)\left(c_{4}-c_{2}\right)$ always will be positive.
2) Properties of the length estimate: The calculations in this section follows Gut ${ }^{6}$. We have $N$ random samples $X_{1}, X_{2}, \ldots, X_{N}$, that are uniformly distributed, $X \in \mathcal{U}(a, b)$. The unordered samples $X_{i}, i=1, \ldots, N$, have density function $f_{X}(x)=1 /(b-a)$, mean value $E X=(a+b) / 2$ and

[^4]variance Var $X=(b-a)^{2} / 12, a \leq x \leq b$. The distribution function is
\[

$$
\begin{aligned}
F_{X}(x) & =\int_{a}^{x} f_{X}(t) d t=\int_{a}^{x} \frac{1}{(b-a)} d t \\
& =\left[\frac{t}{(b-a)}+c\right]_{t=a}^{x} \\
& =\left\{F_{X}(a)=0 \text { gives } c=\frac{-a}{(b-a)}\right\} \\
& =\frac{x-a}{(b-a)}, \quad a \leq x \leq b
\end{aligned}
$$
\]

We order the samples so that $X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(N)}$. In a certain orientation $\Phi$ the length $L$ is given by the range of the ordered samples. We first derive the properties for the smallest and the largest samples, i.e., $X_{(1)}$ and $X_{(N)}$, and then go back to the properties of the length estimate.
a) Properties of the smallest sample: The density function of the smallest sample $X_{\min }=X_{(1)}$ is

$$
\begin{aligned}
f_{X_{(1)}}(x) & =N\left(x-F_{X}(x)\right)^{N-1} f_{X}(x) \\
& =N\left(1-\frac{x-a}{(b-a)}\right)^{N-1} \frac{1}{(b-a)} \\
& =\frac{N}{(b-a)^{N}}(b-a-(x-a))^{N-1} \\
& =\frac{N}{(b-a)^{N}}(b-x)^{N-1}
\end{aligned}
$$

the expectation value of $X_{(1)}$ is

$$
\begin{aligned}
E X_{(1)} & =\int_{a}^{b} x f_{X_{(1)}}(x) d x \\
& =\frac{N}{(b-a)^{N}} \int_{a}^{b} x(b-x)^{N-1} d x \\
& =\frac{N}{(b-a)^{N}} \\
& =\left[\frac{1}{(-1)^{2}}\left(\frac{(b-x)^{N+1}}{N+1}-\frac{b(b-x)^{N}}{N}\right)\right]_{x=a}^{b} \\
& =-\left(\frac{N}{N+1} \frac{(b-x)^{N+1}}{(b-a)^{N}}-\frac{b(b-x)^{N}}{(b-a)^{N}}\right]_{x=a}^{b} \\
& =b-\frac{N}{N+1}(b-a)^{N+1} \\
& \left.-\frac{b(b-a)^{N}}{(b-a)^{N}}\right) \\
& =\frac{b+N a}{N+1}
\end{aligned}
$$

| $(a, b, N)$ | $E X_{(1)}$ | $E X_{(1)}^{2}$ | $\operatorname{Var} X_{(1)}$ |
| :--- | :--- | :--- | :--- |
| $(-1,1,4)$ | -0.6 | 0.47 | 0.11 |
| $(-1 / 2,1 / 2,4)$ | -0.3 | 0.11 | 0.03 |

TABLE IV
EXAMPLES OF MEAN AND VARIANCE FOR SMALLEST SAMPLES IN $X$.
and the expectation value of $X_{(1)}^{2}$ is

$$
\begin{aligned}
E X_{(1)}^{2}= & \frac{N}{(b-a)^{N}} \int_{a}^{b} x^{2}(b-x)^{N-1} d x \\
= & -\frac{N}{(b-a)^{N}} \\
& {\left[\frac{(b-x)^{N+2}}{N+2}-\frac{2 b(b-x)^{N+1}}{N+1}+\frac{b^{2}(b-x)^{N}}{N}\right]_{x=a}^{b} } \\
= & \frac{N}{(b-a)^{N}} \\
& \left(\frac{(b-a)^{N+2}}{N+2}-\frac{2 b(b-a)^{N+1}}{N+1}+\frac{b^{2}(b-a)^{N}}{N}\right) \\
= & \frac{N^{2} a^{2}+N a^{2}+2 N a b+2 b^{2}}{(N+2)(N+1)} .
\end{aligned}
$$

The variance is

$$
\begin{aligned}
\operatorname{Var} X_{(1)}= & E X_{(1)}^{2}-E^{2} X_{(1)} \\
= & \frac{2 N a b+2 b^{2}+N a^{2}+N^{2} a^{2}}{(N+2)(N+1)}-\left(\frac{b+N a}{N+1}\right)^{2} \\
= & \frac{\left(2 N a b+2 b^{2}+N a^{2}+N^{2} a^{2}\right)(N+1)}{(N+2)(N+1)^{2}} \\
& -\frac{(b+N a)^{2}(N+2)}{(N+2)(N+1)^{2}} \\
= & \frac{N\left(a^{2}-2 a b+b^{2}\right)}{(N+2)(N+1)^{2}} \\
= & \frac{N(b-a)^{2}}{(N+2)(N+1)^{2}} .
\end{aligned}
$$

Examples of mean and variance values are shown in Table IV.
b) Properties of the largest sample: The density function for the largest sample $X_{\max }=X_{(N)}$ is

$$
\begin{aligned}
f_{X_{(N)}}(x) & =N\left(F_{X}(x)\right)^{N-1} f_{X}(x) \\
& =N\left(\frac{x-a}{(b-a)}\right)^{N-1} \frac{1}{(b-a)} \\
& =\frac{N}{(b-a)^{N}}(x-a)^{N-1},
\end{aligned}
$$

the expectation value of $X_{(N)}$ is

$$
\begin{aligned}
E X_{(N)} & =\frac{N}{(b-a)^{N}} \int_{a}^{b} x(x-a)^{N-1} d x \\
& =\frac{N}{(b-a)^{N}}\left[\frac{1}{1^{2}}\left(\frac{(x-a)^{N+1}}{N+1}-\frac{-a(x-a)^{N}}{N}\right)\right]_{x=a}^{b}
\end{aligned}
$$

| $(a, b, N)$ | $E X_{(N)}$ | $E X_{(N)}^{2}$ | $\operatorname{Var} X_{(N)}$ |
| :--- | :--- | :--- | :--- |
| $(-1,1,4)$ | 0.6 | 0.47 | 0.11 |
| $(-1 / 2,1 / 2,4)$ | 0.3 | 0.11 | 0.03 |

TABLE V
EXAMPLES OF MEAN AND VARIANCE FOR LARGEST SAMPLES IN $X$.

$$
=\frac{N}{(b-a)^{N}}\left[\frac{(x-a)^{N+1}}{N+1}+\frac{a(x-a)^{N}}{N}\right]_{x=a}^{b} \quad \text { on the orientation is (Gut, Theorem IV.2.2) }
$$

$$
=\frac{N}{(b-a)^{N}} \frac{(b-a)^{N+1}}{N+1}+\frac{N}{(b-a)^{N}} \frac{a(b-a)^{N}}{N}-0_{f_{L \mid \Phi}}(l)=N_{\infty}(N-1)
$$

$$
=\frac{N}{N+1}(b-a)+a=\frac{N(b-a)+a(N+1)}{N+1}
$$

$$
=\frac{N b+a}{N+1}
$$

and the expectation value of $X_{(N)}^{2}$ is
where $u=x_{(1)}$ and $l=x_{(N)}-x_{(1)}$, which gives $a \leq u \leq b-l$

$$
\begin{aligned}
E X_{(N)}^{2}= & \frac{N}{(b-a)^{N}} \int_{a}^{b} x^{2}(x-a)^{N-1} d x \\
= & \frac{N}{(b-a)^{N}} \\
= & \frac{\left[\frac{(x-a)^{N+2}}{N+2}+\frac{2 a(x-a)^{N+1}}{N+1}+\frac{a^{2}(x-a)^{N}}{N}\right]_{x=a}^{b}}{(b-a)^{N}} f_{L \mid \Phi} \\
= & \frac{\left(\frac{(b-a)^{N+2}}{N+2}+\frac{2 a(b-a)^{N+1}}{N+2}+\frac{a^{2}(b-a)^{N}}{N}\right)}{=} \\
& \frac{N(N+1)(b-a)^{2}+N(N+2) 2 a(b-a)}{(N+2)(N+1)} \\
= & \frac{N^{2} b^{2}+N b^{2}+2 N a b+2 a^{2}}{(N+2)(N+2)(N+1)}
\end{aligned}
$$

The variance is

$$
\begin{aligned}
\operatorname{Var} X_{(N)} & =E X_{(N)}^{2}-E^{2} X_{(N)} \\
& =\frac{N^{2} b^{2}+N b^{2}+2 N a b+2 a^{2}}{(N+2)(N+1)}-\left(\frac{N b+a}{N+1}\right)^{2} \\
& =\frac{N\left(a^{2}-2 a b+b^{2}\right)}{(N+2)(N+1)^{2}} \\
& =\frac{N(b-a)^{2}}{(N+2)(N+1)^{2}}
\end{aligned}
$$

Examples of mean and variance values are shown in Table V .
c) Properties of the length: In a certain orientation $\Phi$ the length $L$ is given by the range of the ordered samples $X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(N)}$. The density of length conditioned
when $a \leq l \leq b$. The density can now be expressed as

$$
f_{L \mid \Phi}(l)=N(N-1)
$$

$$
\int_{a}^{b-l}\left(\frac{u+l-a}{(b-a)}-\frac{u-a}{(b-a)}\right)^{N-2} \frac{1}{(b-a)^{2}} d u
$$

$$
=\frac{N(N-1)}{(b-a)^{2}} \int_{a}^{b-l}\left(\frac{l}{(b-a)}\right)^{N-2} d u
$$

$$
=N(N-1) \frac{l^{N-2}}{(b-a)^{N}}[u]_{u=a}^{b-l}
$$

$$
=N(N-1) \frac{l^{N-2}}{(b-a)^{N}}(b-a-l), \quad a \leq l \leq b
$$

The expectation value is

$$
\begin{aligned}
E(L \mid \Phi) & =E X_{(N)}-E X_{(1)} \\
& =\frac{N b+a-b-N a}{N+1} \\
& =\frac{b(N-1)+a(1-N)}{N+1} \\
& =\frac{b(N-1)-a(N-1)}{N+1} \\
& =\frac{N-1}{N+1}(b-a)
\end{aligned}
$$

If we set $a=-b$ we have $E(L \mid \Phi)=2 b \frac{N-1}{N+1}$ and $E(L \mid \Phi) \rightarrow 2 b$ as $N \rightarrow \infty$. Thus, this is a biased estimator.
The unconditioned expectation value of $L$ can be derived from

$$
E L=E(E(L \mid \Phi))
$$

| $\left(l_{0}, a, b, N\right)$ | bias $(l)$ | $\lg _{10} \operatorname{bias}(l)$ |
| :--- | :--- | :--- |
| $(2,-1,1,4)$ | 0.8 | -0.097 |
| $\left(l_{0}, a, b, N\right)$ | bias $(l)$ | $\lg _{10}$ bias $(l)$ |
| $(1,-1 / 2,1 / 2,4)$ | 0.4 | -0.398 |

TABLE VI
EXAMPLE OF BIAS IN LENGTH ESTIMATES.

For some function $h$ we have

$$
\begin{aligned}
E(E L \mid \Phi) & =E h(\Phi) \\
& =\int_{-\infty}^{\infty} h(\varphi) f_{\Phi}(\varphi) d \varphi \\
& =\int_{-\infty}^{\infty}(E L \mid \Phi=\varphi) f_{\Phi}(\varphi) d \varphi \\
& =\int_{0}^{\pi} \frac{N-1}{N+1}(b-a) \frac{1}{\pi} d \varphi \\
& =\frac{N-1}{N+1} \frac{(b-a)}{\pi}[\varphi]_{\varphi=0}^{\pi} \\
& =\frac{N-1}{N+1}(b-a) .
\end{aligned}
$$

Note that $E L=E(L \mid \Phi)$, which indicates that $L$ and $\Phi$ are independent.
$\operatorname{Kay}^{7}$ defines the bias in the estimates of $L, \operatorname{bias}(L)$, as

$$
\operatorname{bias}(L)=L_{0}-E \hat{L}
$$

where $L_{0}$ is the true (but unknown) value and $\hat{L}=$ $\left(\hat{L}_{1}, \hat{L}_{2}, \ldots, \hat{L}_{N}\right)$ are the estimates. Inserting results from previous section, we have

$$
\operatorname{bias}(L)=L_{0}-\frac{N-1}{N+1}(b-a)
$$

where $(b-a) \approx L_{0}$. We now have

$$
\begin{aligned}
\operatorname{bias}(L) & =\left(1-\frac{N-1}{N+1}\right) L_{0} \\
& =\frac{2}{N+1} L_{0}
\end{aligned}
$$

where we can see that $\operatorname{bias}(L) \rightarrow 0$ when $N \rightarrow \infty$. Examples of bias in length and width estimates are shown in Table VI.

Results from Monte Carlo simulation, see Figures 75-76, give that for $N=4$ we have $\operatorname{bias}(l) \approx 10^{-0.1}$. Thus, the simulation agrees with the theory.

In the figures we can also note "knees" in the curves. For low SNR the dominating statistical distribution is the distribution of the noise, i.e., the Gaussian distribution. For high SNR the dominating statistical distribution is the distribution of the samples, i.e., the uniform distribution. We can note that for lower SNR more samples are needed to have the uniform distribution as the dominating one. Motivation; For a uniform distribution, the variance is constant both with respect to SNR and number of samples. For Gaussian distribution, the variance
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Fig. 75. MSE of length estimate, as a function of number of samples $N$ (upper) and SNR (lower). Logarithmic scale on both axes.


Fig. 76. Bias of length estimate, as a function of number of samples $N$ (upper) and SNR (lower). Logarithmic scale on both axes.
is inversely proportional to the number of samples and linearly proportional to the SNR.
3) Properties of the width estimate: We have $N$ random samples $Y_{1}, Y_{2}, \ldots, Y_{N}$, that are uniformly distributed, $Y \in$ $\mathcal{U}(c, d)$. We order the samples so that $Y_{(1)} \leq Y_{(2)} \leq \ldots \leq$ $Y_{(N)}$. In a certain orientation $\Phi+\pi / 2$ the width $W$ is given by the range of the ordered samples. The properties of the smallest and the largest samples, i.e., $Y_{(1)}$ and $Y_{(N)}$, are equal to those of $X_{(1)}$ and $X_{(N)}$ in the previous section. The properties of the width estimates equals those of the length estimate (see previous section). and then go back to the properties of the length estimate.

Results from Monte Carlo simulation, see Figures 77-78, give that for $N=4$ we have $\operatorname{bias}(w) \approx 10^{-0.2}-10^{-0.3}$, respectively. Thus, the simulation agrees with the theory (see Table VI).


Fig. 77. MSE of width estimate, as a function of number of samples $N$ (upper) and SNR (lower). Logarithmic scale on both axes.


Fig. 78. Bias of width estimate, as a function of number of samples $N$ (upper) and SNR (lower). Logarithmic scale on both axes.
4) Properties of the orientation estimate: In the Monte Carlo simulations of the orientation estimate $\phi$, the squared bias level is $10-100$ times lower than the mean squared error (MSE). Further, there is no obvious structure in the bias plots. The relation between MSE, bias and estimation variance is

$$
\operatorname{MSE}(\hat{\phi})=\operatorname{Var}(\hat{\phi})+b^{2}(\phi)
$$

In this case $\operatorname{MSE}(\hat{\phi}) \approx \operatorname{Var}(\hat{\phi})$ for all SNR values and all sizes of sample sets.

In the rectangle estimation, the orientation is defined as the angle between the main axis of the rectangle and the $x$ axis. The orientation estimate $\hat{\phi}$ is forced into $[0, \pi]$, as $\hat{\phi}=\hat{\phi}+$ $\pi$. Let us assume that $\hat{\phi}$ uniformly distributed. $\hat{\phi} \in \mathcal{U}(0, \pi)$ gives $E \hat{\phi}=\pi / 2 \approx \pi / 2 \approx 1.571 \approx 10^{0.196}$ and $\operatorname{Var} \hat{\phi}=$ $\pi^{2} / 12 \approx 0.822 \approx 10^{-0.085}$. In the Monte Carl simulations, $\operatorname{MSE}(\hat{\phi}) \leq 10^{-0.1}$ for all cases. Thus, we can concluded


Fig. 79. MSE of orientation estimate, as a function of number of samples $N$ (upper) and SNR (lower). Logarithmic scale on both axes.


Fig. 80. Bias of orientation estimate, as a function of number of samples $N$ (upper) and SNR (lower). Logarithmic scale on both axes.
the the orientation estimate is indeed unbiased! Figure 79 and Figure 80 shows the MSE and bias in orientation estimate.
5) Properties of the rectangle area estimate: The rectangle's area, $A_{R}$, is spanned by four points of the convex hull, there is one point on each side of the rectangle. The area is calculated by $A=L W$. In previous section we found that $L$ and $\Phi$ are independent and that $W$ and $\Phi$ are independent. From this, we assume that $L$ and $W$ also are independent. The area's expectation value is then given by

$$
E A=E(L) E(W)
$$



Fig. 81. MSE of area estimate, as a function of number of samples $N$ (upper) and SNR (lower). Logarithmic scale on both axes.

The bias in the area estimates can then be expressed as

$$
\begin{aligned}
\operatorname{bias}(A) & =A_{0}-E(\hat{A}) \\
& =A_{0}-E(\hat{L}) E(\hat{W}) \\
& =A_{0}-\left(L_{0}-\operatorname{bias}(L)\right)\left(W_{0}-\operatorname{bias}(W)\right) \\
& =L_{0} \operatorname{bias}(W)+W_{0} \operatorname{bias}(L)-\operatorname{bias}(L) \operatorname{bias}(W) \\
& =\frac{2}{N+1} L_{0} W_{0}+\frac{2}{N+1} L_{0} W_{0}-\frac{4}{(N+1)^{2}} L_{0} W_{0} \\
& =\left(\frac{4}{N+1}-\frac{4}{(N+1)^{2}}\right) L_{0} W_{0} \\
& =\frac{4 N}{(N+1)^{2}} L_{0} W_{0} \\
& =\frac{4 N}{(N+1)^{2}} A_{0}
\end{aligned}
$$

Example, $l_{0}=2, w_{0}=1$ and $N=4$ gives $\operatorname{bias}(A)=1.28 \approx$ $10^{0.107}$. Results from Monte Carlo simulation gives that for $N=4$ we have $\operatorname{bias}(A) \approx 10^{0.12}-10^{0.18}$, see Figure 81-82, which is similar to the analytical results.
6) Properties of the area ratio: Where there is low SNR and $N$ is large, the rectangle will approach an ellipse. In that case the area ratio is

$$
\begin{aligned}
\frac{A_{C}}{A_{R}} & =\frac{\pi l w}{4} \frac{1}{l w}=\frac{\pi}{4} \\
& \approx 0.785 \approx 10^{-0.105}
\end{aligned}
$$

This can be confirmed in the Monte Carlo simulations, see 83.
When $N$ is small and SNR is either high or low, the bias term is large, i.e., $\operatorname{MSE}\left(A_{C} / A_{R}\right) \approx \operatorname{bias}^{2}\left(A_{C} / A_{R}\right)$. This is due to that the rectangle estimate is biased (see above). When there are few samples the convex hull will usually not fit the rectangle, thus $A_{C}<A_{R}$ or $A_{C} \ll A_{R}$.

There is not any obvious structure of which samples that are selected for the convex hull, that can be inserted in a sorted


Fig. 82. Bias of area estimate, as a function of number of samples $N$ (upper) and SNR (lower). Logarithmic scale on both axes.
statistics framework. We have

$$
\operatorname{bias}\left(\frac{A_{C}}{A_{R}}\right)=\left(\frac{A_{C, 0}}{A_{R, 0}}\right)-E\left(\frac{\hat{A}_{C}}{\hat{A}_{R}}\right)
$$

where $A_{C, 0}$ and $E\left(\frac{\hat{A}_{C}}{\hat{A}_{R}}\right)$ are unknown and $A_{R, 0}$ and $E\left(\hat{A}_{R}\right)$ is known. Maybe $E\left(\frac{1}{\hat{A}_{R}}\right)$ can be calculated analytically, but ${ }_{0} E\left(\hat{A}_{C}\right)$ is still unknown for the authors.
a) Special case, regular polygon: Let us assume that the segments in the convex hull are of equal length, $a$. In this case, when $n=3$ the convex polygon is a equilateral triangle with area

$$
A_{C}=\frac{\sqrt{3}}{4} a^{2} \approx 0.43 a^{2}
$$

A polygon with $n$ corners have an area of

$$
A_{C}=\frac{1}{4} n \cot \left(\frac{\pi}{n}\right) a^{2}
$$

where

$$
\begin{aligned}
\cot \left(\frac{\pi}{n}\right) & =\frac{\cos \left(\frac{\pi}{n}\right)}{\sin \left(\frac{\pi}{n}\right)} \approx \frac{1-\frac{1}{2}\left(\frac{\pi}{n}\right)^{2}}{\frac{\pi}{n}-\frac{1}{6}\left(\frac{\pi}{n}\right)^{3}} \\
& =\frac{\frac{1}{2}\left(2-\left(\frac{\pi}{n}\right)^{2}\right)}{\frac{1}{6} \frac{\pi}{n}\left(6-\left(\frac{\pi}{n}\right)^{2}\right)}=\frac{3\left(2-\left(\frac{\pi}{n}\right)^{2}\right)}{\frac{\pi}{n}\left(6-\left(\frac{\pi}{n}\right)^{2}\right)} \\
& \approx \frac{n}{\pi}
\end{aligned}
$$

Let us simplify the rectangle to a square with side $b$ and with area $A_{R}=b^{2}$. For this case the area ratio can be written

$$
\frac{A_{C}}{A_{R}}=\frac{n^{2}}{4 \pi} \frac{a^{2}}{b^{2}} \rightarrow \frac{\pi}{4}
$$

as the circumference is $n a \approx \pi b$. Mean and variance of the ratio estimate are shown in Figure 83-84. In the Monte Carlo simulations the bias term has a clear structure.


Fig. 83. Mean of quota estimate, as a function of number of samples $N$ (upper) and $S N R$ (lower). Logarithmic scale on both axes.


Fig. 84. Standard deviation of quota estimate, as a function of number of samples $N$ (upper) and $S N R$ (lower). Logarithmic scale on both axes.

## 7) Summary:

- There are clearly bias terms in the length, width and area estimates, but there seems to be no bias in the orientation estimate. Thus, the orientation estimates are minimum variance.
- For small sample sets (high and low SNR) there are not enough samples to describe the rectangle properly and the bias term is dominating. For large sample sets the noise variance is the dominating uncertainty.
- The convex hull approaches a rectangle when the number of samples increases, but how (linear, exponential or logarithmic in $N$ and SNR) is not clear.
- There is hard to see any prediction in which points in the convex hull that will be selected for the rectangle estimation. The ideas listed below was fruitless:
- The selected hull points does not have to be the min. and max. points in the 2D domain.
- The selected hull points does not have to be the min. and max. points in polar coordinates.
- The selected hull points does not have to be the points that are furthest away from all other points (calculation performed by dist.m).



## Sammanfattning

Abstract
We propose a ground target recognition method based on 3D laser radar data. The method handles general 3D scattered data. It is based on the fact that man-made objects of complex shape can be decomposed to a set of rectangles. The ground target recognition method consists of four steps; estimation of the target's 3D size and orientation, segmentation of the target into parts of approximately rectangular shape, identi cation of segments that contain the main parts of the target and matching the of target with CAD models. The core in this approach is rectangle estimation. The perfor- mance of the rectangle estimation method is evaluated statistically on simulated data. A case study on tank recognition is shown, where 3D data from three fundamentally different types of laser radar systems are used.
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