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Abstract

This paper describes a novel registration approach that is based on a combination of visual and 3D range information. To identify correspondences, local visual features obtained from images of a standard color camera are compared and the depth of matching features (and their position covariance) is determined from the range measurements of a 3D laser scanner. The matched depth-interpolated image features allows to apply registration with known correspondences. We compare several ICP variants in this paper and suggest an extension that considers the spatial distance between matching features to eliminate false correspondences. Experimental results are presented in both outdoor and indoor environments. In addition to pair-wise registration, we also propose a global registration method that registers all scan poses simultaneously.
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1. Introduction

Registration is the process of transforming data into a consistent coordinate system. Since registration of scans (in this paper, a scan is understood to be a data set recorded at a fixed position) is trivial if the change between the measurement locations is precisely known, the problem regresses to determining the change in pose between the scans. Scan registration is thus the process of estimating the relative pose between scans considering their specific features. It is a core component of many Simultaneous Localization and Mapping (SLAM) algorithms.

In contrast to a substantial amount of previous publications, which consider input from a 2D laser scanner and 2D poses, making the assumption of planar motion, we address the general case of 6-dimensional poses and consider input data, which consist of 3D range data and visual information.

Since visual information is particularly suited to solve the correspondence problem (data association), vision-based systems have been applied as an addition to laser scanning based SLAM approaches for detecting loop closing. This general approach was implemented for systems based on a 2D laser scanner [1] and a 3D laser scanner [2]. When using registration methods that rely on a relatively weak criterion for correspondence, for example point to point distance as in [3], a good initial estimate is very important for the robustness of the system. Here, we are using instead the strong correspondences visual features can provide and thus the initial estimate can be very poor. Indeed, it can be argued for areas of reasonable size that an initial estimate is not necessary at all [2]. Another advantage of considering visual information is that...
vision can enable solutions in highly cluttered environments where pure laser range scanner based methods fail [4]. The benefits of using vision come at almost no extra cost since a camera is much less expensive than a 3D laser scanner.

In this paper, we present a registration method that takes input from a perspective camera and a 3D laser scanner (which was realized by a 2D laser scanner mounted on a nodding pan/tilt unit). The key idea is to combine the strong visual correspondences with the depth accuracy obtained from the laser scanner. The remainder of this paper is organized as follows. First, related work is presented in Sec. 2, followed by a description of the proposed methods for pairwise (Sec. 3) and global registration (Sec. 4), and the experimental setup (Sec. 5). Sec. 6 presents experimental results and followed by conclusions and suggestions for future work in Sec. 7.

2. Related Work

The discriminative power of local visual features was combined with a 3D laser scanner based SLAM approach in Newman et al. [2]. In their work, SIFT features [5] were used to detect loop closure events and to obtain an initial estimate of the relative pose between the two images, which correspond to the loop closure, by determining the essential matrix. Our approach also relies on local visual features and we also implemented them using the SIFT algorithm in this paper. However, using the data from the laser scanner, our method associates depth values with those SIFT features for which matching features were found and carries out registration using only these visually salient 3D points. Thus, in contrast to the work by Newman et al., we do not consider the full point cloud for registration.

While work that combines local image features with 3D range data is sparse, there are several approaches to registration and SLAM that use either vision or range data alone. Registration methods that utilize 3D laser data are commonly based on the ICP algorithm [6,7]. Another 3D laser based approach is the 3D-NDT method by Magnusson et al. [8]. Common to all 3D laser based registration methods is that they require a sufficiently accurate initial estimate.

Research work in which visual information is incorporated directly into scan registration has, to the best of our knowledge, been restricted to extensions of the distance function that is minimized in ICP. To estimate the relative pose between stereo camera depth maps, Color ICP has been used [9], an ICP variant which also incorporates the color as part of the distance function. In [10], the standard ICP method is combined with a constraint based on the optical flow.

Registration using visual features alone does not work in a straight forward manner. A particular problem is to determine the scale [11]. One approach is to use a predefined pattern with known geometrical properties as part of the first image [12]. However, unless an object with known geometrical properties is shown again, such an approach would encounter problems with scale drift. Another commonly used approach is to have multiple cameras and to use triangulation to get a depth estimate for each visual feature as, for example, in [13]. However, generally speaking, the position of the features is not known precisely enough for accurate registration. To improve the estimate of each landmark position the landmarks can be tracked over a sequence of images [11], which however requires that the camera poses are known. The simultaneous estimation of the position of features and camera poses is directly related to the SLAM problem. Many approaches rely on initial pose estimates from odometry [14–17] and update the position estimates of visual features using Extended Kalman Filters (EKF) [12,16], or Rao-Blackwellised Particle Filters (RBPF) [18,15], for example. Alternatively, if only a limited number of successive frames is considered to search for corresponding features this is the problem of visual odometry [14].

Simultaneous registration of a set of scans (global registration) can be formulated as a graph problem where each node represents a robot scan pose and an edge represents a constraint between the nodes. SLAM methods which operate on this structure are called graph-based or simply graph-SLAM. There exists a variety of graph-based SLAM approaches. One of the first examples using 2D data is the work by Lu and Milios [19]. Olson et al. [20] use an approach based on stochastic gradient descent (SGD) to optimize the global poses. In the work by Olson, only 2D data were evaluated. Their approach cannot be directly applied in 3D since they make the assumption of linear angular subspaces, which does not hold in the case of 3D data. The problem of linear subspaces has been addressed by Grisetti et al. [21]. In their approach a variant of the gradient descent method and a tree parametrization is applied together with incremental spherical linear interpola-
tion (SLERP), to address the non-commutativity of rotations in 3D.

An important observation is that, in approaches which use vision only, typically, the uncertainty regarding the pose of visual features is high and that this prevents using the feature poses directly for accurate registration. By contrast the accuracy that laser range scanners provide makes it unnecessary to extract and track features in 3D laser data.

We propose in this paper a full 6D registration approach that does not require initial pose estimates. By using interpolated range values from the laser scanner to estimate the 3D position of local image features (and their covariance), our approach also avoids that image features have to be tracked over a sequence of frames. To the best of our knowledge, such a registration method has not been suggested before. We also present an extension of our method to the case of global registration.

Global registration is similar to graph-SLAM in that it optimizes all relative poses, which correspond to edges in the graph, simultaneously. However, graph-based SLAM approaches typically apply pair-wise scan matching and represent the result as an edge in the graph together with an assigned covariance estimate. In global registration, on the other hand, edges represent sets of matched features and the optimization is performed by simultaneous registration of all connected scans together. An approach to simultaneous registration of more than two scans was proposed by Biber et al. [22] for the case of 2D laser range data.

3. DIFT registration

The proposed registration approach is based on depth-interpolated image features (DIFT) and we therefore termed it DIFT registration. The visual feature descriptor and detector used in this paper is SIFT developed by Lowe [5] but other local image features could be used as well. The position and covariance in 3D for visual features are obtained from the laser range measurements surrounding the visual feature location. For example, if the detected feature is located on the planar surface of a poster, the feature’s position covariance will be smaller (especially perpendicular to the surface) compared to a feature that is located at a thin branch of a tree.

As stated in the previous section, most current approaches to scan registration depend on fairly accurate initial pose estimates. In the proposed method, correspondences are solely determined using highly distinctive visual features and not from spatial distance alone. As a result, no initial pose estimates are required.

Shortly the registration procedure can be described as follows: first, SIFT features are computed in the planar images recorded with the current scan \( S_c \) (please remember that in this paper a scan denotes the 3D points from the laser range scanner and a set of planar images) and compared to the SIFT features found in the images belonging to another scan \( S_p \). Next, the depth values are estimated for all matching feature pairs in \( S_p \) and \( S_c \), using the closest projected 3D laser point as described in Sec. 3.2. The covariance of the visual features is computed using the neighboring 3D points (Sec. 3.3). Pairs of matching features are then used together with the feature position covariance to obtain the final relative pose estimate (see Sec. 3.6).

Please note that we do not model the errors introduced by calibration inaccuracy nor the sensor noise of the laser scanner, the wrist or the camera, assuming that all these sources create only negligible errors.

In Sec. 4 we present the global registration approach. This approach utilizes image similarity to determine the set of scans that are subsequently all registered simultaneously.

3.1. Detecting Visual Correspondences

Given two images \( I_a \) and \( I_b \), local visual features are extracted using the SIFT algorithm [5] resulting in two sets of features \( F_a \) and \( F_b \), corresponding to the two images. Each feature \( f_i = \{[X, Y], H_i\} \) in a feature set \( F = \{f_i\} \) comprises the position \([X, Y]\), in pixel coordinates and a histogram \( H_i \) containing the SIFT descriptor.

The feature matching algorithm calculates the Euclidean distance between each feature in image \( I_a \) and all the features in image \( I_b \). A potential match is found if the smallest distance is less than 60% of the second smallest distance. This criterion was found empirically and was also used in [23], for example. It reduces the risk of falsely declaring correspondence between SIFT features by excluding cases where several almost equally well matching alternatives exists. Please note that due to this relative matching criterion, feature matching is not a symmetric operation. It is possible that a feature \( f_i \in F_a \) matches feature \( f_j \in F_b \) but not the other
way around. It is also possible that several features in $F_a$ match a certain feature in $F_b$. To handle this issue, the feature with the highest similarity is selected if more than one other matching candidate is found.

The feature matching step results in a set of feature pairs $P_{a,b}$, with a total number $M_{a,b} = |P_{a,b}|$ of matched pairs. Since the number of extracted features varies heavily depending on the image content, we normalize the number of matches to the average number of features in the two images and define a similarity measure $S_{a,b} \in [0, 1]$ as:

$$S_{a,b} = \frac{M_{a,b}}{2(n_{F_a} + n_{F_b})}$$

where $n_{F_a} = |F_a|$ and $n_{F_b} = |F_b|$ are the number of features in $F_a$ and $F_b$ respectively. An alternative to the normalization in Eq. 1 would be to normalize the number of matches to the maximum number of features in the images. We did, however, not experience problems with using the normalization in Eq. 1.

### 3.2. Estimating Visual Feature Depth

The image data consist of a set of image pixels $P_p = (X_p, Y_p, C_p)$, where $X_p, Y_p$ are the pixel coordinates and $C_p = (C_p^x, C_p^y, C_p^z)$ is a three-channel color value. By projecting 3D point $p_i = [x_i, y_i, z_i]$ obtained from the laser scanner with the range $r_i$, onto the image plane, a projected laser range reading $R_i = (X_i, Y_i, r_i, (C_i^1, C_i^2, C_i^3))$ is obtained, which associates a range value $r_i$ with the coordinates and the color of an image pixel.

The visual feature $f_i$ is located in the image at a sub-pixel position $[X_i, Y_i]$ and we now want to assign a depth estimate $r_i^\ast$ to the feature $f_i$. This is the vision-based interpolation problem that is addressed in [24]. In this paper, we apply the simple Nearest Range Reading method and assign the laser range reading $r_i$ to the feature $f_i$, which corresponds to the projected laser range reading $R_i$ that is closest to $[X_i, Y_i]$. From the estimated range $r_i^\ast$ and the pixel coordinates $[X_i, Y_i]$, we finally obtain the 3D position $\mu_{f_i} = (x, y, z)$ of the feature $f_i$.

### 3.3. Estimating Visual Feature Position Covariance

To obtain the position covariance of each visual feature point $C_f$, the closest projected laser point $p_0$ relative to the visual feature $f$ in the image plane is used together with $M$ surrounding laser points $p_{1..M}$, see Fig. 1. The covariance $C_f$ is then calculated as

$$C_f = \frac{1}{M-1} \sum_{i=0}^{M} (p_i - \mu)^2,$$

where $\mu = \frac{1}{M} \sum_{i=0}^{M} p_i$. In our experimental evaluation we used $M = 8$, see Fig. 1.

The motivation for selecting the points to compute the covariance estimate in image space is that the bearing of visual features is typically more accurate than their depth. In the image space, range readings from the laser scanner that have a similar bearing can be easily found. If the selection of the points was done using the 3D points alone, issues with depth discontinuities would have to be handled.

### 3.4. ICP

The iterative closest points (ICP) algorithm [3,25], finds a rigid body transformation $(R, t)$ between two scan poses $x_p$ and $x_c$ by minimizing the following function

$$J(R, t) = \sum_{i=1}^{N} |p_i^c - Rp_i^p - t|^2,$$

where $p_i^p$ and $p_i^c$ are corresponding points from scans $S_p$ and $S_c$. Corresponding point pairs are determined by searching for closest points using a distance metric that varies for different ICP variants. Searching for closest points is the most time consuming part of the algorithm. A common approach
to decrease the search time is to use a k-d tree. If the correspondences are known, there exist various closed-form solutions to obtain the rigid transformation that minimizes Eq. 3. We have adopted the singular value decomposition method proposed by Arun et al. [26]. In our approach, correspondences are detected using visual features, thus an exhaustive search in the spatial domain is not required. As for all ICP methods we make the assumption that the measurement noise is Gaussian and independent and identically distributed.

3.5. Generalized Total Least Squares ICP

Generalized Total Least Squares ICP (GTLS-ICP) has been proposed by San-Jose et al. [27] as an extension of ICP. This method is similar to standard ICP but considers the covariance of each point. Instead of Eq. 3, GTLS-ICP minimizes the following function:

$$ J(R, t) = \sum_{i=1}^{N} (q_i - p_i^c)^T C_{q_i}^{-1} (q_i - p_i^c) + \sum_{i=1}^{N} (p_i^c - q_i)^T C_{p_i}^{-1} (p_i^c - q_i), \quad (4) $$

where $q_i = R p_i^c + t$. The covariance matrix $C_{q_i}$ is obtained by rotating the eigen vectors of the covariance matrix $C_{p_i}$, Eq. 2, with the rotation matrix $R$. However, there is no closed-form solution to minimize this function and therefore the GTLS-ICP function is minimized using an iterative optimization method.

3.6. Trimmed ICP Extension

Since visual features are used to establish corresponding points, no further means of data association, (such as searching for closest data points in ICP) is necessary. Although the SIFT features found to be very discriminative (see for example [28]), there is of course still a risk that some of the correspondences are not correct. To further decrease the possibility of erroneous point associations, only a set fraction of the correspondences with the smallest spatial distance between the corresponding points is used for registration. In the experiments presented in this paper the fraction was set to 70%. Because the relative pose estimate affects the spatial distance between corresponding points, relative pose updates are calculated repeatedly until a stopping criterion is met. Any initial pose estimate can be used. In our implementation we always start with an initially identical pose. For the stopping criterion, we consider the change of the sum of the squared distance between the corresponding points compared to the previous iteration. The optimization was stopped if the difference was less than $10^{-6} \text{ m}^2$.

In order to improve convergence, the initial estimate used in the trimmed GTLS-ICP method (Tr. GTLS-ICP) was obtained from the trimmed ICP method (Tr. ICP) to increase the convergence rate. We did not observe convergence problems using this approach.

4. Global Registration

In this section we present an extension of our method that matches a set of multiple scans simultaneously. Visual features are used to determine which scans are included in the registration process by simply thresholding the similarity measure $S_{a,b}$, Eq. 1.

The proposed approach, which is related to graph-based SLAM methods, can be described as follows: Given a set of $n$ scans $S_1, \ldots, S_n$ and their estimated poses $x_{1:n}$, together with a set of extracted features $F_{S_1:n}$, an initial estimate of all poses can be calculated by performing sequential registration, i.e. registering each scan $S_i$ with the previous one $S_{i-1}$. With this approach, however, the errors will accumulate. If the current scan $S_i$ can be registered to a previous scan $S_j$ that is not its direct predecessor (i.e. $j < i - 1$), the uncertainty of the pose estimates can be bounded. After each loop closing an additional edge is therefore added to the edges between subsequent scans so that we end up with $n$ scan poses

![Fig. 2. An example of a pose graph in 3D, seen from above. Each sphere represents a scan pose (node) $x$ and each line represents an edge $e$.](image-url)
and $m$ edges where $m > n$, i.e. we obtain an overestimated equation system. By adding more edges or constraints, the pose of each node can be determined more accurately since more measurements are incorporated (given that the certainty of the constraint is estimated correctly). A pose graph containing both scan poses $x = [a, b, ..., i]$ and edges $e$ can be seen in Fig. 2. An edge that connects two nodes which previously were separated by many edges generally provides more information in terms of pose error reduction than an edge which connects two nodes that are separated with few edges. For example, the edge $e_{i,b}$ in Fig. 2 reduces the number of edges between $a$ to $i$ to two, compared to nine if only successive edges were used.

The problem of determining all the scan poses simultaneously given the edge constraints can now be defined as minimizing:

$$L(x_1, ..., x_n) = \sum_{i=0}^{n} \sum_{j=i+1}^{n} V(i, j)J'(R_{x_i}, t_{x_i}, R_{x_j}, t_{x_j}).$$

(5)

$V(i, j)$ is a binary variable that decides whether the similarity measure $S_{i,j}$ is above a preselected threshold and $J'$ is the extension of the function $J$ (either Eq. 3 or Eq. 4) where each point cloud has its own rotation and translation. The total number of summations needed in Eq. 5 is the number of edges $m$. For the optimization of Eq. 5, we apply the Fletcher-Reeves conjugate gradient optimization method [29]. For this method the Hessian has to be computed which was done numerically. All six dimensions were optimized, three for translation and three for rotation. Euler angles were used to represent the rotation.

5. Experimental Setup

5.1. Hardware

For the experiments presented in this paper we used the ActivMedia P3-AT robot “Tjorven” shown in Fig. 3, equipped with a 2D laser ranger scanner (SICK LMS 200) and a 1-MegaPixel (1280x960) color CCD camera. The CCD camera and the laser scanner are both mounted on a pan-tilt unit from Amtec with a displacement between the optical axes of approx. 0.2 m. The angular resolution of the laser scanner was set to 0.25 degrees.

5.2. Data Collection

For each scan pose, 3D range and image data were collected as follows: First, three sweeps are carried out with the laser scanner at -60, 0 and 60 degrees relative to the robot orientation (horizontally). This results in three separate sets of 3D points that can be straightforwardly merged using the known positions of the laser scanner during the three sweeps. During each of these sweeps, the tilt of the laser scanner is continuously shifted from -40 degrees (looking up) to 30 degrees (looking down). After the three range scan sweeps, seven camera images were recorded at -90, -60, -30, 0, 30, 60, and 90 degrees relative to the robot orientation (horizontally) and at a fixed tilt angle of -5 degrees (looking up). A full data set acquired at a single scan pose is visualized in Fig. 4.

5.3. Calibration

In our setup the displacement between the laser scanner and the camera is fixed. It is necessary to determine six external calibration parameters (three for rotation and three for translation) once. This is done by simultaneously optimizing the calibration parameters for several calibration scans. The method we apply requires a special calibration board, see Fig. 5, which is also used to determine the internal calibration parameters of the camera. The calibration board was framed with reflective
tape enabling to use the reflective (remission) values from the laser scanner to automatically estimate the 3D position of the chess board corners detected in the image. The external parameters for the camera are obtained by minimizing the sum of squared distances (SSD) between the chess board corners found in the image and the 3D position of the chess board corners derived from the laser range readings.

6. Experimental Results

6.1. Indoor Experiment

A data set consisting of 22 scan poses, containing 66 laser scanner sweeps and 154 camera images was collected as described in Sec. 5.2 in an indoor lab environment. The first scan pose and the last scan pose were recorded at a similar position. An example of the final registration result can be seen in Fig. 6.

To evaluate the registration performance, we register scans sequentially and add up the relative poses. Then we perform a final registration of the last scan with the first one and add the corresponding pose as well. Finally, we compare the resulting total relative pose estimate with the ground truth that is $\mathbf{t} = (0, 0, 0)$ and $\mathbf{R} = I_{3 \times 3}$ by construction. This method works if the robot was driven along a
small registration errors can heavily influence the estimate of the final pose.

Table 1 presents a sequence of results in which the number of correspondences was limited to a certain number \( N \). The \( N \) correspondences used for registration were selected randomly from the set of matching image features and each registration experiment was repeated 20 times. The table shows the Euclidean pose error \( d \) (in meters) and the rotational error \( \alpha \) (in radians). These results show that the performance of Tr. GTLS-ICP is better compared to Tr. ICP, especially when there are fewer corresponding matches and \( N \) is low.

Average execution times of Tr. ICP and Tr. GTLS-ICP using the indoor data set and \( N = 30 \) are shown in Table 2. One can clearly see that the closed form solution provides a superior performance. The results in Table 2 were obtained with un-optimized source code on a Pentium 4 with 2GHz and 512 MB of RAM.

If standard ICP with Euclidean distance is used with all the 3D laser points, the sequential registration results in a distance error of 7.10 meters and an angular error of 2.17 radians. This result was obtained using the same initial estimate (that the two scans are located at the same pose) as in the other registration experiments presented in this paper. It is clear that due to the low quality of the initial pose estimate the standard ICP method performs very bad.

### Table 1

<table>
<thead>
<tr>
<th>( N )</th>
<th>( d \pm \sigma_d )</th>
<th>( \alpha \pm \sigma_\alpha )</th>
<th>( d \pm \sigma_d )</th>
<th>( \alpha \pm \sigma_\alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4.60±5.16 1.52±1.86</td>
<td>1.52±1.86 0.32±0.79</td>
<td>10.0.83±1.04 0.34±0.74</td>
<td>0.71±1.16 0.32±0.79</td>
</tr>
<tr>
<td>15</td>
<td>0.83±1.04 0.34±0.74 0.54±0.89 0.28±0.84</td>
<td>0.20±0.10 0.05±0.02</td>
<td>0.23±0.13 0.04±0.02</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.57±1.12 0.32±0.16 0.03±0.02</td>
<td>0.20±0.09 0.03±0.02</td>
<td>0.16±0.06 0.02±0.01</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.09±1.12 0.32±0.16 0.03±0.02</td>
<td>0.20±0.09 0.03±0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.23±0.13 0.04±0.02</td>
<td>0.20±0.09 0.03±0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.16±0.08 0.03±0.02</td>
<td>0.16±0.06 0.02±0.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>method</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tr. ICP</td>
<td>0.0022±0.0005 s</td>
</tr>
<tr>
<td>Tr. GTLS-ICP</td>
<td>19.0±13.13 s</td>
</tr>
</tbody>
</table>

Fig. 6. Result of sequential registration of 22 scan poses. The visualized data comprise of 3 × 22 registered scans and the corresponding colors from 7 × 22 camera images.

Fig. 7. Construction to obtain the ground truth for sequential registration of scans (see description in the text). The thicker arrow indicates the final registration with the first scan. Left: case in which the robot path formed a loop. Right: case in which the robot path does not form a loop.
Global Registration

The same indoor data set was used to evaluate the global registration method presented in Sec. 4. For the global registration evaluation Tr. ICP-GTLS was used.

Qualitative results are obtained by calculating the planarity of the estimated poses \( x_{1..22} \). Since the data were collected indoors the ground truth assumption is that all poses should be lying in a plane, see Fig. 8. This plane \( P \) is obtained from the two largest eigenvectors \( \lambda_1, \lambda_2 \) calculated from the covariance matrix \( C \) of all poses. Using the plane \( P \), we compute the mean squared error (\( MSE \)) from the distance of each pose estimate \( x \) to the plane \( P \) and the \( MSE \) of the angle difference between the plane normal and the yaw rotation axis of each pose estimate. The results in Table 3 show the expected improved accuracy of global registration.

### Table 3
Comparison of the planarity and angle difference between the plane normal and the yaw axis of the estimated poses (smaller \( MSE \) is better) between sequential pair-wise registration and global registration (\( d \) - distance error and \( \alpha \) - angular error).

<table>
<thead>
<tr>
<th></th>
<th>success registration</th>
<th>global registration</th>
</tr>
</thead>
<tbody>
<tr>
<td>( MSE d )</td>
<td>( 0.24 \cdot 10^{-3} ) m</td>
<td>( 0.187 \cdot 10^{-3} ) m</td>
</tr>
<tr>
<td>( MSE \alpha )</td>
<td>( 3.24 \cdot 10^{-3} ) rad</td>
<td>( 0.366 \cdot 10^{-3} ) rad</td>
</tr>
</tbody>
</table>

6.2. Outdoor Experiment

An outdoor data set consisting of 32 scan poses was collected close to a building. The ground truth was obtained as explained in the previous section (see Fig. 7, right). Results are shown in Table 4 and in Figs. 9 and 10.

Looking at Fig. 10, for example, the left wall appears much clearer when using Tr. GTLS-ICP indicating that the registration results are better. Also the lamp post appears to be duplicated when using Tr. ICP but not with Tr. GTLS-ICP. If the depth variance is high, the Tr. GTLS-ICP method predominantly uses the bearing of the feature rather than the actually estimated feature position. An overall error of 0.63 meters on average as it is obtained for \( N = 90 \) is a very good result considering the challenging outdoor environment and the fact that subsequent scans were taken quite far apart (approx. 3 m).

### Table 4
Registration results given in meters and radians using the trimmed registration versions on the outdoor data set.

<table>
<thead>
<tr>
<th></th>
<th>Tr. ICP</th>
<th>Tr. GTLS-ICP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>( 10 )</td>
<td>( 15 )</td>
</tr>
<tr>
<td>( d ) ( \pm \sigma_d )</td>
<td>( 26.06 \pm 26.76 ) ( 0.98 \pm 0.78 )</td>
<td>( 15.81 \pm 10.97 ) ( 0.53 \pm 0.29 )</td>
</tr>
<tr>
<td>( \alpha ) ( \pm \sigma_{\alpha} )</td>
<td>( 10.91 \pm 7.24 ) ( 0.35 \pm 0.35 )</td>
<td>( 6.39 \pm 4.53 ) ( 0.20 \pm 0.10 )</td>
</tr>
<tr>
<td>( 20 )</td>
<td>( 6.40 \pm 2.32 ) ( 0.24 \pm 0.13 )</td>
<td>( 4.26 \pm 3.19 ) ( 0.12 \pm 0.09 )</td>
</tr>
<tr>
<td>( 30 )</td>
<td>( 4.86 \pm 2.48 ) ( 0.17 \pm 0.10 )</td>
<td>( 2.66 \pm 1.60 ) ( 0.09 \pm 0.04 )</td>
</tr>
<tr>
<td>( 40 )</td>
<td>( 4.48 \pm 3.24 ) ( 0.17 \pm 0.18 )</td>
<td>( 1.84 \pm 1.32 ) ( 0.06 \pm 0.03 )</td>
</tr>
<tr>
<td>( 60 )</td>
<td>( 3.67 \pm 1.87 ) ( 0.17 \pm 0.05 )</td>
<td>( 1.01 \pm 0.68 ) ( 0.04 \pm 0.02 )</td>
</tr>
<tr>
<td>( 90 )</td>
<td>( 3.42 \pm 1.24 ) ( 0.17 \pm 0.07 )</td>
<td>( 0.63 \pm 0.24 ) ( 0.04 \pm 0.02 )</td>
</tr>
</tbody>
</table>

7. Conclusions

In this paper we have proposed a registration method that uses visual features to handle the correspondence problem. The method integrates both vision and 3D range data from a laser scanner and does not rely on any initial estimate for registration. The range data are used to obtain depth estimates and a covariance estimate for the extracted visual features. A global registration method was presented which illustrate the usefulness of combining visual features with depth estimates from a laser range scanner. The evaluation results show the general applicability of the proposed approach, which allows for registration without an initial pose estimate. Our results demonstrate further the importance of including the position covariance estimate into the registration process, especially if few correspondences are available or under outdoor conditions where the uncertainty of each feature position is typically larger than indoors.
Fig. 9. An outdoor registration result using Tr. GTLS-ICP and unlimited \( N \), visualized with 1.5 million colored laser range readings.
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Fig. 10. Outdoor registration results using Tr. ICP (top) and Tr. GTLS-ICP (bottom) without using any limits of corresponding points \( N \). It can be seen that the building wall is more accurately constructed using Tr. GTLS-ICP. By the same token, please note that the highlighted lamp post appears duplicated when using the Tr. ICP method.
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