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Abstract  
This paper proposes a switched Ethernet network that supports real-time communication with guaranteed bit rate and end-to-end delay bound. In our proposal, the source nodes use Earliest Deadline First (EDF) scheduling, while the switch uses First Come First Served (FCFS) to control periodic real-time traffic belonging to logical real-time connections. The schedulability condition is drawn and the end-to-end worst-case delay bound is derived for guaranteed real-time traffic, which also gives, as a sub-result, the needed buffer space in the switch. Moreover, different traffic classes are prioritized and put into different output queues in the end nodes and the switch, which minimizes the interference with other traffic when transmitting periodic time-critical messages. The solution requires no additional hardware or software modifications of the switch and the underlying standard. It is based purely on software implementation in the end nodes. Furthermore, the EDF scheduling strategy used in the source nodes allows good resource utilization, while the FCFS scheduling used in the switch limits the switch processing overhead. The paper presents simulation analysis for Fast Ethernet, which verifies our approach of guaranteeing real-time transmission at the same time as achieving high utilization.

1. Introduction  
Real-time applications, for example, industry process control, radar signal processing systems, automation control and other industry applications, require strict time-deterministic transmissions. In such kind of systems, the frames containing real-time information, such as control commands and alarm signals, have to be delivered within a certain time limit. In other words, the correct performance is specified as packet delivery within a certain delay bound.

Switched Ethernet is prevalent used now and will probably take over much of the industrial bus and network markets in the future [1], because it is cost-effective and enables some key benefits over traditional Ethernet, such as full duplex and flow control. A number of protocols and schemes have been proposed to improve the real-time characteristics of switched Ethernet [2-10]. However, these results are either based on some assumptions about traffic arrival which are not exactly representative to the messages sent by the applications [2-5], or do not introduce the Quality of Service (QoS) mechanisms in their models [6].

The goal of the Ethereal project [7] [8] was to build a scaleable real-time Ethernet switch, which supports bandwidth reservation and guarantee without any hardware or operating system modification. However, Ethereal was only throughput-oriented, i.e., no explicit treatment of hard real-time communication.

Results on establishing real-time channels using deadline sorting in the switch to gain real-time support are found, in switched Ethernet networks [9] [10] and in packet-switched networks [11] [12]. However, the deadline-based sorting in the switch brings high processing overhead, which motivates us to investigate a new strategy to achieve the same approach.

Similar method [9-12], of using logical real-time connections abstraction for packet scheduling and supporting real-time capability is proposed in this paper. Nevertheless, there are several important differences. First, the EDF algorithm is used in the source nodes while the FCFS policy is used in the switch for real-time traffic scheduling. Second, we obtain the schedulability condition and the needed buffer size for hard real-time traffic under our scheduling policy, and prove that we can guarantee...
the end-to-end delay bound. Third, real-time services are provided in different QoS levels, for example, hard real-time, soft real-time and non-real-time traffic [13], in order to ensure that time-critical packets are not hindered by a stream of non-critical traffic.

The rest of the paper is organized as follows. In Section 2, we present the network architecture and traffic handling. The real-time analysis is described in Section 3. In Section 4, the simulation analysis is reported. Finally, Section 5 concludes the paper.

2. Network architecture and traffic handling

We consider a network with the topology of an Ethernet switch and a number of end nodes (a single switch is assumed in this paper). Every node is connected to other nodes via the switch. The switch establishes a direct line of communication between two points for each frame, and maintains multiple simultaneous links between various ports.

The IEEE 802.1p [14] queuing feature, which enables Layer 2 switches to prioritize traffic and perform dynamic multicast filtering, is used to classify different traffic classes in our system.

Figure 1a and 1b show the output queues and traffic handling policy in the end node and in the switch, respectively. In each end node, before entering the Network Interface Card (NIC), the hard real-time frames are put into the hard real-time queue, which has the highest priority among all traffic classes, while soft real-time frames are put into the soft real-time queue having lower priority than the hard real-time queue (Figure 1a). Both the hard real-time queue and the soft real-time queue are sorted according to EDF [15]. Outgoing non-real-time traffic from the end-node is treated as lowest priority and put into a FCFS sorted non-real-time queue.

In the same way, there are three different output queues for each port in the switch too (Figure 1b). In our configuration, only the hard real-time queues at the end nodes use the EDF algorithm, while all queues in the switch follow FCFS scheduling. Our network supports dynamic addition of real-time channels, each being a virtual unidirectional connection between two nodes in the system with guaranteed bit rate and bounded delay.

3. Real-time analysis

The real-time guarantee for the hard real-time traffic is uphold by a real-time channel with index i, which is characterized by:

$$\{ S_i, D_i, T_{period,i}, C_i, T_{deadline,i} \},$$  \hspace{1cm} (1)

where $S_i$ is the index number of the source node, $D_i$ is the index number of the destination node, $T_{period,i}$ is the period of data generation, $C_i$ is the amount of data per period, and $T_{deadline,i}$ is the relative deadline used for the end-to-end scheduling. $T_{period,i}$, $C_i$, and $T_{deadline,i}$ are expressed as the number of maximum-sized Ethernet frames.

Before we describe the feasibility test, we make the following definitions, by looking upon the real-time channel as a periodic task.

HyperPeriod: The HyperPeriod for a set of periodic tasks is defined as the length of time from when all tasks' periods start at the same time, until they start at the same time again.

BusyPeriod: A BusyPeriod is any interval of time in which a link is not idle.
Workload function: The workload function $h(t,s,d)$ is defined as the sum of all the capacities of the tasks with deadline less than or equal to $t$, running on the physical link from node $s$ to node $d$ (the switch is always one of the nodes in our case), where $t$ is the time duration elapsed from the start of the hyperPeriod.

Feasible link: A feasible link is a link with a set of channels traversing it that can be feasibly scheduled using our scheduling policy.

Feasible system state: A feasible system state is a system state with every link in the system being feasible.

Following the above discussion, the problem for the admission controller to test if the channel can be added or not is to test if the new system state is still feasible, given that the new channel has been added. The feasibility test is done in two steps, the utilization constraint and the workload constraint, each step being a test of its own.

The utilization constraint is checked first. According to basic EDF theory, the utilization for a system state with every link in the system being feasible.

$$U = \sum_{i} \frac{C_{i}}{T_{Period,i}} \leq 100\%.$$ (2)

The second constraint (workload constraint) is that for all values of $t$, the workload function $h(t,s,d)$ has to be less than or equal to $t$.

$$h(t,s,d) \leq t.$$ (3)

Since EDF is not used in the switch for scheduling in our scheme, the workload function $h(t,s,d)$ here is not defined as the sum of all the capacities of the tasks with absolute deadline, $T_{deadline,i}$, less than or equal to $t$, but as the sum of all the capabilities of the tasks with the first hop deadline, $T_{dl,i}$, less than or equal to $t$.

Several real-time channels might exist in the network at the same time. The workload function $h(t,s,d)$ are calculated for each physical link from the source node $s$ to the destination node $d$, as follows:

$$h(t,s,d) = \sum_{i} \left(1 + \frac{t - T_{dl,i}}{T_{period,i}} \right) C_{i},$$ (4)

where the first hop deadline, $T_{dl,i}$, is calculated as:

$$T_{dl,i} = T_{deadline,i} - T_{d2,i},$$ (5)

where $T_{d2,i}$ is the worst case delay in the switch. The instance for a packet to arrive at the switch will never be worse than that when all packets for all the guaranteed logical real-time channels, with the same destination, arrive just before. Hence $T_{d2,i}$ is calculated as:

$$T_{d2,i} = \max \left\{ \sum_{j \in [I_{i},D_{i}]} \left( \frac{t}{T_{period,j}} \right) C_{j} \right\}. $$ (6)

Therefore, the buffer size for the hard real-time traffic in the output port $i$ of the switch, $B_i$, expressed by the number of maximum-sized frames, is derived as:

$$B_i = \max \left\{ \sum_{j \in [I_{i},D_{i}]} \left( \frac{t}{T_{period,j}} \right) C_{j} \right\}. $$ (7)

The workload constraint does not lead itself out particularly well to computation, since the condition should hold for all values of $t$. It is shown in [16] how to reduce the time and memory complexity of the test. The following upper bound would therefore be an improvement of our feasibility algorithm:

$$1 \leq t \leq BusyPeriod(s,d),$$ (8)

where the BusyPeriod is the first busyPeriod in the schedule at the start of the hyperPeriod.

Furthermore, all values of $t$ are not required to be checked, but only the integers $t$:

$$t \in \bigcup_{i=0}^{K} \{mT_{period,i} + T_{d1,i} : m = 0,1,2,... \},$$ (9)

assuming that $K$ denotes the number of real-time channels traversing the considered physical link.

If the above utilization constraint and workload constraint are met, the new logical real-time channel can be accepted. When a logical real-time channel $i$ has been established, the network guarantees to deliver each real-time frame with a bounded delay:

$$T_{db,i} = T_{deadline,i} + T_{node} + T_{trans} + 2T_{pro}$$ (10)

where $T_{pro}$ is the maximum propagation delay over a link between an end-node and the switch, $T_{trans}$ is the transmission time for the considered frame. $T_{switch}$
Figure 2: Acceptance ratio of real-time channels vs total number of requested real-time channels.

Figure 3: Utilization of real-time channels vs total number of requested real-time channels

Simulation experiments have been conducted to evaluate our method presented in this paper. In the simulation, each real-time channel is randomly generated with uniformly distributed source and destination nodes. We have simulated a network with a single 100 Mbit/s full-duplex Ethernet switch. Each real time channel is characterized by three parameters: the period, the capacity and the deadline, expressed in the form \( \{ \text{period, capacity, deadline} \} \).

For performance metric, we have used the real-time channel acceptance ratio and the utilization. In each simulation, logical real-time channels are added one by one and checked whether accepted or not. A number of such simulations are run to get the average utilization and the average acceptance ratio at different traffic loads, i.e., the total number of requested logical real-time channels. We have compared these performance metrics for different traffic and network characteristics.

Figure 2 shows the relation between the average acceptance ratio of real-time channels and the total number of requested real-time channels. In each simulation, the same parameters are used for all the real-time channels in the system, where the period, deadline and capacity are expressed as the number of maximum-sized Ethernet frames. The number of nodes is set to 8, the period is set to 40 and the capacity is set to 1. We observe different results when the deadline is varied between 20 and 800. When the period equals to the deadline, the acceptance ratio is 100%, until the number of requested real-time channels has passed 200. Then it is decreased slowly, because the traffic intensity is increased. Note that the acceptance ratio is lower if the deadline is shorter, because shorter deadline makes it harder to meet the workload constraint for the link.

If we replace the acceptance ratio by the average utilization of the physical channels in terms of guaranteed logical real-time channels, we get the result shown in Figure 3 (average values after 100 simulations). The utilization is increased fast when the traffic load is increased, then it becomes stable when coming close to the theoretical limits, because it is hard to accept a new logical real-time channel under the high workload in the system. The figure reveals that our system can reach a rather high utilization, for example, up to the theoretical limit of 100 % when the deadline is twice the period. Although a longer deadline achieves higher utilization, as illustrated in Figure 3, we find that

and \( T_{node} \) is the worst case process latency for an Ethernet frame on the top of the hard real-time queue to leave the source node and to leave the switch, respectively.

4. Simulation analysis

Simulation experiments have been conducted to evaluate our method presented in this paper. In the simulation, each real-time channel is randomly generated with uniformly distributed source and destination nodes. We have simulated a network with a single 100 Mbit/s full-duplex Ethernet switch. Each real time channel is characterized by three parameters: the period, the capacity and the deadline, expressed in the form \( \{ \text{period, capacity, deadline} \} \).

For performance metric, we have used the real-time channel acceptance ratio and the utilization. In each simulation, logical real-time channels are added one by one and checked whether accepted or not. A number of such simulations are run to get the average utilization and the average acceptance ratio at different traffic loads, i.e., the total number of requested logical real-time channels. We have compared these performance metrics for different traffic and network characteristics.

Figure 2 shows the relation between the average acceptance ratio of real-time channels and the total number of requested real-time channels. In each simulation, the same parameters are used for all the real-time channels in the system, where the period, deadline and capacity are expressed as the number of maximum-sized Ethernet frames. The number of nodes is set to 8, the period is set to 40 and the capacity is set to 1. We observe different results when the deadline is varied between 20 and 800. When the period equals to the deadline, the acceptance ratio is 100%, until the number of requested real-time channels has passed 200. Then it is decreased slowly, because the traffic intensity is increased. Note that the acceptance ratio is lower if the deadline is shorter, because shorter deadline makes it harder to meet the workload constraint for the link.

If we replace the acceptance ratio by the average utilization of the physical channels in terms of guaranteed logical real-time channels, we get the result shown in Figure 3 (average values after 100 simulations). The utilization is increased fast when the traffic load is increased, then it becomes stable when coming close to the theoretical limits, because it is hard to accept a new logical real-time channel under the high workload in the system. The figure reveals that our system can reach a rather high utilization, for example, up to the theoretical limit of 100 % when the deadline is twice the period. Although a longer deadline achieves higher utilization, as illustrated in Figure 3, we find that
there is no big utilization difference for deadlines longer than twice the period.

5. Conclusions

In this paper, we have investigated a switched Ethernet based network concept with guaranteed bit rate and delay bound for periodic real-time streams. The study covers prioritizing and the use of different scheduling policies for different traffic classes, and the feasibility analysis for hard real time traffic under the scheduling policies defined in this paper. The simulation analysis has shown the proposed scheme performs well.
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