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Abstract

We present a technique to identify deviating systems among a group of systems in a self-organized way. A compressed representation of each system is used to compute similarity measures, which are combined in an affinity matrix of all systems. Deviation detection and clustering is then used to identify deviating systems based on this affinity matrix.

The compressed representation is computed with Principal Component Analysis and Kernel Principal Component Analysis. The similarity measure between two compressed representations is based on the angle between the spaces spanned by the principal components, but other methods of calculating a similarity measure are suggested as well. The subsequent deviation detection is carried out by computing the probability of each system to be observed given all the other systems. Clustering of the systems is done with hierarchical clustering and spectral clustering.

The whole technique is demonstrated on four data sets of mechanical systems, two of a simulated cooling system and two of human gait. The results show its applicability on these mechanical systems.
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Introduction

Today’s mechatronical systems like vehicles, robots or planes include a vast amount of embedded systems that are used to control and monitor their actions. About 100 microprocessors and more than 2000 sensors are built into modern luxury-class cars. While some control safety-critical systems like breaks or airbags, others are essential to run the car, e.g. the engine control unit (ECU) which is responsible for fuel injection, spark time etc.

Each of these microprocessors logs its measurements and actions. This enables manufacturers and operators to collect exact data about the runtime behavior, which can then be used to find patterns (e.g. abnormalities after a certain sequence of events) that help to precisely identify faults and their sources. Precise findings facilitate to choose suitable counteractions and adapt service intervals, predict lifecycles and increase productivity.

On the other hand, a huge amount of data is produced. Generally this data is very complex and so specialized personnel and a lot of time is required to have the data analyzed. Hence, automatic systems are needed to take over or ease this task.

Such systems have to follow certain constraints:

- A compressed representation of the raw data is essential to reduce the amount of data. This reduces transmission time which allows to use transmission techniques with low bandwidth (e.g. wireless transmission) and also results in a better scalability to a big number of systems.
The system has to be able to detect deviations that have not occurred before, as it is (almost) impossible to think of all possible states beforehand. Thus, the system has to be self-organizing to adapt to the parameters of the monitored system automatically.

A lot of different forms of deviation detection methods have been used with a very wide variety of tasks either to clean data for further usage or detect faulty systems and behavior patterns. Depending on the author and field of application they are, for example, called deviation detection, outlier detection, novelty detection, anomaly detection, noise detection or exception mining. We will use the term deviation detection, as we feel that this most appropriately describes the process of finding systems that behave differently from a group of systems.

When used to clean data for further usage it is most often referred to as outlier detection. In machine learning and data analysis this is done to remove observations that are either erroneous (due to e.g. a faulty sensor) or normal measurements of a rare condition that is under-represented in the data set and difficult to derive an exact model for. Including observations of both cases generally results in a worse model of the actual data. Outlier detection and removal is often done by visual inspection of histograms, box plots or scatter plots. More sophisticated techniques include supervised classification, where data known to be normal or abnormal is pre-labeled. Classifiers are built upon these data and then used to classify the rest of the data.

Another application of deviation detection is to detect faulty systems or deviating behavior patterns. This is often a very important task as deviations could indicate faulty conditions which can lead to severe damage or even result in danger for users. Also it might point out fraudulent usage or decreased performance. Of course under any of those conditions it is beneficial to have a system that automatically detects deviating systems.

In either way most deviation detection systems are designed for a specific purpose.
1.1 Problem formulation

The goal of this thesis is to show that it is possible to detect “abnormal” systems in a group of systems without much prior knowledge about the systems. The proposed approach works offline, i.e. the whole data set is available before processing, but can be extended to an online version.

The approach is based on the assumption that “abnormal” systems deviate from “normal” systems if an appropriate representation is used. Deviating systems are those which do not behave like the bulk of systems. The challenges are to find such an appropriate representation in a self-organized way, compare these representation and then detect deviations.

The task is divided into three sub-tasks:

1. **How to represent an individual system?**

   This step extracts features that are “important”, i.e. those components that describe the systems behavior. The outcome of this step is a more efficient representation, which has to cover the relevant part of the total variance in the data while being as compact as possible.

2. **How to compare groups of systems?**

   This step provides the ability to compare the representation of systems with each other. Therefore, a suitable metric has to be defined. Based on this metric, a so-called *affinity matrix* for a group of systems is computed that contains a similarity measure for each pair of systems.

3. **How to detect deviating systems from the norm?**

   The deviation detection in this step is done in two different ways.

   One approach is to compute the probability for each system to be observed given all the other systems. In a “healthy” group where the majority of systems behave “normally”, the probability to observe an “abnormal” system should be very low.
The other approach is based on clustering the group of systems. In this case, the “normal” systems should form one big cluster while the “abnormal” systems form one or more clusters with a small population.

Apart from the method proposed by Byttner et al. (2008), we are not aware of any approach that automatically tries to find a suitable compressed representation and at the same time detect deviating systems.


to compute and easy to explain and understand. In an successive paper, Markou and Singh (2003b) describe various neural network based outlier detection methods, but conclude that these have not been studied as detailed as statistical approaches and therefore guidelines on the applicability of certain approaches on a given data type are missing.

Hodge and Austin (2004) divide the field of outlier detection into three fundamental types: outlier detection without (much) prior knowledge (unsupervised clustering), model-based outlier detection with models for normality and abnormality (supervised classification) and model-based outlier detection with only a model for normality or (in very few cases) abnormality (semi-supervised classification). Further on, they describe statistical, as well as artificial neural network (ANN) approaches from all these types for different kinds of data sets and with different methodologies in order to provide an overview over the various techniques and their fields of application. They conclude that there is no generic approach and give advices on what to keep in mind when developing
an outlier detection system. Generally, data preprocessing is a very important issue that can severely improve detection performance. Since data preprocessing is based on specific knowledge of the application, it requires an expert on the application and is often very time consuming. Additionally it results in a poor generalization to other application.

A highly active area of research is the field of intrusion detection systems (IDS). An IDS is used to detect malicious behavior patterns in computer systems and networks. Techniques for IDS range from simple, rule based approaches to systems which use artificial immune systems (AIS). AIS are inspired by the human immune system, which can detect and defend already known as well as previously unseen invaders. Aickelin et al. (2004) give a summary of AIS based IDS but conclude that these approaches are still in an early stage of development and have much room for improvements.

Lakhina et al. (2004) propose a subspace method for IDS, which uses principal component analysis (PCA) to compress the high dimensional set of network traffic measurement into two subspaces for normal and anomalous network conditions. Therefore, they compute the principal components and projections of the data. The separation into two subspaces it then done by examining the projection along each principal component. As soon as a projection exceeds a certain threshold (3σ deviation from the mean), that principal component and all subsequent principal components are assigned to the “anomalous subspace”, while all previous components span the “normal subspace.”

Huang et al. (2006a,b) enhance this system into a framework for distributed network anomaly detection using the subspace method and demonstrate the applicability of PCA to compute a suitable compressed representation.

Vachkov (2006) uses the Neural Gas (NG) algorithm, an extension to the Self-Organizing Map (SOM), to compress the data collected on a hydraulic excavator. The compression is done by running the NG algorithm on 1200 observation to produce 60 nodes and than using these 60 nodes combined with their weight (i.e. the number of observations that support this node) and their width (i.e. the spread of the supporting observations) as a compressed representation of the excavators behavior. This automatically generated compressed representation is then transferred from the operating site to a maintenance
center, where the fault diagnosis is done. However, this fault diagnosis is based on either visual inspection of 2 parameters at a time and comparison to normal working conditions or a similarity evaluation with a knowledge base.

As PCA is used on a wide variety of data sets to, methods to compare the outcome of PCA on different systems is needed. Krzanowski (1979) proposed a method to compare PCA results on the same variables of different groups of individuals. Therefore, an angle-based similarity measure is used.

During the last years, subspace methods have attracted a lot of attention in the field of human face recognition. To calculate the distance between face subspaces an angle-based distance measures is proposed by Wang et al. (2006), which is further analyzed by Sun and Cheng (2006).

Byttner et al. (2008) propose a self-organized fault detection scheme for vehicle fleets. A low-dimensional representation (i.e. a model) of a sub-system of a vehicle is created and transferred to a monitoring center, where it is compared to a group of vehicles. A simulated cooling system with and without leakage is used to test the approach. For the presented results, linear models with up to three parameters and a time lag of one of these parameters are used. Results show that vehicles with severe leakage level strongly deviate from vehicles without leakage, while minor leakage level cannot be detected.

Several approaches show that compressed representations based on PCA are usable for deviation detection. Also, PCA is fast to compute and methods to compare PCA subspaces are available. Therefore, PCA will be used to compute system representations.

Since PCA can only find linear correlations among the systems variables, the nonlinear generalization Kernel PCA will be used as well.

An angle-based similarity measure to compare representations of numerous systems will be used.

The final deviation detection will be carried out with a simple statistical approach, as this is fast to compute and does not require any additional human intervention.
3

Methods

As outlined in Sec. 1.1, there are three distinct sub-tasks: system representation, comparison of representations, and deviation detection.

3.1 System representation

The representation of systems is an essential part of an application that has to work with a big amount of high dimensional data. The idea is to capture the dynamics of a system and the correlations among the variables that show the deviations while reducing the amount of data by transforming it to a more compact representation.

Such a representation can be a number of selected features from the original space, extracted features in a lower dimensional space or functions that describe the relationships of the data. Also forms where several observations are concentrated and represented by fewer proxies are possible.

A compact representation is generally desirable, since it reduces memory consumption and computation time. As we want to transmit the representation from the system that captured the data to a monitoring facility a compact form also lowers transmission time. This is crucial in environments where only low bandwidth or short time is available, e.g. radio transmission from a truck whenever it passes a monitoring station.

On the other hand the transformation to a compact representation is lossy, i.e. information from the original data is irretrievably lost.
It is therefore important to find a suitable representation that reduces the amount of data while it still captures enough of the information.

### 3.1.1 Feature Extraction

Feature extraction is a form of dimensionality reduction, which utilizes the facts that

- variables in the high dimensional space are often not independent, but rather influence each other in various ways
- data is not spread over the whole high dimensional space, but may lie in a small region

to extract a small number of features that are “important” to describe the underlying phenomenon.

Common feature extraction techniques include linear and nonlinear forms of principal component analysis, *independent component analysis*, *canonical correlation analysis* and *latent semantic analysis*.

Besides these techniques, clustering methods can be used to group the raw data and then extract features from the resulting clusters. For example, Vachkov (2006) trains a SOM with the collected raw data and uses the resulting nodes as features.

The two techniques used in this work are PCA and Kernel PCA. Both are described in the following sections.

### 3.1.2 Principal Components Analysis

PCA is a well known technique which is easy to implement and fast to compute. Lakhina et al. (2004) show that PCA features are useful to detect deviations in computer networks.

*Principal components analysis* (PCA, also known as *Karhunen-Loève-Transform* or *proper orthogonal decomposition*) is based on the assumption that some variables are
linearly correlated and thus can be recoded using a fewer number of linearly uncorrelated features.

PCA is a linear transformation that transforms a data set to a new orthogonal coordinate system, where the first axis is the direction of the greatest variance (the first principal component), the second axis is the direction of the second greatest variance (the second principal component) and so on.

In most cases dimensionality reduction with PCA is done by using only the first few principal components such that e.g. 95% of the total variance (i.e. the total spread of the data) is captured, since it is often assumed that the relevant information in the data is also adding the most variance.

In contrast to this, Lakhina et al. (2004) use minor components to detect anomalies in network traffic.

**Figure 3.1:** Example of PCA on a synthetic data set; the blue contour lines are perpendicular to the principal components and along these lines the principal components value is constant.

3.1.2.1 Calculation of the Principal Components

Suppose a vector $x$ of $m$ $d$-dimensional observations $x_m, m = 1, \ldots, M$ that are centered so that $\sum_{m=1}^{M} x_m = 0$. The covariance matrix for these observations is then

$$ C = \frac{1}{M} \sum_{m=1}^{M} x_m x_m^T. \quad (3.1) $$
The principal components are the eigenvectors $V = v_1, \ldots, v_d \in \mathbb{R}^d$ of $C$ sorted by their eigenvalues $\lambda$ and can be found by solving the eigenvalue equation

$$CV = \lambda V.$$  \hfill (3.2)

The observations are then projected onto these eigenvectors

$$x' = xV.$$  \hfill (3.3)

### 3.1.3 Kernel Principal Components Analysis

Kernel PCA is a generalization of PCA, which does not aim at finding principal components in the input space, but rather principal components of features that are non-linearly related to the variables in the input space. For example, this can be high order correlations of input variables.

The idea of kernel PCA is to perform a linear PCA in a space which is constructed by a nonlinear transformation of the input space. This transformation can easily be done by using a nonlinear kernel that maps from the input space to a higher dimensional space while allowing all calculations to be done in the input space. As shown in Schölkopf et al. (1998) kernel PCA extracts features that lead to better classification performance than linear PCA on a number of experiments.

The main drawback of Kernel PCA compared to normal PCA is that there is no method to reconstruct features in the input space from their kernel PCA mapping.

### 3.1.3.1 The Kernel Trick

The kernel trick is a method that provides the ability of using a non-linear algorithm to solve a non-linear problem. This works by utilizing Mercer’s Theorem: any positive semi-definite, continuous and symmetric Kernel function $K(x, y)$ can be expressed by a dot product in a high-dimensional space. A kernel is positive semi-definite if $K(x, x) \geq 0$ for any $x$ and symmetric if $K(x, y) = K(y, x)$. 


3.1. System representation

The map
\[ \Phi : \mathcal{X} \rightarrow \mathcal{H}, x \mapsto \Phi(x) \] (3.4)

is called a feature map from the original space \( \mathcal{X} \) into the feature space \( \mathcal{H} \). Every dot product in this feature space can now be calculated as
\[ \langle \Phi(x), \Phi(y) \rangle = K(x, y). \] (3.5)

This means that the feature space \( \mathcal{H} \) need not be known since all the calculations are done in the original space.

Commonly used kernels are:

Polynomial: \[ K(x, y) = \langle x, y \rangle^d \] (3.6)
Gaussian: \[ K(x, y) = \exp\left(-\frac{||x - y||^2}{2\sigma^2}\right) \] (3.7)

**Figure 3.2:** Example of kernel PCA with a Gaussian kernel on a synthetic data set; The contour lines are lines where the principal components value is constant, in the linear case these lines are perpendicular to the principal components.
Further on, kernel PCA refers to kernel PCA with a Gaussian kernel.

Using this method, every linear technique that is solely based on dot products can be applied to non-linear problems.

### 3.1.3.2 Calculation of the Kernel Principal Components

Corresponding to PCA, suppose a vector $x$ of $m$ $d$-dimensional observations $x_m$, $m = 1, \ldots, M$. The covariance matrix in the feature space $\mathcal{H}$ is calculated as

$$
\mathcal{C} = \frac{1}{M} \sum_{m=1}^{M} \Phi(x_m) \Phi(x_m)^T,
$$

(3.8)

which leads to

$$(\Phi(x_l) \cdot \mathcal{C} V) = \lambda (\Phi(x_l) \cdot V)$$

(3.9)

for all $l = 1, \ldots, M$. There exists $\alpha = \alpha_1, \ldots, \alpha_M$ such that

$$V = \sum_{i=1}^{M} \alpha_i \Phi(x_i)$$

(3.10)

Combining (Eq. 3.9) and (Eq. 3.10), we get

$$\frac{1}{M} \sum_{i=1}^{M} \alpha_i (\Phi(x_i) \cdot \sum_{j=1}^{M} \Phi(x_j))(\Phi(x_j) \cdot \Phi(x_i)) = \lambda \sum_{i=1}^{M} \alpha_i (\Phi(x_i) \cdot \Phi(x_i))$$

(3.11)

By defining the dot product matrix $K$ corresponding to kernel $K$ as

$$K_{ij} = (\Phi(x_i) \cdot \Phi(x_j))$$

(3.12)

(Eq. 3.11) can be rewritten to

$$K\alpha = M\lambda \alpha.$$  

(3.13)

This eigenvalue problem is solved by diagonalizing $K$ and the eigenvectors expansion coefficients $\alpha^n$ are normalized to

$$\lambda(\alpha^n \cdot \alpha^n) = 1.$$  

(3.14)
Finally, to extract principal components corresponding to kernel $K$ of point $x$ the projections onto the eigenvectors are computed by

$$(KPC)_n(x) = (V^n \cdot \Phi(x)) = \sum_{i=1}^{M} \alpha_i^n (\Phi(x_i) \cdot \Phi(x)).$$

(3.15)

### 3.1.4 Other nonlinear PCA methods

**Hebbian Networks**

By utilizing *Oja’s Rule* which was introduced by Oja (1982), *artificial neural networks* (ANN) are able to compute principal components. When nonlinear activation functions are used, nonlinear principal components are found.

These methods have advantages when the input data are not stationary, but lack a geometric interpretation.

**Deep Autoencoder**

The deep autoencoder is a nonlinear generalization of PCA which uses an ANN with a bottleneck. It is trained by using the input $x$ as desired output $y$. As these networks are big (typically with several hundred to thousand nodes and 5 to 11 fully connected layers) it takes a long time to train.

Hinton and Salakhutdinov (2006) show that the deep autoencoder significantly outperformed PCA on the reconstruction error on a number of data sets.

In contrast to PCA and kernel PCA, these methods do not compute new bases, but instead train ANNs. Comparing ANNs cannot be done with the methods to compare bases and was beyond the scope of this work.

### 3.2 System comparison

The features extracted in the system representation step have to be compared to be usable for deviation detection and clustering. In the case of PCA and Kernel PCA
these features are principal components, which span an orthogonal space. As not all of the principal components are used, this space is further on referred to as subspace.

We thought about three methods to compare two subspaces: the angle between them, the overlapping volume and the reconstruction error of the data with interchanged subspaces.

The angle between two subspaces can be calculated as proposed by Krzanowski (1979). The measure of similarity is the sum of the squared cosines of the angles between all the eigenvectors. This measure is in the range of 0 (for non-overlapping spaces) to 1 (for coincident spaces) and symmetric, i.e. the similarity between the two subspaces $A$ and $B$ is equal to the similarity between $B$ and $A$.

The overlapping volume between two subspaces can be based on hyper-cuboid where the side length are equal to the eigenvalues. This measure has the advantage of also taking the eigenvalues into account. It is symmetric, but is not limited to a range of 0 to 1.

A similarity measure based on the reconstruction error with interchanged subspaces can be calculated as follows: The principal components $PC_A$ and $PC_B$ are computed for the two systems $A$ and $B$ respectively. The data of system $A$ are transformed to the new space span by $PC_A$ and the reconstruction error $E_{AA}^N$ when using only the first $N$ principal components is calculated. Then the reconstruction error $E_{AB}^N$ of transforming the data of system $A$ to the space span by first $N$ principal components of $PC_B$ is calculated. This similarity measure is neither symmetric, nor in the range of 0 to 1.

As the properties of the angle-based similarity measure are very convenient when comparing different similarities, this measure is used further on. The successive methods rely on these properties and thus, to use any of the other methods, each similarity measure has to be rescaled to be in the range of 0 to 1. This, however, has to be done in a way that the relationships between similarity measures of different systems are represented correctly, i.e. pairs of systems with a similarity close to 1 are in fact more similar than pairs with a lower similarity measure.
3.2. System comparison

3.2.1 Calculation of the Angle between two Subspaces

Suppose two subspaces $L$ and $M$ with $N$ principal components. The matrices $L = (l_1, \ldots, l_n)$ and $M = (m_1, \ldots, m_n)$ contain these principal components as column vectors.

The angle $\theta_{11}$ between their first principal components is calculated as

$$\theta_{11} = \arccos \sqrt{\langle l_1, m_1 \rangle}.$$  \hfill (3.16)

of the two vectors $l_1$ and $m_1$. A measure of similarity can be defined as

$$s_{11} = \cos^2 \theta_{11} = \langle l_1, m_1 \rangle.$$  \hfill (3.17)

As shown by Krzanowski (1979), this can be generalized to more than one principal component as

$$S(L, M) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \cos^2 \theta_{ij} = \frac{1}{N} \text{tr} \ L^T M M^T L.$$  \hfill (3.18)

This similarity measure lies between 0 for non-overlapping spaces and 1 for coincident spaces.

Wang et al. (2006) propose a subspace distance (SSD)

$$d_{wwf}(L, M) = \sqrt{N - \sum_{i=1}^{N} \sum_{j=1}^{N} (l_i^T m_j)^2}.$$  \hfill (3.19)

Sun and Cheng (2006) show that $d_{wwf}(L, M)$ is a proper distance measure, i.e. it satisfies the following properties:

- Non-negativity: $0 \leq d_{wwf}(L, M)$ for any $L$ and $M$
- Symmetry: $d_{wwf}(L, M) = d_{wwf}(M, L)$
- Triangular inequality: $d_{wwf}(L, M) \leq d_{wwf}(L, \Gamma) + d_{wwf}(\Gamma, M)$

$d_{wwf}^2(L, M)$ is proportional to $S(L, M)$. 
3.2.2 The Affinity Matrix

For more than two systems, the similarity measures (Eq. 3.18) between all subspaces were combined into an \textit{affinity matrix} $A$. For $k$ systems with their $d$-dimensional subspaces $X_1, \ldots, X_k$, this affinity matrix is

$$A = \begin{pmatrix}
a_{11} & a_{21} & \cdots & a_{k1} \\
a_{12} & a_{22} & \cdots & a_{k2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{1k} & a_{2k} & \cdots & a_{kk}
\end{pmatrix} \quad (3.20)$$

where

$$a_{i,j} = S(X_i, X_j). \quad (3.21)$$

This matrix is symmetric and the diagonal elements are 1.

Although we only use the angle based measure of similarity it is worth mentioning that the affinity matrix can as well be based on any other similarity measure, as long as the above mentioned properties apply.

The subsequent deviation detection and clustering methods are solely based on the affinity matrix and, consequently, it effectively decouples them from the feature extraction methods.

3.3 Deviation detection

The deviation detection is based on building a statistical model $D$ of the affinities and from this compute the probability of each observation given $D$.

We assume that the affinities from a given observation of a data set to all the other observations follow a normal distribution. Although the affinity is limited (between 0 and 1) while the normal distribution extends to infinity, a small variance of the affinities results in a narrow probability distribution function, where the significant part lies between 0 and 1. For a reasonable data set this should hold. Otherwise either the system representation step failed to produce a suitable representation, i.e. a representation that preserves the relations between systems, or the systems are not similar at all.
The calculation of the probability to observe sample \( x \) given the data set \( S \) is done on both, the mean affinities and on the separate affinities.

Calculation of \( P(x|S) \) based on the mean affinities:

1. Compute the affinity matrix \( A \) for \( \{S, x\} \) (i.e. the set of all samples from \( S \) and the test sample \( x \))
2. Compute the mean affinity \( \bar{\pi} \) for every system in \( S \), i.e. remove the diagonal and then take the mean of every column
3. Let \( D \sim N(\mu_{\bar{\pi}}, \sigma^2_{\bar{\pi}}) \), where \( \mu_{\bar{\pi}} \) is the mean and \( \sigma^2_{\bar{\pi}} \) is the variance of all \( \bar{\pi} \)
4. Calculate \( P(x|S) \) as the cumulative distribution function of \( D \) at \( \bar{\pi}_x \)

Calculation of \( P(x|S) \) based on the separate affinities:

1. Compute the affinity matrix \( A \) for \( \{S, x\} \)
2. For each system \( n \) of the \( N \) systems:
   2.1. Take the affinities of all other systems to system \( n \) and store them in \( a_n \)
   2.2. Let \( D_n \sim N(\mu_{an}, \sigma^2_{an}) \)
   2.3. Calculate \( P_n = P(x|S) \) as the cumulative distribution function of \( D_n \) at \( a_{xn} \)
3. Calculate \( P(x|S) \) as the geometric mean \( \sqrt[\pi]{\prod_{n=1}^{N} P_n} \)

Both ways of calculating the probability \( P(x|S) \) use the means and variances of the affinities. The mean and variance are sensitive to outliers. This shortcoming can be overcome by using a technique to derive a robust estimate of \( P(x|S) \). One such technique is bootstrapping.

\[
\begin{bmatrix}
a_{11} & a_{12} & a_{13} & a_{1x} \\
a_{21} & a_{22} & a_{23} & a_{2x} \\
a_{31} & a_{32} & a_{33} & a_{3x} \\
\bar{a} & \bar{a} & \bar{a} & \bar{a} \end{bmatrix} \quad \text{mean affinities}
\]

\[
\begin{bmatrix}
a_{11} & a_{12} & a_{13} & a_{1x} & a_1 \leftarrow P(a_{1x}|a_1) \\
a_{21} & a_{22} & a_{23} & a_{2x} & a_2 \leftarrow P(a_{2x}|a_2) \\
a_{31} & a_{32} & a_{33} & a_{3x} & a_3 \leftarrow P(a_{3x}|a_3) \\
\bar{a} & \bar{a} & \bar{a} & \bar{a} \end{bmatrix} \quad \text{separate affinities}
\]

Figure 3.3: The calculation of \( P(x|S) \) on the mean affinities and on the separate affinities
3.3.1 Bootstrapping

Bootstrapping is a statistical resampling method introduced by Efron (1979). By random sampling with replacement it derives robust estimates of properties like mean or median of the underlying distribution.

The bootstrapping algorithm to compute the probability of observing a system $x$ given data set $S$ is as follows:

1. Take the set of measurements $S$ of the size $N$ and the system to test $x$.
2. Repeat $M$ times
   2.1. Pick a random bootstrap sample $BS$ from $S$. The size $n$ of this sample is $0 < n < N$
   2.2. Compute the probability model for $BS$
   2.3. Compute $P_n(x|BS)$
3. Estimate $P(x|S)$ as the median of the set \{$P_1(x|BS), \ldots, P_N(x|BS)$\}

![Figure 3.4: The effect of bootstrapping on a synthetic data set with 20\% outliers. (a) The mean affinities of a synthetic data set; (b) the probability distribution for the whole dataset; (c) the probability distribution with bootstrapping ($M = 20, n = 0.5$)](image)

3.4 Clustering

The goal of clustering is to group a data set into a number of groups, such that the observations within one group are more similar to each other than to observations in
other groups. The similarity between objects is calculated with a defined distance measure. Common distance measures are Euclidean distance or Mahalanobis distance, but also other measures can be used.

Clustering methods can be divided into two types: hierarchical and partitional clustering. Hierarchical clustering methods produce the clusters of each level based on the clusters of the previous level, while partitional clustering finds all clusters at once.

### 3.4.1 Spectral Clustering

Spectral clustering is a partitional clustering method. The idea of spectral clustering is based on concepts from spectral graph theory, which studies the properties of graphs with respect to the spectrum (i.e. the eigenvectors and eigenvalues) of its adjacency and Laplacian matrix.

In graph theory the grouping of a graph into two disjoint sets is done by simply removing the edges that connect the two sets and is called \textit{cut}. The \textit{size} of the cut is the sum of the weights of all removed edges. Minimizing this cut value leads to the optimal partition into two groups.

Shi and Malik (2000) introduce the \textit{normalized cut} criterion to segment images and show how this can be done by solving a eigenvalue system. This method uses an affinity matrix that describes the similarity between any pair of nodes in the graph. In our case, this affinity matrix is calculated as described in Sec. 3.2.2.

To segment the graph, the eigenvalue system has to be solved. Clustering into \textit{k} groups is then done by using \textit{k}-means clustering on the eigenvectors.

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{spectral_clustering.png}
\caption{Example of Spectral Clustering, the red lines show the cuts}
\end{figure}
3.4.2 Hierarchical Clustering

Hierarchical clustering builds up or breaks down a hierarchy of clusters. Building up a hierarchy is called *agglomerative* hierarchical clustering, while breaking down is called *divisive* hierarchical clustering.

Agglomerative clustering starts at the lowest level, where each cluster contains only a single observation, and recursively reduces the number of clusters by merging the two closest ones (bottom-up). Divisive clustering starts with one cluster that covers the whole data set and recursively splits one cluster into two new clusters (top-down), where the split is chosen in a way that the two new clusters have the largest possible dissimilarity.

Hastie et al. (2001) state that divisive methods have potential advantages when aiming to partition the data set into a small number of clusters.

Often the splitting is done by applying $k$-means or $k$-medoids clustering with $K = 2$, but then of course such an approach depends on the starting configuration. An approach that avoids this was invented by Macnaughton-Smith et al. (1964). It starts with a single cluster $G$. The observation whose average dissimilarity to all other observations is largest is removed from $G$ and forms a new cluster $H$. At the next step the observation with the largest average dissimilarity from $H$ minus the average dissimilarity from $G$ is transferred to $H$. This is done until the largest value becomes negative, which means that there are no more observations in $G$ that are (on average) closer to $H$. This process is visualized in Fig. 3.6.

Clustering into more than two clusters is done by recursively applying hierarchical clustering on the resulting clusters.

This method is solely based on the measure of similarity and does not depend on any (random) starting configuration.
Figure 3.6: Hierarchical clustering with the Macnaughton-Smith approach of cluster $G$ into clusters $G$ and $H$. The red systems belong to cluster $G$ and the blue ones to $H$. 
4

Data sets

We wanted to test our approach on two different types of mechatronical systems. Hence we used

- data of a simulated vehicle cooling system
- human gait data.

The cooling system data is also analyzed in Byttner et al. (2008).

We use the human gait pattern to illustrate a possible humanoid robot.

4.1 Vehicle Cooling System

The cooling system data is provided by a vehicle manufacturer and is generated with a simulation model of a cooling system.

Every simulation has at least 1600 consecutive observations with 51 signals such as fan speed, cooling water and oil temperature, engine speed and other parameters that are considered relevant for the cooling system.

Two data sets that simulate different failures are available. Both sets contain a number of reference systems without any failure and systems with failures at different severity levels. The systems are from one of three different weight classes (15 tons, 18 tons and 23 tons) and three different ambient temperatures (10°C, 20°C and 30°C).
4.1.1 Healthy Systems

The leakage data set contains 9 healthy systems, one from each weight class and ambient temperature. These systems are denoted by their weight and temperature, e.g. $15t10$.

The data set of the soiled model contains another three healthy systems for each weight class at a constant ambient temperature of $20^\circ C$. Further on, these systems are denoted by the suffix \_s0 e.g. $15t20_s0$.

Together, these 12 systems form the “normal” data set.

4.1.2 Systems with a Leakage

This data set was generated with a model that simulates a leakage in the cooling system. The model has a certain amount of air added to the coolant mixture, which lowers its heat capacity.

There are three different severity levels, 20%, 40% and 60% air for each of the weight class and ambient temperature, making a total of 27 leakage systems.

Systems with a leakage are labeled with a suffix like \_l20.

4.1.3 Soiled Systems

The model used for this data set simulates a cooling system with a soiled radiator. A given fraction of the radiators surface is covered with dirt, lowering its ability to emit heat and therewith the cooling efficiency.

Again, there are three different levels of severity, 15%, 30% and 50% of the surface for each of the three weight classes at an ambient temperature of $20^\circ C$.

Soiled systems are denoted with a suffix like \_s15.

4.2 Human Gait Data

Two different motion capturing data sets were used. Unfortunately their formats are incompatible and therefore they had to be examined separately.
4.2. Human Gait Data

4.2.1 CMU Data Set

This data set was obtained from the CMU Graphics Lab Motion Capture Database in Acclaim Motion Capture (AMC) format. These files contain 62 features that are captured at a frame rate of 120 frames per second.

12 samples for “normal” walking and one “faulty”, limping samples from five different subjects were picked. After visual inspection they were trimmed to 300 frames and the toe and hand features\(^1\) and the absolute position in the world frame were removed. Tab. 4.1 shows the used subjects and trials.

<table>
<thead>
<tr>
<th>STYLE</th>
<th>SUBJECT</th>
<th>TRIAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>“normal” walking</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1, 2, 3, 4, 6</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2, 3, 4, 7, 11</td>
</tr>
<tr>
<td>limping</td>
<td>17</td>
<td>5</td>
</tr>
</tbody>
</table>

\(^1\)CMU Graphics Lab states that these features tend to be noisy and visual inspection confirmed this.

Table 4.1: CMU Data Set subjects and trials

Figure 4.1: Example skeleton of the CMU data set
4.2.2 MIT Data Set

The MIT data set was used by Hsu et al. (2005). It contains various different walking styles: normal walking, jogging, waddling, swaying, walking sideways and limping. Three different speeds are available for each style, slow, medium and fast that vary in step size.

The format used for these data does not divide the information into a skeleton that defines the connections and distances between joins and the motion data that states the angles for each joint at a time. Instead it gives angles and distance in $x$, $y$ and $z$ direction with respect to its parent joint. As the offsets are only dependent on the person, but not on the walking style, they were removed.

Visual inspection revealed that the sections featuring the specific walking style were interrupted by sections of normal walking. Hence, it was necessary to extract continuous sections of the specific walking style, which all show walking on a straight line and are 300 frames long.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Style</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 4</td>
<td>Normal</td>
<td>Slow</td>
</tr>
<tr>
<td>5 - 8</td>
<td>Normal</td>
<td>Medium</td>
</tr>
<tr>
<td>9 - 12</td>
<td>Normal</td>
<td>Fast</td>
</tr>
<tr>
<td>13</td>
<td>Jog</td>
<td>Slow</td>
</tr>
<tr>
<td>14</td>
<td>Jog</td>
<td>Medium</td>
</tr>
<tr>
<td>15</td>
<td>Waddle</td>
<td>Fast</td>
</tr>
<tr>
<td>16</td>
<td>Sway</td>
<td>Medium</td>
</tr>
<tr>
<td>17</td>
<td>SideRight</td>
<td>Slow</td>
</tr>
<tr>
<td>18</td>
<td>SideRight</td>
<td>Medium</td>
</tr>
<tr>
<td>19</td>
<td>SideRight</td>
<td>Fast</td>
</tr>
<tr>
<td>20</td>
<td>Limp</td>
<td>Slow</td>
</tr>
<tr>
<td>21</td>
<td>Limp</td>
<td>Medium</td>
</tr>
<tr>
<td>22</td>
<td>Limp</td>
<td>Fast</td>
</tr>
</tbody>
</table>

*Table 4.2: MIT Data set subjects and trials*
Figure 4.2: Example skeleton of the MIT data set
Results and Discussions

5.1 Deviation detection

This section presents the results of the deviation detection method on the four data sets. Observations that have a likelihood below 5% are considered as deviating.

Throughout this section the data sets are split into their naturally distinct parts of “normal” and “faulty” systems.

5.1.1 Cooling System with a Leakage

5.1.1.1 Deviation Detection based on PCA

Principal components analysis on the whole data set revealed that six principal components were sufficient to capture at least 95% of the data, i.e. the reconstruction error with 6 principal components was smaller than 5% for all systems. The reconstruction error with different numbers of principal components for system 15t20_s0 can be seen in Fig. 5.1.

At first, the normal set was investigated alone. Bootstrapping was used with a leave one out sampling. To verify the usability of the 95%-preservation approach, the number of principal components was varied from 2 to 11. The results of the bootstrapping are given in Tab. 5.1 and the details of the bootstrapping on the mean affinity with 6 principal components can be seen in Fig. 5.2.
The deviation detection was then carried out with bootstrapping on the mean affinity and on the separate affinities in a one versus all fashion, i.e. one “faulty” system was compared to all “normal” systems. Again the number of principal components was varied from 2 to 11 to evaluate their influence on the detection performance. Tab. 5.2 shows the number of detected deviations out of the 27 “faulty” systems.

**Discussion**

As Tab. 5.1 shows, with six and more principal components system 18t30 was consistently detected as deviating. It was, however, impossible to check if there were any errors in the simulation and system 18t30 was therefore not removed from the
5.1. Deviation detection

Figure 5.2: (a) The mean affinities within the group of normal systems (b) the probabilities calculated with bootstrapping and leave-one-out sampling on the mean affinities

<table>
<thead>
<tr>
<th>Number of PC</th>
<th>Deviating Systems (Mean Affinity)</th>
<th>Deviating Systems (Affinity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td><strong>6</strong></td>
<td><strong>27</strong></td>
<td><strong>27</strong></td>
</tr>
<tr>
<td>7 - 11</td>
<td>27</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 5.2: Number of systems detected as deviations out of 27 “faulty” leakage data samples

“normals”.

Tab. 5.2 shows that with six and more principal components it was also possible to detect all 27 “faulty” systems as deviations from the “normal” set when the “normal” set includes system 18t30.

These results clearly indicate that the approach works on this data set.

5.1.1.2 Detection Performance with Erroneous Normals

To evaluate the stability of the detection performance against “faulty” systems within the group of “normals”, 0 - 4 random faulty systems were added to the set of normals. Deviation detection was then done 100 times and the detection performance was
Table 5.3: Detection performance with erroneous samples in the “normals” set, bootstrapping on mean affinities with 6 principal components

<table>
<thead>
<tr>
<th>Erroneous Samples</th>
<th>Test Samples</th>
<th>Detected Deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>27</td>
<td>27 0 27 27</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
<td>20.4 6.7 3 26</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>10.4 4.6 2 18</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>5.0 2.3 2 12</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>3.6 1.6 2 9</td>
</tr>
</tbody>
</table>

**Figure 5.3:** Detection rate with erroneous samples in the “normals” set, bootstrapping on mean affinities with 6 principal components

measured. The results for deviation detection using the mean affinity are given in Tab. 5.3 and Fig. 5.3 and those for deviation detection using the separate affinities are given in Tab. 5.4.

It is worth noting for this set of experiments the group of “normals” already contained a possibly “faulty” system, namely 18t30.

**Discussion**

Assuming that system 18t30 is erroneous, the “normals” already contain 8% erroneous samples. By adding 4 more erroneous samples to this set, more than 30% of the
5.1. Deviation detection

<table>
<thead>
<tr>
<th>Erroneous Samples</th>
<th>Test Samples</th>
<th>Detected Deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>27</td>
<td>27 0 27 27</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
<td>18.1 4.1 2 24</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>4.4 1.7 1 8</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>2.1 0.4 1 5</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>1.8 0.6 0 5</td>
</tr>
</tbody>
</table>

Table 5.4: Detection performance with erroneous samples in the “normals” set, bootstrapping on separate affinities with 6 principal components

“normals” are faulty. It is comprehensible that a deviation detection does not perform well under this conditions.

5.1.1.3 Deviation Detection based on Kernel PCA

Using bootstrapping on the outcome of Kernel PCA feature extraction did not give usable results. Even though bootstrapping with mean affinities flagged some systems as outliers the detected systems varied and, thus, we assume that these detections are highly dependent on the random composition of the bootstrap sample.

This is caused by the fact that the affinities between systems of different weight classes are very low (i.e. they are very dissimilar, see Fig. 5.8 a in Sec. 5.2.1.3) and so for each system, more than $\frac{2}{3}$ of all the other systems are very dissimilar.

5.1.2 Soiled Cooling System

As described in Sec. 4, the “normal” systems for the soil data set were the same as for the leakage data set, while the “faulty” set was made up by 9 soiled systems instead of 27 systems with a leakage.

PCA revealed that six principal components were again sufficient for the “faulty” systems of this data set and thus the trials from the previous section were repeated.

Applying bootstrapping did not result in any stable detections when using fewer than six principal components. Three deviating systems were detected when using six or more
5. Results and Discussions

**Table 5.5:** Number of systems detected as deviations out of 9 “faulty” soil data samples

<table>
<thead>
<tr>
<th>Number of PC</th>
<th>Deviating Systems (mean affinity)</th>
<th>Deviating Systems (affinity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4, 5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>7 - 11</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Tab. 5.5 shows the number of detected deviations out of the 9 “faulty” systems.

**Discussion**

A soiled radiator does not effect the cooling system as severely as a leakage does. Consequently, it is understandable that a soiled system is harder to detect than a system with leakage. This is also reflected by the detection performance of this data set.

The three detected systems 18t20.s50, 23t20.s30 and 23t20.s50 are those that one would most likely expect to be affected by soil in the cooling system, as these are the heavy ones with a high soil level.

**5.1.3 Human Gait Data - CMU Data Set**

This data set contained 12 trials of “normal” walking from four different subjects and one trial of limping from yet another subject. It required 13 principal components to describe 95% of the variance of the original data. As for the vehicle cooling system data sets, different numbers of principal components were tried out. In this case the number was varied from 8 to 18 (13 ± 5).

First of all, the whole data set was inspected with bootstrapping on the mean affinity as well as on the separate affinities. The results are in Tab. 5.6.
5.1. Deviation detection

<table>
<thead>
<tr>
<th>Number of PC</th>
<th>Deviating Systems (mean affinity)</th>
<th>Deviating Systems (affinity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>5/1, 17/5</td>
<td>8/4</td>
</tr>
<tr>
<td>9, 10</td>
<td>5/1, 17/5</td>
<td>No deviation</td>
</tr>
<tr>
<td>11</td>
<td>5/1, 17/5</td>
<td>17/5</td>
</tr>
<tr>
<td>12-18</td>
<td>17/5</td>
<td>17/5</td>
</tr>
</tbody>
</table>

Table 5.6: Results of bootstrapping on the CMU data set

<table>
<thead>
<tr>
<th>Number of PC</th>
<th>Deviating Systems (mean affinity)</th>
<th>Deviating Systems (affinity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-10</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10-18</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.7: Detection Performance on the CMU data set

Subsequently a *one versus all* test was done too with both deviation detection methods. Tab. 5.7 shows that 8 principal components were sufficient to detect the limping individual with bootstrapping on the mean affinity. Bootstrapping on the separate affinities worked with 10 and more principal components.

**Discussion**

The inspection of the whole data set showed that bootstrapping on the mean affinity as well as on the separate affinities was able to detect the limping individual with 12 and more principal components. Obviously, the 8 features were already sufficient to describe the difference of trial 17/5 from the others but 12 features were necessary to cover the similarity of trial 5/1 to the others.

**5.1.4 Human Gait Data - MIT Data Set**

From the 54 features that were captured for the MIT data set PCA produced 10 which were sufficient for the 95% approach. However, 5 - 15 principal components were used for the experiments.
Table 5.8: Results of bootstrapping on the 12 “normals” of the MIT data set

<table>
<thead>
<tr>
<th>Number of PC</th>
<th>Deviating System (mean affinity)</th>
<th>Deviating System (affinity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 - 7</td>
<td>No deviation</td>
<td>No deviation</td>
</tr>
<tr>
<td>8, 9</td>
<td>Normal Slow 4</td>
<td>Normals Slow 4</td>
</tr>
<tr>
<td>10 - 12</td>
<td>No deviation</td>
<td>No deviation</td>
</tr>
<tr>
<td>13 - 15</td>
<td>Normal Slow 1</td>
<td>No deviation</td>
</tr>
</tbody>
</table>

Table 5.9: Detection Performance

The inspection of the “normal” walking styles did not reveal any outstandingly deviating sample, although the samples *Slow 4* and *Slow 1* were detected as outliers with some numbers of principal components. Tab. 5.8 gives all results.

During the subsequent deviation detection, where one of the “other” samples was compared to the 12 “normals”, all 10 “others” were detected as deviating with any number of principal components, see Tab. 5.9. The affinity matrix shown in Fig. 5.4 illustrates the reason for this.

To have more variations in the systems that are considered “healthy”, the two jog samples were added to the normals. The deviation detection was then redone using this enlarged set of healthy systems as reference. The samples featuring waddling and swaying styles were not detected as deviations in this experiment, while most of the samples showing walking sideways and limping were detected. The detailed results are given by Tab. 5.10.

Discussion

The fact that none of the “normals” is detected as outlier is not very surprising as all the samples show the same individual and essentially only differ in walking speed.
5.1. Deviation detection

The affinity matrices in Fig. 5.4 perfectly show the reason for the good results of the deviation detection. The affinities within the “normal” samples are very high compared to the other affinities.

The results of the enlarged set of healthy systems make perfect sense, as walking sideways is odder than limping. However, both are odder than jogging and therefore detected as deviations, while waddling and swaying are closer to normal.
5. Results and Discussions

5.2 Clustering

5.2.1 Cooling System with a Leakage

5.2.1.1 Spectral Clustering on PCA

Like the deviation detection, the clustering was based on the affinity matrix. The number of principal components used to calculate the affinity matrix was again determined with the 95% preservation approach. Fig. 5.5 a shows a graphical representation of the affinity matrix for the leakage data set.

Spectral clustering was done with the *normalized cut partitioning algorithm*, which uses the *k-means algorithm*. The cluster centers were initialized randomly, which influenced the outcome. The clustering was therefore repeated 100 times. The result was a matrix with the probabilities that systems were grouped together. Such matrices are shown in Fig. 5.6 a-c.

To find usable numbers of clusters the clustering was done for 2 - 10 clusters and the number of groupings > 90% was observed. Groupings > 90% indicated that the related systems were consistently grouped together and are not dependent on the random initialization. As the number of groupings varied, this experiment was repeated 15 times. Additionally the clustering was performed on random affinity matrices. These random affinity matrices were constructed such that they had the same properties as real affinity matrices, i.e. they were symmetric with ones on the diagonal. The result can be seen in Fig. 5.5 b.

Additionally, for every clustering the probability for each system to belong to the cluster where its assigned to and to belong to the other cluster(s) is calculated. This probability is calculated as the normal cumulative distribution function for the mean affinity of a certain system in the cluster given the cluster.

The detailed clustering was done for 2, 3 and 4 clusters. All the results are shown in Fig. 5.6.

Clustering into two clusters nicely separated the two groups of “normals” and “faulty” systems, except for the system 18t30, which was clustered as “faulty”. The probability
for any system of the “normals” cluster to actually belong to the “faulty” cluster was below 3% and the probability for any “faulty” system to belong to the “normals” cluster was even lower.

The result for 3 clusters gave the following groupings:

**Group 1** The “normals” and the two worst systems

\[\{15t10, 15t20, 15t20_s0, 15t30, 18t10, 18t20, 18t20_s0, 23t10, 23t20, 23t20_s0, 23t30, 23t20_l60\text{ and } 23t30_l60\]

**Group 2** The “faulty” systems 1: lighter, cooler, smaller degree of leakage + \(18t30\)

\[\{18t30, 15t10_l20, 15t20_l20, 15t30_l20, 18t10_l20, 18t20_l20, 23t10_l20, 15t10_l40, 15t20_l40, 18t10_l40\text{ and } 15t10_l60\]

**Group 3** The “faulty” systems 2: heavier, warmer, bigger degree of leakage

\[\{18t30_l20, 23t20_l20, 23t30_l20, 15t30_l40, 18t20_l40, 18t30_l40, 23t10_l40, 23t20_l40, 23t30_l40, 15t20_l60, 15t30_l60, 18t10_l60, 18t20_l60, 18t30_l60\text{ and } 23t10_l60\]

Clustering into 4 clusters gave essentially the same result, but formed an extra cluster for the two worst systems so that group 1 contained only “normal” systems.

The figures that show all the probabilities can be found in the appendix.
Figure 5.6: Results of spectral clustering on the PCA of the leakage data set. (a-c) show the outcome of 100 spectral clusterings into 2, 3 and 4 clusters. (d-f) show these results for the actual allocations and (g-i) show them after sorting.
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Discussion

The fact that system 18t30 is grouped together with the “faulty” systems is perfectly consistent with the findings of the deviation detection.

The reason that the two worst systems are grouped together with the “normals”, while the other “faulty” systems are grouped into two clusters is most likely that they are so few and thus the optimal normalized cut separates the big group of faulty systems into two smaller ones.

5.2.1.2 Hierarchical Clustering on PCA

The hierarchical clustering algorithm described in Sec. 3.4.2 separates a given group into two clusters and is solely based on a measure of similarity like the affinity matrix.

The first group $G_1$ to cluster is the whole data set.

The following systems are moved to the second cluster $G_2$ in the given order: 23t30, \textbf{23t20_l60}, 23t20, 15t30, 23t20_s0, 23t10, 15t20, 15t20_s0, 18t10, 18t20, 18t20_s0, 15t10 and \textbf{23t30_s60}.

Further splitting of $G_2$ separated the two worst from the “normal” systems, while further splitting of $G_1$ separated 15t10_l20, 15t10_l60 and \textbf{23t10_l60} from the other “faulty” systems. The splitting into 3 groups is visualised in Fig. 5.7.

![Figure 5.7: Hierarchical clustering into 3 groups](image)
Discussion

It is interesting that the systems in group G2 after the first clustering are the same systems as group 1 from the spectral clustering into 3 clusters.

The clustering into the 3 groups as illustrated in Fig. 5.7 is the clearest grouping.

5.2.1.3 Clustering on KPCA

For the KPCA the approach of preserving 95% of the variance of the data was not usable, because it is not possible to reconstruct the extracted features in the input space and calculate the error.

However, as shown in Schölkopf et al. (1998), the KPCA is calculated as a kernel eigenvalue problem. These eigenvalues are sorted and divided by the sum of all eigenvalues up to the dimension of the original data. This value was then used as an estimate of the contribution of this eigenvalue. As many of the features were used so that the estimated contribution exceeded 95%.

For the systems in the leakage data set this required between 2 and 5 features, so 5 features were used. Using fewer features decreased the performance by steadily assigning the “under-described” systems to wrong groups.

The affinity matrix on the KPCA mappings is shown in Fig. 5.8 a. As before, the clustering has been tried out for 2 - 10 clusters to find usable numbers of clusters, which is shown in Fig. 5.8 b.

Spectral clustering into 2 clusters formed one cluster for the systems with 15 and 18 tons and another cluster for the systems with 23 tons. Spectral clustering into 3 clusters perfectly separated all three weight classes. More than 3 clusters did not give any useful results. Actually a fourth cluster randomly separated one of the former 3 clusters.

Hierarchical clustering was also able to perfectly separate the three weight classes. Starting with one big cluster, group 1, the weight classes 15 tons and 18 tons were moved to group 2. Further clustering of group 2 moved all systems with 15 tons to group 3.
5.2. Clustering

Figure 5.8: (a) The affinity matrix of the Leakage data set (b) Number of systems grouped together in at least 90 out of 100 cases. Blue is for 15 spectral clusterings on the affinity matrix in (a), red is for 15 random affinity matrices

Figure 5.9: Results of spectral clustering on the KPCA of the leakage data set. (a) shows the outcome of 100 spectral clusterings into 3 clusters. (b) shows these results for the actual allocations
Clustering within one of these three groups separated the systems with small and medium leakage size from those without leakage and with big leakage size. Any additional step failed to separate these groups according to the leakage size.

Discussion

Considering the affinity matrix from Fig. 5.8 a the results are not surprising. The affinity matrix already shows the three clusters very clearly.

Also it can be expected from the previous sections that the results of hierarchical clustering are comparable to those from spectral clustering.

5.2.2 Soiled Cooling System

5.2.2.1 Clustering on PCA

Spectral clustering into 2 clusters gave the following groupings:

**Group 1** The “cooler” systems - lower weight, ambient temperature and soil level

- 15t10, 15t20, 15t20_s0, 15t30, 18t10, 18t20, 18t20_s0, 23t10, 23t20_s0, 15t20_s15,
- 15t20_s30 and 18t20_s15

**Group 2** The “warmer” systems - higher weights, ambient temperatures and soil level

- 18t30, 23t20, 23t30, 15t20_s50, 18t20_s30, 18t20_s50, 23t20_s15, 23t20_s30 and 23t20_s50

Spectral clustering into 3 clusters formed one group for the “cooler” systems that only contained healthy systems.

**Group 1** The “cool” systems

- 15t10, 15t20, 15t20_s0, 15t30, 18t10, 23t10 and 23t30

**Group 2** The “medium” systems

- 18t20, 18t20_s0, 23t20, 23t20_s0, 15t20_s15, 15t20_s30, 15t20_s50, 18t20_s15, 18t20_s30 and 23t20_s15
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**Group 3** The “warm” systems

\[ 18t30, 18t20_s50, 23t20_s30 \text{ and } 23t20_s50 \]

Spectral clustering into 4 clusters gave the following groupings:

**Group 1** Healthy and cool

\[ 15t10, 15t20, 15t20_s0, 15t30, 18t10 \text{ and } 23t10 \]

**Group 2** Mixed 1

\[ 18t20, 18t20_s0, 23t20_s0, 15t20_s30 \text{ and } 18t20_s15 \]

**Group 3** Mixed 2

\[ 23t20, 23t30, 15t20_s15, 15t20_s50, 18t20_s30 \text{ and } 23t20_s15 \]

**Group 4** Faulty and warm

\[ 18t30, 18t20_s50, 23t20_s30 \text{ and } 23t20_s50 \]

**Discussion**

Clustering into two clusters separates the systems with lower weight, ambient temperature and soil degree from those with higher weight, ambient temperature and soil degree. The soiled systems in the first cluster are the ones that one would expect to be least effected by the soiled radiator, 15 tons with low and medium soil degree and 18 tons with low soil degree.

Clustering into three clusters formed one group for the “cooler” systems that only contains healthy systems and a “warm” group with only faulty systems and system 18t30. The “medium” group contains the warmer healthy systems and the cooler faulty systems.

The clustering into four clusters gave almost the same result. The warmest system of the previous “cooler” group, 23t30, was no longer situated in the “healthy and cool” group. The previous “medium” group was split into two mixed groups, which contain both “healthy” and “faulty” systems. The last group “faulty and warm” was identical to the previous “warm” group.
5.2.2.2 Clustering on KPCA

As the two cooling system data sets are very similar, the results of clustering each data set are similar, too. Thus, it is not surprising that KPCA gave features that separated the soiled cooling system data into weight classes.

Alike for the cooling system with a leakage, spectral clustering into 2 clusters separated the systems with 23 tons from those with 15 and 18 tons. Clustering into 3 clusters perfectly separated all 3 weight classes. The fourth cluster separated the system 18t30 from the 18 tons cluster.

Hierarchical clustering on the other hand moved the 15 and 23 tons systems from the initial group $G_1$ to the new group $G_2$. Clustering this group $G_2$ separated the two weight classes, but system 23t10 was grouped together with the 15 tons systems. Splitting the remaining group $G_1$ separated 18t30 from the other 18 tons systems.

![Diagram of hierarchical clustering](image)

**Figure 5.10:** Hierarchical Clustering of the Soiled Cooling System. The * is used as a wild-card for all possible systems matching the given expression.

**Discussion**

The findings of this section are similar to those of clustering on KPCA of the cooling system with leakage.
5.2.3 Human Gait Data - CMU Data Set

5.2.3.1 Clustering on PCA

Spectral clustering into 2 groups created one group for the subjects 5 and 7 and another group for the subjects 6, 8 and 17. Allowing a third group separated the trials of subject 8 from subjects 6 and 17 and a fourth group split those into own groups. Clustering into 5 clusters did not give stable results.

The steps of the hierarchical clustering can be seen in 5.11.

![Hierarchical clustering of the CMU data set](image)

**Figure 5.11:** Hierarchical clustering of the CMU data set

Discussion

Although visual inspection of the trials does not show any significant differences that explain the clusters of spectral clustering, it is interesting that the different trials of the subjects 7 and 8 respectively are never split up. All these trials show “normal” walking from two individuals (cf. Tab. 4.1).

The results of hierarchical clustering are less clear in that it split up the trials of subject 7. Furthermore, 4 groups are not sufficient to delimit the limping subject 17 from all the “normal” walking styles.

5.2.3.2 Clustering on KPCA

Clustering the CMU data set based on the feature extraction with Kernel PCA did not produce any usable results.
A detailed investigation revealed that the affinities between all systems were very low.
Another way of calculating the affinity between two representations might overcome this problem.

5.2.4 Human Gait Data - MIT Data Set

5.2.4.1 Clustering on PCA

Spectral clustering into 2 clusters divided the samples of walking sideways and limping from the other styles. Clustering into 3 clusters formed one cluster for normal walking, one for walking sideways and another one of waddling, swaying, jogging and limping. Clustering into 4 or more clusters did not result in reasonable separations.

Hierarchical clustering found the clusters shown in Fig. 5.12

![Diagram of hierarchical clustering](image)

**Figure 5.12:** Hierarchical clustering of the MIT data set

Discussion

The groupings found on this data set can be easily explained by the assumption that from all the walking styles, walking sideways is the most odd one, followed by jogging and limping. Although not perfectly normal, but still following the same motion pattern, swaying and waddling are closest to the samples of normal walking. This is also consistent with the findings of the deviation detection on this data set.
Summary and Conclusion

The proposed approach provides the ability to efficiently describe large amounts of data with a compressed representation, compare such compressed representations and finally detect deviations among groups of systems based on these compressed representations.

The compressed representation is needed to

- reduce the amount of data to transfer.
  
  This allows transmission of data over low bandwidth media such as radio communication, which is important in environments with many mechatronical systems.

- reduce requirements of storage space and processing time and facilitates handling of large amounts of systems.

  Hence the scalability of the proposed approach is significantly improved.

The second step, comparing compressed representations, computes measures of similarity between systems and combines them in a so-called affinity matrix. The successive computations are exclusively based on this measure. Consequently, this step decouples the representation from the deviation detection. As a result, additional representation methods can be added without the need to adapt the deviation detection methods as well as vice versa.

In the proposed approach, the final deviation detection is done in two different ways:

- the probability for each system to be observed given all the other systems is calculated. Systems with a probability below a certain threshold, e.g. 5%, are flagged as deviating.
• all systems are clustered. Systems with similar features are hereby clustered together. In a population where most of the systems are “healthy” (such that they appear to be similar using a certain representation) the deviating systems form one or more smaller clusters.

These two methods can also be combined. For example, the clustering can be done using one compressed representation and subsequently the probabilities for each system to be “normal” within a cluster can be calculated using another representation. It might have been a very successful approach for the soiled cooling system data set to first cluster it using KPCA and then calculate the probabilities based on PCA, but was omitted due to the size of the data set.

Using the proposed approach to analyze four data sets from two different domains, a simulated cooling system and human gait data, demonstrates it applicability to simulated data with systems from well separated classes as well as real world data.

In contrast to the method from Byttner et al. (2008), the proposed approach is not only able to detect vehicles with a leakage level of 60%, but any vehicle with a leakage. Furthermore, our approach is not limited to finding deviations within a set of systems, but is also able to group this set into subsets with similar properties.

However, there is much room for further improvements.

The method to determine the number of kernel principal components that should be used to calculate the affinity matrix lacks a mathematical justification.

Also, the other methods to compare subspaces, overlapping volume and reconstruction error with interchanged subspaces, should be tried out.

Besides, the feature extraction methods need to be extended to online versions and the applicability of the method on a bigger real word data needs to be analyzed.
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Appendix

A.1 Cooling System with a Leakage: Spectral Clustering on PCA

The following figures show the probabilities for the systems of a group \( GX \) to belong to \( GY \)

![Figure A.1: Grouping probabilities for 2 groups](image-url)
Figure A.2: Grouping probabilities for 3 groups
Figure A.3: Grouping probabilities for 4 groups: Group 1

Figure A.4: Grouping probabilities for 4 groups: Group 2
Figure A.5: Grouping probabilities for 4 groups: Group 3

Figure A.6: Grouping probabilities for 4 groups: Group 4